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UNIFORM CONVERGENCE OF LOCAL MULTIGRID METHODS
FOR THE TIME-HARMONIC MAXWELL EQUATION

HUANGXIN CHEN∗, RONALD H.W. HOPPE† , AND XUEJUN XU∗

Abstract. For the efficient numerical solution of indefinite linear systems arising from curl
conforming edge element approximations of the time-harmonic Maxwell equation, we consider local
multigrid methods (LMM) on adaptively refined meshes. The edge element discretization is done by
the lowest order edge elements of Nédélec’s first family. The LMM features local hybrid Hiptmair
smoothers of Jacobi and Gauss-Seidel type which are performed only on basis functions associated
with newly created edges/nodal points or those edges/nodal points where the support of the corre-
sponding basis function has changed during the refinement process. The adaptive mesh refinement
is based on Dörfler marking for residual-type a posteriori error estimators and the newest vertex
bisection strategy. Using the abstract Schwarz theory of multilevel iterative schemes, quasi-optimal
convergence of the LMM is shown, i.e., the convergence rates are independent of mesh sizes and mesh
levels provided the coarsest mesh is chosen sufficiently fine. The theoretical findings are illustrated
by the results of some numerical examples.

Key words. Maxwell equations, Nédélec edge elements, indefinite, multigrid methods, local
Hiptmair smoothers, adaptive edge finite element methods, optimality

1. Introduction. In this paper, we develop, analyze, and implement local multi-
grid methods for indefinite algebraic systems arising from adaptive curl-conforming
edge element approximations of the time-harmonic Maxwell equation. In particular,
we consider a lossless medium occupying a bounded Lipschitz polyhedron Ω ⊂ R3

with a perfectly conducting boundary ∂Ω. Given a solenoidal current density f , the
problem is to compute a time-harmonic electric field u in Ω with wave number κ > 0
such that

curl curlu− κ2u = f in Ω, (1.1a)
u× n = 0 on ∂Ω, (1.1b)

where n stands for the unit outward normal on ∂Ω. The choice of the boundary
condition (1.1b) is made for ease of presentation only. Similar results are valid for
other types of boundary conditions as well. Under the assumption that κ2 is not
a Maxwell eigenvalue, i.e., κ2 is not an eigenvalue of the curl-curl operator, it is
well-known that (1.1a),(1.1b) has a unique solution (cf. e.g., [28], [31, Chap. 4]).

Curl-conforming edge elements, originally known as Whitney forms [40] and de-
signed to study the multiplicity of zero as an eigenvalue of the Hodge Laplacian, have
been introduced to the numerical analysis community by Nédélec [32, 33] and since
then have become a standard tool in computational electromagnetism (cf. [8, 21, 31]
and the references therein). An intrinsic difficulty in the numerical solution of edge
element discretized PDEs involving the curl-curl operator is the non-trivial kernel
of the discrete curl operator which is given by the gradients of the standard nodal
basis functions. Within the multigrid iterative solution, this has been taken care of by
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hybrid smoothers, namely the Hiptmair smoother [20] and the Arnold-Falk-Winther
smoother [3] which have been originally designed for H(curl; Ω)-elliptic problems.
Adaptive edge finite element methods (AEFEM) on the basis of residual-type a pos-
teriori error estimators have been developed first in [6, 7, 30] and further studied in
[12, 14, 25, 45]. Quasi-optimal convergence of AEFEM for the time-harmonic Maxwell
equations has been established recently in [46].

In this paper, we are interested in local multigrid methods (LMM) on adap-
tively refined meshes obtained from the application of AEFEM to the time-harmonic
Maxwell equation (1.1a),(1.1b) and to prove uniform convergence of the LMM which
together with [46] results in an overall quasi-optimal algorithm. LMM on adap-
tively refined meshes feature hybrid smoothing only on new edges/nodes and those
old edges/nodes where the support of the associated edge/nodal basis function has
changed. This strategy makes the computational cost on each level of the LMM pro-
portional to the number of elements appearing in the local refinement. The idea can
be traced back to multilevel adaptive techniques (MLAT) studied in [5, 11, 34] and
multigrid methods for locally refined finite element meshes [1, 2, 16, 36]. However,
these locally refined meshes obey restrictive conditions which are not satisfied by the
newest vertex bisection algorithm which will be used for adaptivity in this paper. The
uniform convergence theory of LMM for 2D and 3D H1(Ω)-elliptic problems has been
studied in [22, 41, 43, 44]. The hierarchy of meshes used in the LMM can be obtained
either by successive adaptive refinement of an initial coarse mesh or by successive
coarsening of a fine mesh. Recently, Hiptmair, Zheng et al. [22, 23], and Xu, Chen
and Nochetto [42] have developed LMM based on a different strategy for the construc-
tion of hierarchies of meshes and have succeeded to establish uniform convergence in
case of H(curl; Ω)-elliptic problems. We emphasize that in our algorithms we do not
reconstruct a virtual refinement hierarchy of meshes, but use the hierarchy generated
by the AEFEM. For time-harmonic Maxwell problems, LMM with hybrid smoothers
have been studied numerically in [6, 15, 26, 37]. The computational results in these
papers indicate efficiency and robustness of the approach. But so far, there does not
exist any theoretical investigation in the literature. In this paper, using the metho-
dology developed in [13, 19], we present a convergence analysis which is based on a
perturbation of the estimates for H(curl; Ω)-elliptic problems. In our analysis, we
apply the techniques from [18, 19] and show that LMM with additive local Hiptmair-
Jacobi smoothers or multiplicative local Hiptmair-Gauss-Seidel smoothers converge
uniformly provided that the coarsest grid is chosen sufficiently fine, a condition that
seems to be unavoidable in the current numerical solution of time-harmonic Maxwell
equations. The main difficulties in the convergence analysis are

• how to apply the perturbation analysis and a H(curl; Ω)-elliptic stable mul-
tilevel decomposition of the edge element space to obtain the estimate (A1)
in section 3;

• how to apply a global strengthened Cauchy-Schwarz inequality with respect
to this decomposition to get the estimate (A3);

• how to get a global spectral estimate.

The remainder of this paper is organized as follows. In section 2, we introduce
the weak formulation and the edge finite element approximation of (1.1a),(1.1b), and
address the LMM featuring additive and multiplicative local Hiptmair smoothers.
The convergence theory of the LMM is developed in section 3 within the abstract
framework of the Schwarz theory of multilevel iterative schemes, whereas section 4
is devoted to the verification of the assumptions required by the abstract theory for
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the local Hiptmair smoothers. In the final section 5, we present the results of some
numerical experiments illustrating the performance of the LMM and exemplifying our
theoretical results.

2. Edge element approximation and local multigrid methods. Through-
out this paper, we adopt standard notation from Lebesgue and Sobolev space the-
ory (cf., e.g., [38]). In particular, we refer to L2(Ω) and Hm(Ω),m ∈ N, as the
Hilbert space of Lebesgue integrable functions in Ω and the Sobolev space of L2-
functions with L2-integrable weak derivatives up to order m. For broken s ∈ R+,
the Sobolev space Hs(Ω) is defined by interpolation. Likewise, L2(Ω) and Hs(Ω)
stand for the corresponding Hilbert spaces of vector-valued functions. In both cases,
the inner products and associated norms will be denoted by (·, ·)s,Ω and ‖ · ‖s,Ω, re-
spectively. For a function v ∈ Hs(Ω), we denote by v|∂Ω the trace of v on ∂Ω and
define Hs

0(Ω) := {v ∈ Hs(Ω) | v|∂Ω = 0}. Moreover, we denote by H(curl; Ω) :=
{v ∈ L2(Ω) | curl v ∈ L2(Ω)} and H(div; Ω) := {v ∈ L2(Ω) | div v ∈ L2(Ω)} the
Hilbert spaces of vector-valued functions with the inner products (·, ·)curl,Ω, (·, ·)div,Ω

and associated norms ‖ · ‖curl,Ω, ‖ · ‖div,Ω. We further refer to H0(curl; Ω) := {v ∈
H(curl; Ω) | (v×n)|∂Ω = 0} as the subspace of vector fields with vanishing tangential
trace on ∂Ω and to H(div0; Ω) := {v ∈ H(div; Ω) | div v = 0} as the subspace of
solenoidal vector fields.

For a given f ∈ H(div0; Ω), the weak formulation of (1.1a) and (1.1b) is to find
u ∈ H0(curl; Ω) such that

a(u,v) = (f ,v), v ∈ H0(curl; Ω), (2.1)

where the bilinear form a : H0(curl; Ω)×H0(curl; Ω) → R is given by

a(u,v) = (curlu, curlv)0,Ω − κ2(u,v)0,Ω, u,v ∈ H0(curl; Ω).

We further introduce a symmetric positive definite form â(·, ·) according to

â(u,v) := (u,v)curl,Ω, u,v ∈ H0(curl; Ω).

For any subdomain D ⊂ Ω, we define the associated energy norm by ‖ · ‖2
â,D :=

â(·, ·)|D. We omit the subscript D when D = Ω.
Let {Tl, l = 0, 1, . . . , L} be a shape regular family of nested geometrically conform-

ing simplicial triangulations of the computational domain Ω obtained by successive
refinement of a sufficiently fine initial coarse mesh T0 using newest vertex bisection.
The initial mesh size is scaled such that h0 < 1. We define El as the set of edges on
Tl and Nl as the set of interior nodes of Tl. We further refer to Ωp

l as the union of
elements in Tl containing p ∈ Nl and to ΩE

l as the union of elements in Tl containing
E ∈ El. Tl(Ω

p
l ) ⊂ Tl and Tl(ΩE

l ) ⊂ Tl denote the sets of elements contained in Ωp
l and

ΩE
l , respectively. The quantities hl,p, hl,E stand for the diameters of the subdomains

Ωp
l ,Ω

E
l , and for any tetrahedron T ∈ Tl, hT refers to the diameter of T . Moreover,

G(T ) is the number of bisections needed to generate T from an element in T0. It is
reasonable to assume [4]

Cdθ
m ≤ hT ≤ Cuθ

m, m = G(T ), ∀T ∈
L⋃

l=0

Tl, (2.2)

where 0 < θ < 1, and Cd, Cu are positive constants that only depend on T0 and the
shape regularity of the meshes. Throughout this paper, #S denotes the cardinality of
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a set S, and C, with or without subscript, denotes a generic positive constant. This
constant, depending on the wave number κ and the shape regularity of the meshes,
can take on different values in different occurrences but will always be independent
of mesh sizes and mesh levels.

For l = 0, . . . , L, let U l denote the curl-conforming edge element space generated
by the lowest order edge elements of Nédélec’s first family [32] with respect to the
mesh Tl. Since the meshes are nested, we have a sequence of nested edge element
spaces U0 ⊂ U1 ⊂ · · · ⊂ UL. The finite element approximation of (2.1) is to find
ul ∈ U l such that

a(ul,vl) = (f ,vl), vl ∈ U l. (2.3)

Under the assumption that maxT∈Tl
hT is sufficiently small, existence and uniqueness

of the solution ul are well-known [21, 31]. In particular, the projector

a(P lv,w) = a(v,w), v ∈ UL, w ∈ U l, 0 ≤ l ≤ L,

is well defined. We further denote by Ql : L2(Ω) → U l the L2-projector onto U l. By
a similar technique as in [18, Lemma 4.3], the imbedding results in [31, Theorem 3.50
and Corollary 3.51], and the estimate in [31, Lemma 7.6], for discrete divergence-free
vector fields we have the following estimate:

Lemma 2.1. Let Ω be a bounded Lipschitz polyhedral domain. If the initial mesh
size h0 is sufficiently small, there exists a constant s ∈ (1/2, 1], depending only on the
domain Ω, such that for any v ∈ UL and w0 ∈ U0 there holds

(v − P 0v,w0) ≤ Chs
0 ‖v − P 0v‖â ‖w0‖â . (2.4)

For 0 ≤ l ≤ L, we define the level l operator Al : U l → U l according to

(Alv,w) = a(v,w), v,w ∈ U l.

and refer to f l ∈ U l as the L2-projection of f onto U l. The level l edge element
approximation of (2.1) reads as follows: Find ul ∈ U l such that

Alul = f l. (2.5)

Fig. 2.1. The left figure is a tetrahedron in Tl−1 to be refined. The right figure shows that the
tetrahedron is bisected into two tetrahedra in Tl. The big vertices in the right figure are the local
smoothing vertices contained in Ñl, and the boldfaced edges are the local smoothing edges contained
in Ẽl.
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We now consider local Hiptmair smoothers which smooth with respect to both
edge basis functions and the gradients of nodal basis functions. The local smoothers
are generalized Jacobi or Gauss-Seidel iterations with respect to appropriate subspace
decompositions (cf. [22, 23]). For 1 ≤ l ≤ L, denoting by bE

l the edge basis function
associated with E ∈ El and by ϕp

l the nodal basis function with supporting point
p ∈ Nl, we define the set of edges Ẽl and the set of vertices Ñl (see Fig. 2.1) on which
the local smoothers are performed as follows:

Ẽl = {E ∈ El : E ∈ El \ El−1 or E ∈ El−1 but supp(bE
l ) 6= supp(bE

l−1)},

Ñl = {p ∈ Nl : p ∈ Nl \ Nl−1 or p ∈ Nl−1 but supp(ϕp
l ) 6= supp(ϕp

l−1)}.

In fact, Ẽl (Ñl) is the set of new edges (vertices) and those local edges (vertices) where
the support of the basis function has changed.

For the edge element space UL we consider the following subspace decomposition
(cf. [22, 23] ):

UL = U0 +
L∑

l=1

( ∑
p∈Ñl

Span{∇ϕp
l }+

∑
E∈Ẽl

Span{bE
l }

)
, (2.6)

which follows from the discrete Helmholtz decomposition of the edge element space
and the corresponding subspace decompositions (cf. [24]). For ease of notation, for
1 ≤ l ≤ L we write

Nl⋃
i=1

Span{∇ϕi
l} =

⋃
p∈Ñl

Span{∇ϕp
l } and

Ml⋃
i=1

Span{bi
l} =

⋃
E∈Ẽl

Span{bE
l },

where Nl = #Ñl and Ml = #Ẽl. We define the local subspace U i
l according to

U i
l =

{
Span{∇ϕi

l}, i = 1, . . . , Nl,

Span{bj
l }, i = Nl + j, j = 1, . . . ,Ml.

Let Ωi
l be the support of the basis function spanning U i

l and hl,i = diam(Ωi
l). Then,

for any w ∈ U i
l, i = Nl + 1, . . . , Nl +Ml, there holds (cf. [19, Lemma 3.1])

‖w‖0,Ω ≤ Chl,i‖curlw‖0,Ω. (2.7)

We further introduce the local projector P i
l : UL → U i

l according to

a(P i
lv, ψ

i
l) = a(v, ψi

l), v ∈ UL, ψ
i
l ∈ U i

l. (2.8)

For i = Nl+1, . . . , Nl+Ml, (2.7) and (2.8) imply that P i
l is well defined for sufficiently

small hl,i and satisfies (cf. [19, Proposition 3.1])

‖P i
lv‖â,Ωi

l
≤ C‖v‖â,Ωi

l
, v ∈ UL. (2.9)

In particular, for i = 1, . . . , Nl we have ‖P i
lv‖2

0 = (v,P i
lv) and hence, (2.9) also

holds true. Moreover, for sufficiently small hl,i the following estimate is valid (cf. [19,
Lemma 4.4]):

(v − P i
lv,w

i
l) ≤ Chl,i‖v − P i

lv‖0,Ωi
l
‖curlwi

l‖0,Ωi
l
, v ∈ UL,w

i
l ∈ U i

l. (2.10)
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Obviously, (2.10) follows from (2.7) and the Cauchy-Schwarz inequality, if i = Nl +
1, . . . , Nl +Ml, whereas for i = 1, . . . , Nl both sides of (2.10) are zero.

We define Ai
l : U i

l → U i
l by

(Ai
lv, ψ

i
l) = a(v, ψi

l), ψi
l ,v ∈ U i

l,

and refer to Qi
l : UL → U i

l as the local L2 projector. Clearly, (2.8) and (2.9) also im-
ply the invertibility of Ai

l. We note that Âl, P̂ l, Â
i

l and P̂
i

l can be defined analogously
by using â(·, ·) instead of a(·, ·). For notational ease we set U0 := UN0+M0

0 .
Let RJ

l : U l → U l be the local Hiptmair-Jacobi smoother which performs Jacobi
relaxations on the edges in Ẽl and at the vertices in Ñl, and let RG

l : U l → U l be the
local Hiptmair-Gauss-Seidel smoother which performs Gauss-Seidel relaxations on the
edges in Ẽl and at the vertices in Ñl, 1 ≤ l ≤ L. Moreover, we set RJ

0 = RG
0 = A−1

0

on the initial mesh T0. Then RJ
l defines an additive smoother (cf. [9])

RJ
l := γ

Nl+Ml∑
i=1

(Ai
l)
−1Qi

l, 1 ≤ l ≤ L, (2.11)

with a scaling factor γ > 0, whereas RG
l defines a multiplicative smoother

RG
l := (I − El)A−1

l , El := (I − P Nl+Ml

l ) · · · (I − P 1
l ), 1 ≤ l ≤ L, (2.12)

where I stands for the identity operator.

Remark 2.1. In case of nonsymmetric and indefinite linear second order elliptic
boundary value problems, the associated bilinear forms become coercive on a subdo-
main for sufficiently small subdomain size and hence, the local symmetric and definite
smoothers work well for LMM (cf. [13]). However, for the time-harmonic Maxwell
problem the associated bilinear form is never positive on a subdomain. Therefore,
in contrast to the algorithms presented in [15] where definite smoothers are used, we
consider local smoothers based on the original indefinite problem (cf. also Remark 3.2
in [18]).

With RJ
l and RG

l at hand, the LMM for the AEFEM approximation of (1.1a)-
(1.1b) read as follows:

Algorithm 2.1. Local Multigrid Methods (LMM). Given an initial iterate u0
l ∈

U l, a sequence of approximations of the solution of (2.5) can be generated according
to

un+1
l = un

l + Bl(f l −Alu
n
l ).

Here, for any g ∈ U l the multigrid operator Bl : U l → U l: l ≥ 0 is recursively
defined by means of:

B0 = A−1
0 and Blg = x2, where

(i) Correction: x1 = Bl−1Ql−1g;
(ii) Post-smoothing: x2 = x1 + Rl(g −Alx1),

and the smoother can be either a local Hiptmair-Jacobi smoother Rl = RJ
l or a local

Hiptmair-Gauss-Seidel smoother Rl = RG
l .

We point out that the local multigrid operator Bl can be treated as a precondi-
tioner for GMRES applied to (2.5) as it will be used in the numerical computations
in section 5.
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3. The abstract Schwarz theory. In this section, we present an abstract
framework for the convergence theory of LMM. The abstract theory depends on two
important properties of the space decomposition of UL which have been established
in [22] (see also [23]) for H(curl; Ω)-elliptic problems, i.e., a stable multilevel decom-
position of UL and an associated global strengthened Cauchy-Schwarz inequality. We
simply state the two properties as follows:
(S1) Stability of multilevel decomposition. For any function v ∈ UL, there
exists a decomposition

v = v0 +
L∑

l=1

Nl+Ml∑
i=1

vi
l, v0 ∈ U0, vi

l ∈ U i
l, (3.1)

and a positive constant Cstab, independent of mesh sizes and mesh levels, such that

‖v0‖2
â +

L∑
l=1

Nl+Ml∑
i=1

∥∥vi
l

∥∥2

â
≤ Cstab ‖v‖2

â . (3.2)

(S2) Global strengthened Cauchy-Schwarz inequality. For any functions

vi
l,w

i
l ∈ U i

l, 1 ≤ i ≤ Nl +Ml, 0 ≤ l ≤ L,

there exists a positive constant Corth, independent of mesh sizes and mesh levels, such
that

L∑
l=0

Nl+Ml∑
i=1

l−1∑
k=0

Nk+Mk∑
j=1

â(vi
l,w

j
k) ≤ (3.3)

Corth

( L∑
l=0

Nl+Ml∑
i=1

∥∥vi
l

∥∥2

â

) 1
2
( L∑

l=0

Nl+Ml∑
i=1

∥∥wi
l

∥∥2

â

) 1
2
.

Set T l = RlAlP l, l = 0, 1, . . . , L, and T =
∑L

l=0 T l. The abstract theory pro-
vides an estimate for the error operator

E = (I − T L) · · · (I − T 1)(I − T 0) =
L∏

l=0

(I − T l),

which can be deduced from the following statements:
(A1) There exist constants C0 and C1 such that

â(v,v) ≤ C0â(Tv,v) + C1h
2s
0 â(v,v), v ∈ UL.

(A2) Global spectral estimate. There exist constants ω ∈ (0, 2) and C2 > 0 such
that for any v ∈ UL,

L∑
l=0

â(T lEl−1v,T lEl−1v) ≤ ω
L∑

l=0

â(T lEl−1v,El−1v) + C2h
2s
0 â(v,v),

where El = (I − T l) · · · (I − T 0) and E−1 = I.
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(A3) There exist positive constants C3, C4 and C5 such that for any v ∈ UL

L∑
l=0

l−1∑
k=0

â(T lv,T kEk−1v) ≤C3

( L∑
l=0

â(T lv,v) + C4h
2s
0 â(v,v)

) 1
2

·
( L∑

l=0

â(T lEl−1v,El−1v) + C5h
2s
0 â(v,v)

) 1
2
.

(A4) There exist positive constants C6, C7 and C8 such that for any v ∈ UL

L∑
l=0

â(T lv,El−1v) ≤C6

( L∑
l=0

â(T lv,v) + C7h
2s
0 â(v,v)

) 1
2

·
( L∑

l=0

â(T lEl−1v,El−1v) + C8h
2s
0 â(v,v)

) 1
2
.

Based on the properties (S1) and (S2), in the next section we will apply a
perturbation analysis to verify (A1)-(A3) for LMM with additive and multiplicative
local Hiptmair smoothers. We note that (A4) can be derived similarly, and we thus
do not give details. Combining (A3),(A4) leads to

L∑
l=0

â(T lv,v) ≤ C9

L∑
l=0

â(T lEl−1v,El−1v) + C10h
2s
0 â(v,v).

The main result of this paper reads as follows:
Theorem 3.1. For sufficiently small h0, (A1)-(A4) are satisfied and the norm

of the error operator E can be bounded as follows (cf. [41]):

â(Ev,Ev) ≤ δ â(v,v), v ∈ UL,

where δ = 1 +K0h
2s
0 − 1/K1. The positive constants K0 and K1 only depend on the

shape regularity of the meshes and the wave number κ.
The theorem shows uniform convergence of LMM for (1.1a)-(1.1b) provided that

the coarsest mesh is sufficiently fine. Similar to the estimates in [13], we can deduce
uniform convergence of GMRES preconditioned by LMM.

4. Application to LMM with local Hiptmair smoothers. In this section,
we verify (A1)-(A3) for both the additive local Hiptmair-Jacobi smoother and the
multiplicative local Hiptmair-Gauss-Seidel smoother by a perturbation analysis which
has been originally developed in [10] within a multigrid analysis for nonsymmetric and
indefinite elliptic problems and has been also used in [13] and [19].

4.1. Local Hiptmair-Jacobi smoother. Due to the definition of the local
Hiptmair-Jacobi smoother RJ

l , l ≥ 1 in (2.11) and RJ
0 = A−1

0 , we have

T 0 = P 0, T l = RJ
l AlP l = γ

Nl+Ml∑
i=1

P i
l, l = 1, . . . , L. (4.1)

For any u,v ∈ UL, let N(u,v) = a(u,v) − â(u,v) = −(κ2 + 1)(u,v). Note that
Âl, P̂ l, Â

i

l, P̂
i

l are defined based on the bilinear form â(·, ·). By definition

â(P lu,v) = a(u, P̂ lv)−N(P lu, P̂ lv) = â(P̂ lu,v) + N((I − P l)u, P̂ lv).
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and hence,

â((P l − P̂ l)u,v) = N((I − P l)u, P̂ lv), l = 0, 1, . . . , L. (4.2)

For the subspaces in the decomposition (2.6) spanned by the gradients of nodal basis
functions, we have

P i
l = P̂

i

l, i = 1, . . . , Nl, l = 1, . . . , L. (4.3)

Similar to (4.2), for l = 1, . . . , L we also obtain

â((P i
l − P̂

i

l)u,v) = N((I − P i
l)u, P̂

i

lv), i = Nl + 1, . . . , Nl +Ml. (4.4)

4.1.1. Verification of (A1). Applying the stability of the multilevel decompo-
sition (S1) for H(curl; Ω)-elliptic problems and using similar arguments as in [43,
Lemma 4.2, Lemma 4.7] results in

â(v,v) ≤ Câ(T̂ v,v), v ∈ UL, (4.5)

where T̂ =
∑L

l=0 T̂ l, T̂ l = R̂lÂlP̂ l, and R̂l is the associated local Hiptmair-Jacobi
or local Hiptmair-Gauss-Seidel smoother.

Lemma 4.1. Let Rl be given by (2.11). Then (A1) holds true.
Proof. An application of (4.5) yields

â(v,v) ≤ Câ(T̂ v,v) = Câ(Tv,v) + C
L∑

l=0

â((T̂ l − T l)v,v). (4.6)

Combining (4.2)-(4.4) with (2.4) and (2.10), we deduce that
L∑

l=0

â((T̂ l − T l)v,v) = â((P̂ 0 − P 0)v,v) + γ

L∑
l=1

Nl+Ml∑
i=1

â((P̂
i

l − P i
l)v,v)

= (κ2 + 1)
(
((I − P 0)v, P̂ 0v) + γ

L∑
l=1

Nl+Ml∑
i=Nl+1

((I − P i
l)v, P̂

i

lv)
)

≤ Chs
0 ‖(I − P 0)v‖â ‖P̂ 0v‖â + Cγ

L∑
l=1

Nl+Ml∑
i=Nl+1

hl,i‖(I − P i
l)v‖â,Ωi

l
‖P̂

i

lv‖â

≤ Chs
0 ‖v‖â ‖P̂ 0v‖â + Cγ

L∑
l=1

Nl+Ml∑
i=Nl+1

hl,i‖v‖â,Ωi
l
‖P̂

i

lv‖â. (4.7)

Applying (4.6),(4.7), the Cauchy-Schwarz inequality, and Young’s inequality gives

â(T̂ v,v) ≤ Câ(Tv,v) + Ch2s
0 ‖v‖2

â + Cγ
L∑

l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l
. (4.8)

Let T̂ Em =
⋃L

l=1{T ∈ Tl(ΩE
l ) : E ∈ Ẽl, G(T ) = m}. In view of (2.2) we have

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l
≤ C

L∑
l=1

∑
E∈Ẽl

∞∑
m=0

∑
T∈Tl(Ω

E
l ),

G(T )=m

h2
0θ

2m‖v‖2
â,T

= Ch2
0

∞∑
m=0

θ2m
∑

T∈T̂ Em

∑
l∈σ(m,T )

‖v‖2
â,T ,
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where σ(m,T ) = {l : T ∈ T̂ Em , T ∈ Tl, 1 ≤ l ≤ L}. The shape regularity of the
meshes implies #σ(m,T ) ≤ C. Observing that the elements in T̂ Em are nonintersecting
and that the union of these elements is also a subset of Ω, it follows that

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l
≤ Ch2

0

∞∑
m=0

θ2m‖v‖2
â ≤ Ch2

0‖v‖2
â. (4.9)

Combining (4.6),(4.8),(4.9), and the fact that h2
0 ≤ h2s

0 concludes the proof.

4.1.2. Verification of (A2). As a prerequisite to verify (A2) we provide the
following key estimate.

Lemma 4.2. For any functions vi
l ∈ U i

l, 1 ≤ i ≤ Nl +Ml, 1 ≤ l ≤ L, there holds

L∑
l=1

Nl+Ml∑
i=1

h2
l,i‖

l−1∑
k=1

Nk+Mk∑
j=1

vj
k‖

2
â,Ωi

l
≤ C

L∑
k=1

Nk+Mk∑
j=1

h2
k,j‖v

j
k‖

2
â. (4.10)

Proof. Let Nq
k be the number of elements in Tk \ Tk−1 which share q ∈ Ñk and

let ME
k be the number of elements in Tk \ Tk−1 which share E ∈ Ẽk. Then, we have

l−1∑
k=1

Nk+Mk∑
j=1

vj
k =

l−1∑
k=1

∞∑
m=0

∑
K∈Tk\Tk−1
G(K)=m

( ∑
q∈N (K)

ṽq
k +

∑
E∈E(K)

ṽE
k

)
,

where E(T ) and N (T ) are the sets of edges and vertices in T , respectively, and

ṽq
k =

{
vq

k/N
q
k , if q ∈ Ñk ,

0, otherwise,
ṽE

k =

{
vE

k /M
E
k , if E ∈ Ẽk ,

0, otherwise.

For any K ∈ Tk, let DK
k = {K ′ ∈ Tk : K ′ ⋂K 6= ∅}. For an element T ∈ Tl(Ωi

l), we
assume that G(T ) = n. On this tetrahedron T , we find

‖
l−1∑
k=1

Nk+Mk∑
j=Nk+1

vj
k‖

2
â,T = ‖

l−1∑
k=1

∞∑
m=0

∑
K∈Tk\Tk−1
G(K)=m

∑
E∈E(K)

ṽE
k ‖2

â,T

≤ C
( l−1∑

k=1

∞∑
m=0

∑
K∈Tk\Tk−1

T⊂DK
k ,G(K)=m

∑
E∈E(K)

(
‖curl ṽE

k ‖0,K + ‖ṽE
k ‖0,K

) |T |1/2

|K|1/2

)2

.

We note that( l−1∑
k=1

∞∑
m=0

∑
K∈Tk\Tk−1

T⊂DK
k ,G(K)=m

∑
E∈E(K)

(
‖curl ṽE

k ‖0,K + ‖ṽE
k ‖0,K

) |T |1/2

|K|1/2

)2

≤ C
( l−1∑

k=1

∞∑
m=0

∑
K∈Tk\Tk−1

T⊂DK
k ,G(K)=m

∑
E∈E(K)

(
‖curl ṽE

k ‖2
0,K + ‖ṽE

k ‖2
0,K

) |T |2/3

|K|2/3

)

·
( l−1∑

k=1

∞∑
m=0

∑
K∈Tk\Tk−1

T⊂DK
k ,G(K)=m

∑
E∈E(K)

|T |1/3

|K|1/3

)
.
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Since T ⊂ DK
k , we know that G(K) = m for any K ∈ Tk \ Tk−1, whence m ≤ n+ s0,

where the integer s0 only depends on the shape regularity of the meshes. We set

η(m,T ) := {K : K ∈ Tk \ Tk−1,G(K) = m,T ⊂ DK
k , 1 ≤ k ≤ L}.

The local overlapping of {DK
k : K ∈ Tk} implies #η(m,T ) ≤ C. It follows that

l−1∑
k=1

∞∑
m=0

∑
K∈Tk\Tk−1

T⊂DK
k ,G(K)=m

∑
E∈E(K)

|T |1/3

|K|1/3
≤ C

l−1∑
k=1

n+s0∑
m=0

∑
K∈Tk\Tk−1

T⊂DK
k ,G(K)=m

θn−m

≤ C

n+s0∑
m=0

∑
K∈η(m,T )

θn−m ≤ C

n+s0∑
m=0

θn−m ≤ C.

Hence,

‖
l−1∑
k=1

Nk+Mk∑
j=Nk+1

vj
k‖

2
â,T ≤ C

l−1∑
k=1

∞∑
m=0

∑
K∈Tk\Tk−1

T⊂DK
k ,G(K)=m

∑
E∈E(K)

‖ṽE
k ‖2

â,K

|T |2/3

|K|2/3
. (4.11)

Similar arguments yield

‖
l−1∑
k=1

Nk∑
j=1

vj
k‖

2
â,T ≤ C

l−1∑
k=1

∞∑
m=0

∑
K∈Tk\Tk−1

T⊂DK
k ,G(K)=m

∑
q∈N (K)

‖ṽq
k‖

2
â,K

|T |2/3

|K|2/3
. (4.12)

An application of (4.11) and (4.12) shows

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖

l−1∑
k=1

Nk+Mk∑
j=1

vj
k‖

2
â,Ωi

l
≤ C

L∑
l=1

∞∑
n=0

∑
E∈Ẽl

∑
T∈Tl(Ω

E
l )

G(T )=n

h2
T

·
( l−1∑

k=1

∞∑
m=0

∑
K∈Tk\Tk−1

T⊂DK
k ,G(K)=m

( ∑
E∈E(K)

‖ṽE
k ‖2

â,K +
∑

q∈N (K)

‖ṽq
k‖

2
â,K

) |T |2/3

|K|2/3

)

≤ C
L−1∑
k=1

∞∑
m=0

∑
K∈Tk\Tk−1
G(K)=m

|K|2/3
( ∑

E∈E(K)

‖ṽE
k ‖2

â,K +
∑

q∈N (K)

‖ṽq
k‖

2
â,K

)

·
( L∑

l=k+1

∞∑
n=0

∑
E∈Ẽl

∑
T∈Tl(Ω

E
l )

T⊂DK
k ,G(T )=n

|T |4/3

|K|4/3

)
. (4.13)

Let

η̃(n,K, k) = {T : T ∈ Tl(ΩE
l ), T ⊂ DK

k ,G(T ) = n,E ∈ Ẽl, 1 ≤ k < l ≤ L}.

Since G(K) = m for any T ∈ η̃(n,K, k), T ⊂ DK
k , we have m − s0 ≤ n, and the

cardinality of the set η̃(n,K, k) can be bounded as follows:

#η̃(n,K, k) ≤ C
|K|
|T |

≤ Cθ3(m−n). (4.14)
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Furthermore, from (4.14) we deduce

L∑
l=k+1

∞∑
n=0

∑
E∈Ẽl

∑
T∈Tl(Ω

E
l )

T⊂DK
k ,G(T )=n

|T |4/3

|K|4/3
≤ (4.15)

C
∞∑

n=0

∑
T∈η̃(n,K,k)

|T |4/3

|K|4/3
≤ C

∞∑
n=m−s0

θn−m ≤ C.

Combining (4.13) and (4.15) gives

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖

l−1∑
k=1

Nk+Mk∑
j=1

vj
k‖

2
â,Ωi

l
(4.16)

≤ C

L−1∑
k=1

∞∑
m=0

∑
K∈Tk\Tk−1
G(K)=m

|K|2/3
( ∑

E∈E(K)

‖ṽE
k ‖2

â,K +
∑

q∈N (K)

‖ṽq
k‖

2
â,K

)

≤ C
L∑

k=1

Nk+Mk∑
j=1

h2
k,j‖v

j
k‖

2
â.

By similar arguments, we find

L∑
l=1

Nl∑
i=1

h2
l,i‖

l−1∑
k=1

Nk+Mk∑
j=1

vj
k‖

2
â,Ωi

l
≤ C

L∑
k=1

Nk+Mk∑
j=1

h2
k,j‖v

j
k‖

2
â. (4.17)

Summing up (4.16) and (4.17) completes the proof.

The above lemma allows to verify (A2).

Lemma 4.3. Let Rl be given by (2.11). For sufficiently small initial mesh size h0

and scaling parameter γ, there exists a constant ω ∈ (0, 2) such that (A2) is satisfied.
Proof. In view of (2.4) and (4.2), it is obvious that

â(P 0v,P 0v) = â(P 0v,v)− (κ2 + 1)((I − P 0)v, P̂ 0P 0v)
≤ â(P 0v,v) + Chs

0‖(I − P 0)v‖â‖P 0v‖â

≤ â(P 0v,v) +
1
4
‖P 0v‖2

â + Ch2s
0 ‖v‖2

â,

which yields

â(P 0v,P 0v) ≤ 4
3
â(P 0v,v) + Ch2s

0 ‖v‖2
â. (4.18)

The local overlapping of {Ωi
l : 1 ≤ i ≤ Nl +Ml} on each level implies

L∑
l=1

â(T lEl−1v,T lEl−1v) ≤ Cγ2
L∑

l=1

Nl+Ml∑
i=1

â(P i
lEl−1v,P

i
lEl−1v). (4.19)
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By definition of P i
l, P̂

i

l, and taking (4.3),(4.4) into account, we have

L∑
l=1

Nl+Ml∑
i=1

â(P i
lEl−1v,P

i
lEl−1v)

=
L∑

l=1

Nl+Ml∑
i=1

â(P i
lEl−1v,El−1v)− (κ2 + 1)

L∑
l=1

Nl+Ml∑
i=Nl+1

((I − P i
l)El−1v, P̂

i

lP
i
lEl−1v).

Note that

(κ2 + 1)
L∑

l=1

Nl+Ml∑
i=Nl+1

((I − P i
l)El−1v, P̂

i

lP
i
lEl−1v)

≤ C
L∑

l=1

Nl+Ml∑
i=Nl+1

hl,i‖El−1v‖â,Ωi
l
‖P i

lEl−1v‖â

≤ C
L∑

l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖El−1v‖2

â,Ωi
l
+

1
2

L∑
l=1

Nl+Ml∑
i=Nl+1

‖P i
lEl−1v‖2

â.

Hence,

L∑
l=1

Nl+Ml∑
i=1

â(P i
lEl−1v,P

i
lEl−1v)

≤ C
L∑

l=1

Nl+Ml∑
i=1

â(P i
lEl−1v,El−1v) + C

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖El−1v‖2

â,Ωi
l
. (4.20)

Obviously, we have

I −El−1 =
l−1∑
k=1

T kEk−1 + P 0 = γ

l−1∑
k=1

Nk+Mk∑
j=1

P j
kEk−1 + P 0. (4.21)

An application of (4.21), Lemma 4.2, the Cauchy-Schwarz inequality, and (4.9) gives

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖El−1v‖2

â,Ωi
l
≤ 2

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l

+4γ2
L∑

l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖

l−1∑
k=1

Nk+Mk∑
j=1

P j
kEk−1v‖2

â,Ωi
l
+ 4

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖P 0v‖2

â,Ωi
l

≤ Ch2
0‖v‖2

â + C
L∑

l=1

Nl+Ml∑
i=1

h2
l,i‖P

i
lEl−1v‖2

â + Ch2
0‖P 0v‖2

â. (4.22)

Combining (4.20) and (4.22), for sufficiently small h0 we have

L∑
l=1

Nl+Ml∑
i=1

â(P i
lEl−1v,P

i
lEl−1v) ≤ C

L∑
l=1

Nl+Ml∑
i=1

â(P i
lEl−1v,El−1v)

+Ch2
0‖v‖2

â + Ch2
0

(4
3
â(P 0v,v) + Ch2s

0 ‖v‖2
â

)
. (4.23)
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Now, in view of (4.18),(4.19), and (4.23), it follows that

L∑
l=0

â(T lEl−1v,T lEl−1v) ≤ Cγ2
L∑

l=1

Nl+Ml∑
i=1

â(P i
lEl−1v,El−1v)

+
4
3
(1 + Cγ2h2

0)â(P 0v,v) + C(γ2h2
0(1 + h2s

0 ) + h2s
0 )â(v,v).

We set ω := max{Cγ, 4
3 (1 + Cγ2h2

0)}. Then, (A2) follows by choosing h0 and γ
sufficiently small such that ω ∈ (0, 2).

4.1.3. Verification of (A3). Based on the global strengthened Cauchy-Schwarz
inequality (3.3) and (A2), we now verify (A3).

Lemma 4.4. Let Rl be given by (2.11). For sufficiently small h0, there exist
positive constants C3, C4 and C5, which only depend on the shape regularity of the
meshes, the wave number κ, the scaling parameter γ, and the initial mesh size h0,
such that (A3) is satisfied.

Proof. We first note that the global strengthened Cauchy-Schwarz inequality (3.3)
directly gives rise to

L∑
l=0

l−1∑
k=0

â(T lv,T kEk−1v) ≤ C
(
γ2

L∑
l=1

Nl+Ml∑
i=1

â(P i
lv,P

i
lv) + â(P 0v,P 0v)

) 1
2

·
(
γ2

L∑
l=1

Nl+Ml∑
i=1

â(P i
lEl−1v,P

i
lEl−1v) + â(P 0v,P 0v)

) 1
2
.

By definition of P i
l and P̂

i

l, (2.10), and (4.3),(4.4), similar arguments as in (4.18)
show

L∑
l=1

Nl+Ml∑
i=1

â(P i
lv,P

i
lv)

=
L∑

l=1

Nl+Ml∑
i=1

â(P i
lv,v)−

L∑
l=1

Nl+Ml∑
i=Nl+1

(κ2 + 1)((I − P i
l)v, P̂

i

lP
i
lv)

≤
L∑

l=1

Nl+Ml∑
i=1

â(P i
lv,v) + C

L∑
l=1

Nl+Ml∑
i=Nl+1

hl,i‖v‖â,Ωi
l
‖P i

lv‖â.

Applying the Cauchy-Schwarz inequality, Young’s inequality, and (4.9) gives

L∑
l=1

Nl+Ml∑
i=1

â(P i
lv,P

i
lv) ≤ C

L∑
l=1

Nl+Ml∑
i=1

â(P i
lv,v) + C

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l

≤ C
L∑

l=1

Nl+Ml∑
i=1

â(P i
lv,v) + Ch2

0â(v,v). (4.24)

The assertion now follows from (4.18),(4.23), and (4.24).
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4.2. Local Hiptmair-Gauss-Seidel smoother. In this subsection, we con-
sider the convergence of algorithm 2.1 with the local Hiptmair-Gauss-Seidel smoother
RG

l , l ≥ 1 as given by (2.12). Observing RG
0 = A−1

0 , we have

T 0 = P 0, T l = RG
l AlP l = (I − El)P l = I − El, l = 1, ..., L. (4.25)

Setting

E 0
l = I and E i

l = (I − P i
l) · · · (I − P 1

l ), i = 1, . . . , Nl +Ml, l ≥ 1,

it follows that El = E Nl+Ml

l . Obviously, we have

E i−1
l − E i

l = P i
lE

i−1
l and I − El =

Nl+Ml∑
i=1

P i
lE

i−1
l .

From the identities (4.3) and (4.4), we further deduce (cf. [13, Section 4.2])

â(E i−1
l v,E i−1

l v) = â(E i
l v,E i

l v) + â(P i
lE

i−1
l v,P i

lE
i−1
l v), i = 1, . . . , Nl, v ∈ UL.

Moreover, for i = Nl + 1, . . . , Nl +Ml and v ∈ UL there holds

â(E i−1
l v,E i−1

l v) = â(E i
l v,E i

l v) + â(P i
lE

i−1
l v,P i

lE
i−1
l v)

−2N((I − P i
l)E

i−1
l v, P̂

i

lP
i
lE

i−1
l v).

Summing the above two identities over all i results in

Nl+Ml∑
i=1

â(P i
lE

i−1
l v,P i

lE
i−1
l v) = 2

Nl+Ml∑
i=Nl+1

N((I − P i
l)E

i−1
l v, P̂

i

lP
i
lE

i−1
l v)

+2â(T lv,v)− â(T lv,T lv). (4.26)

4.2.1. Verification of (A1). We recall that in Lemma 4.1 we have obtained
the estimate

â(v,v) ≤ C(â(P 0v,v) +
L∑

l=1

Nl+Ml∑
i=1

â(P i
lv,v) + h2s

0 â(v,v)), v ∈ UL, (4.27)

which is a basic tool in the verification of (A1).

Lemma 4.5. Let Rl be given by (2.12). For sufficiently small h0, (A1) holds
true.

Proof. Obviously, in view of (2.10),(4.3),(4.4), and (4.9) we have

L∑
l=1

Nl+Ml∑
i=1

â(P i
lv,v) =

L∑
l=1

Nl+Ml∑
i=1

â(P i
lv,P

i
lv)−

L∑
l=1

Nl+Ml∑
i=Nl+1

N((I − P i
l)v, P̂

i

lP
i
lv)

≤
L∑

l=1

Nl+Ml∑
i=1

â(P i
lv,P

i
lv) + C

L∑
l=1

Nl+Ml∑
i=Nl+1

hl,i‖v‖â,Ωi
l
‖P i

lv‖â

≤ C

L∑
l=1

Nl+Ml∑
i=1

â(P i
lv,P

i
lv) + C

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l

≤ C
L∑

l=1

Nl+Ml∑
i=1

â(P i
lv,P

i
lv) + Ch2

0â(v,v). (4.28)
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Taking

I − E i−1
l =

i−1∑
j=1

P j
l E

j−1
l , (4.29)

into account, it follows that

â(P i
lv,P

i
lv) = â(P i

lv,P
i
lE

i−1
l v) + â(P i

lv,
i−1∑
j=1

P i
lP

j
l E

j−1
l v).

Due to the above identity, the local overlapping of {Ωi
l : 1 ≤ i ≤ Nl + Ml} on each

level implies (cf. [9, Lemma 5.1])

Nl+Ml∑
i=1

â(P i
lv,P

i
lv) ≤ C

Nl+Ml∑
i=1

â(P i
lE

i−1
l v,P i

lE
i−1
l v). (4.30)

Using (2.10) and (4.26), we get

Nl+Ml∑
i=1

â(P i
lE

i−1
l v,P i

lE
i−1
l v) ≤ 2â(T lv,v)− â(T lv,T lv)

+C
Nl+Ml∑
i=Nl+1

hl,i‖E i−1
l v‖â,Ωi

l
‖P i

lE
i−1
l v‖â.

Then, an application of Young’s inequality results in

Nl+Ml∑
i=1

â(P i
lE

i−1
l v,P i

lE
i−1
l v) ≤ Câ(T lv,v) + C

Nl+Ml∑
i=Nl+1

h2
l,i‖E i−1

l v‖2
â,Ωi

l
. (4.31)

In order to deal with the second term on the right-hand side of (4.31), the limited
interaction property and (4.29) imply

Nl+Ml∑
i=Nl+1

h2
l,i‖E i−1

l v‖2
â,Ωi

l
≤ 2

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l
+ 2

Nl+Ml∑
i=Nl+1

h2
l,i‖

i−1∑
j=1

P j
l E

j−1
l v‖2

â,Ωi
l

≤ 2
Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l
+ C

Nl+Ml∑
j=1

Nl+Ml∑
i=Nl+1

Ωi
l∩Ωj

l 6=∅

h2
l,i‖P

j
l E

j−1
l v‖2

â,Ωi
l

≤ 2
Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l
+ C

Nl+Ml∑
j=1

h2
l,j‖P

j
l E

j−1
l v‖2

â. (4.32)

Obviously, for sufficiently small h0, (4.31) and (4.32) give rise to

Nl+Ml∑
i=1

â(P i
lE

i−1
l v,P i

lE
i−1
l v) ≤ Câ(T lv,v) + C

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l
.
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Summing over l, it follows that

L∑
l=1

Nl+Ml∑
i=1

â(P i
lE

i−1
l v,P i

lE
i−1
l v) ≤ C

L∑
l=1

â(T lv,v) + C
L∑

l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l

≤ C
L∑

l=1

â(T lv,v) + Ch2
0â(v,v), (4.33)

which together with (4.27), (4.28) and (4.30) allows to conclude.

4.2.2. Verification of (A2). For the verification of (A2), Lemma 4.2 also plays
a key role in the analysis.

Lemma 4.6. Let Ri be given by (2.12). For sufficiently small h0, there exists a
constant ω ∈ (0, 2) such that (A2) holds true.

Proof. In view of (4.18), it suffices to deal with the remaining terms on the left-
hand side of (A2). By means of the limited interaction property on each level we
have

L∑
l=1

â(T lEl−1v,T lEl−1v) ≤ C
L∑

l=1

Nl+Ml∑
i=1

â(P i
lE

i−1
l El−1v,P

i
lE

i−1
l El−1v). (4.34)

Using (2.10) and (4.26) again, we find

Nl+Ml∑
i=1

â(P i
lE

i−1
l El−1v,P

i
lE

i−1
l El−1v) ≤ 2â(T lEl−1v,El−1v)

−â(T lEl−1v,T lEl−1v) + C

Nl+Ml∑
i=Nl+1

hl,i‖E i−1
l El−1v‖â,Ωi

l
‖P i

lE
i−1
l El−1v‖â. (4.35)

Young’s inequality and (4.32) imply

C

Nl+Ml∑
i=Nl+1

hl,i‖E i−1
l El−1v‖â,Ωi

l
‖P i

lE
i−1
l El−1v‖â

≤ C

Nl+Ml∑
i=Nl+1

h2
l,i‖E i−1

l El−1v‖2
â,Ωi

l
+

1
2

Nl+Ml∑
i=Nl+1

‖P i
lE

i−1
l El−1v‖2

â

≤ C

Nl+Ml∑
i=Nl+1

h2
l,i‖El−1v‖2

â,Ωi
l
+ C

Nl+Ml∑
i=1

h2
l,i‖P

i
lE

i−1
l El−1v‖2

â,Ωi
l

+
1
2

Nl+Ml∑
i=Nl+1

‖P i
lE

i−1
l El−1v‖2

â. (4.36)

Consequently, in view of (4.35),(4.36), by summation over l we find that for sufficiently
small initial mesh size h0 there holds

L∑
l=1

Nl+Ml∑
i=1

â(P i
lE

i−1
l El−1v,P

i
lE

i−1
l El−1v) ≤ 2C

L∑
l=1

â(T lEl−1v,El−1v)

−C
L∑

l=1

â(T lEl−1v,T lEl−1v) + C11

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖El−1v‖2

â,Ωi
l
. (4.37)
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Observing

I −El−1 =
l−1∑
k=1

T kEk−1 + P 0 =
l−1∑
k=1

Nk+Mk∑
j=1

P j
kE j−1

k Ek−1 + P 0,

by Lemma 4.2 and similar arguments as in (4.22) we obtain

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖El−1v‖2

â,Ωi
l
≤ 2

L∑
l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖v‖2

â,Ωi
l

+2
L∑

l=1

Nl+Ml∑
i=Nl+1

h2
l,i‖

l−1∑
k=1

Nk+Mk∑
j=1

P j
kE j−1

k Ek−1v + P 0v‖2
â,Ωi

l

≤ Ch2
0â(v,v) + Ch2

0â(P 0v,P 0v) + C
L∑

l=1

Nl+Ml∑
i=1

h2
l,i‖P

i
lE

i−1
l El−1v‖2

â,

which together with (4.37) implies that for sufficiently small h0 there holds

L∑
l=1

Nl+Ml∑
i=1

â(P i
lE

i−1
l El−1v,P

i
lE

i−1
l El−1v) ≤ 2C

L∑
l=1

â(T lEl−1v,El−1v)

−C
L∑

l=1

â(T lEl−1v,T lEl−1v) + C12

(
h2

0â(v,v) + h2
0â(P 0v,P 0v)

)
. (4.38)

Hence, due to (4.34)

L∑
l=1

â(T lEl−1v,T lEl−1v) ≤ 2C
L∑

l=1

â(T lEl−1v,El−1v)

−C
L∑

l=1

â(T lEl−1v,T lEl−1v) + C13

(
h2

0â(v,v) + h2
0â(P 0v,P 0v)

)
,

which can be written as follows

L∑
l=1

â(T lEl−1v,T lEl−1v) ≤ 2C
1 + C

L∑
l=1

â(T lEl−1v,El−1v)

+
C13

1 + C

(
h2

0â(v,v) + h2
0â(P 0v,P 0v)

)
.

Taking (4.18) into account and setting ω := max{ 2C
1+C ,

4
3 (C13h2

0
1+C + 1)}, it follows that

ω ∈ (0, 2) for sufficiently small h0.

4.2.3. Verification of (A3). An application of the global strengthened Cauchy-
Schwarz inequality (3.3) and arguing as in Lemma 4.5 and Lemma 4.6, we can easily
prove (A3).

Lemma 4.7. Let Rl be given by (2.12). For sufficiently small h0, (A3) holds
true with positive constants C3, C4, and C5 that only depend on the shape regularity
of the meshes, the wave number κ, and the initial mesh size h0.
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Proof. Using (3.3), we obtain

L∑
l=0

l−1∑
k=0

â(T lv,T kEk−1v) ≤ C
( L∑

l=1

Nl+Ml∑
i=1

â(P i
lE

i−1
l v,P i

lE
i−1
l v) + â(P 0v,P 0v)

) 1
2

·
( L∑

l=1

Nl+Ml∑
i=1

â(P i
lE

i−1
l El−1v,P

i
lE

i−1
l El−1v) + â(P 0v,P 0v)

) 1
2
.

The assertion follows directly from (4.18), (4.33), and (4.38).

5. Numerical results. We illustrate the theoretical convergence results and
test the performance of LMM by the results of two numerical examples. For the
solution of the algebraic systems resulting from the curl-conforming edge element dis-
cretization of the time-harmonic Maxwell equation, LMM (Algorithm 2.1) is used as a
preconditioner for GMRES (PGMRES). The adaptive mesh refinement has been done
by Dörfler marking [17] on the basis of the residual-type a posteriori error estimators
from [15] and [46], and the refinement itself has been realized by the newest vertex
bisection algorithm. Since the computations at the l-th level involve only local nodes
corresponding to the components in Ẽl and Ñl, the computational cost of the local
multigrid algorithm is proportional to the number of degrees of freedom (DOF).

At the l-th level, the discrete problem reads Alul = Fl. We denote by u0
l the

prolongated coarse grid correction, i.e., u0
l = Il−1ul−1 where Il−1 is the transfer

matrix realizing the prolongation from the coarse to the fine edge element space. We
further refer to rn

l = Fl−Alun
l as the residual with respect to the n-th iteration. The

PGMRES algorithm terminates when

‖rn
l ‖/‖r0

l ‖ ≤ 10−6,

where ‖·‖ stands for the Euclidean norm. The number of iteration steps required to
achieve the desired accuracy is denoted by iter.

The theoretical results obtained in the previous section predict an initial mesh
size h0 satisfying κ2hs

0 ≤ C. As will be seen in the following examples, in actual
computations, however, h0 can be chosen slightly coarser than predicted by theory.

Example 5.1. We consider the time-harmonic Maxwell equation (1.1a),(1.1b)
on the L-shaped domain

Ω = (−1, 1)× (−1, 1)× (0, 2) \ (Ω1 ∪ Ω2 ∪ Ω3), Ω1 = (−1, 0)× (−1, 0)× (0, 2),
Ω2 = (−1,−0.5)× (0, 0.5)× (0, 2), Ω3 = (0, 0.5)× (−1,−0.5)× (0, 2),

and choose the right-hand side f according to f = (1, 1, 1)T .
We test the cases κ2 = 9 and κ2 = 100. The scaling factor is chosen as γ = 0.6

in the local Hiptmair-Jacobi smoother. For κ2 = 9, the restriction κ2hs
0 ≤ C requires

h0 ≈ 0.01 ∼ 0.1 in theory, but h0 ≈ 0.5 worked well in our experiments. Fig. 5.1 (left)
shows the locally refined mesh with 249231 DOF at the 21-st refinement level, whereas
Fig. 5.1 (right) displays the associated discrete solution vector on the boundary. We
observe that the singularity of the solution is near the corner lines l1 : x1 = x2 = 0,
l2 : x1 = −0.5, x2 = 0.5 and l3 : x1 = 0.5, x2 = −0.5. Table 5.1 shows that the
iteration steps of PGMRES with the local Hiptmair-Jacobi smoother or the local
Hiptmair-Gauss-Seidel smoother are almost uniform and bounded independently of
mesh sizes and mesh levels. We find that even for the finer initial mesh with h0 ≈ 0.25,
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Fig. 5.1. Example 5.1 (κ2 = 9): Locally refined mesh (left) with 249231 DOF and the discrete
solution vector (right) on the boundary at the 21-st refinement level.

Table 5.1
Example 5.1: The number of PGMRES iterations with the local Hiptmair-Jacobi smoother and

the local Hiptmair-Gauss-Seidel smoother for κ2 = 9 and κ2 = 100.

κ2 = 9 κ2 = 100

Level DOF
iter

Level DOF
iter

GS Jacobi GS Jacobi
13 21911 12 19 5 37803 19 27
15 40893 13 20 7 74471 23 34
17 75948 12 19 9 125880 27 42
19 138427 12 19 11 174715 26 39
21 249231 12 19 13 298580 27 42
23 445534 13 20 15 474480 27 43
25 768161 11 19 17 817911 27 44
27 1342894 11 19 19 1422440 26 43

the convergence properties of PGMRES with the two types of local smoothers are
almost the same as for h0 ≈ 0.5.

For κ2 = 100, we have chosen h0 ≈ 0.16 which is also coarser than predicted by
theory. Table 5.1 shows that in case of this initial mesh size LMM is indeed a good
preconditioner for GMRES.

Fig. 5.2 shows that for κ2 = 9 and κ2 = 100 the CPU times (in seconds) of each
PGMRES iteration with different types of local smoothers is almost linear in terms of
DOF which, together with the almost uniform convergence, implies quasi-optimality
of the PGMRES algorithm.

The next example deals with the application of LMM to the time-harmonic
Maxwell equations on a non-Lipschitz domain.

Example 5.2. We test the time-harmonic problem (1.1a-1.1b) on a non-Lipschitz
domain with two cubic cavities. The computational domain reads

Ω = (−1, 1)× (−1, 1)× (0, 2) \ (Q1

⋃
Q2),

Q1 = (−0.4, 0)× (−0.4, 0)× (0.6, 1), Q2 = (0, 0.4)× (0, 0.4)× (1, 1.4),

and the right-hand side f is again given by f = (1, 1, 1)T .
We test κ2 = 1, 9, 25, 49, 100 and only use the local Hiptmair-Gauss-Seidel smoother

in this experiment. In order to illustrate the convergence property of PGMRES, we
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Fig. 5.2. Example 5.1: CPU times of PGMRES iterations with different smoothers for κ2 = 9
and κ2 = 100.

Table 5.2
Example 5.2: The number of PGMRES iterations with the local Hiptmair-Gauss-Seidel

smoother for κ2 = 1, 9, 25, 49, 100 based on the same initial mesh with h0 ≈ 0.3.

κ2 = 1

Level 5 7 9 11 13 15 17
DOF 20419 39336 77847 152017 288629 535882 991044
iter 11 12 12 12 12 12 12

κ2 = 9

Level 5 7 9 11 13 15 17
DOF 16935 33359 66451 127286 240873 450916 821193
iter 12 12 13 13 13 13 12

κ2 = 25

Level 5 7 9 11 13 15 17
DOF 18042 34848 69961 137471 262696 487616 873067
iter 15 16 17 18 18 18 18

κ2 = 49

Level 6 8 10 12 14 16 18
DOF 19546 37918 73673 124783 229763 422671 756569
iter 28 31 34 34 33 34 34

κ2 = 100

Level 7 9 11 15 19 23 27
DOF 18548 27041 38480 83130 148381 304108 857085
iter 128 149 165 169 154 153 150

Fig. 5.3. Example 5.2 (κ2 = 9): Locally refined mesh (left, part of surface mesh on the
boundary) with 331369 DOF, and the discrete solution vector (right) on the boundary at the 14-
th refinement level.
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Fig. 5.4. Example 5.2: CPU times of PGMRES iterations with the local Hiptmair-Gauss-Seidel
smoother for κ2 = 1, 9, 25, 49, 100.

have first chosen an initial mesh of mesh size h0 ≈ 0.3. Fig. 5.3 (left) shows a part of
the locally refined mesh with 331369 DOF on the boundary for κ2 = 9. We observe
that the mesh is always locally refined near the boundary of the cavities. Fig. 5.3
(right) displays the associated discrete solution vector on the boundary. Fig. 5.4
shows that for each wave number the CPU time of the PGMRES iteration is almost
linear in terms of DOF. Table 5.2 indicates that in each case the iteration steps remain
almost uniform on different levels.

Table 5.3
Example 5.2: The number of PGMRES iterations for κ2 = 100 based on different initial meshes.

h0 ≈ 0.25

Level 8 10 12 15 18 21 24
DOF 36866 54596 78258 138683 254987 514008 876407
iter 104 108 108 111 107 112 111

h0 ≈ 0.1

Level 8 10 12 14 17 20 23
DOF 259677 324188 392348 481689 613173 740370 951532
iter 16 18 20 22 28 28 28

For κ2 = 100, the approximation is far from the true solution, if the initial mesh
size is too coarse. Indeed, we observe that for this higher wave number the convergence
of PGMRES is much better for the finer initial mesh. This is reflected by the results
displayed in Table 5.2 and Table 5.3.
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for his most valuable assistance regarding the implementation of LMM for the edge
element discretized time-harmonic Maxwell equation.

REFERENCES

[1] B. Aksoylu, S. Bond, and M. Holst, An odyssee into local refinement and multilevel pre-
conditioning III: implementation and numerical experiments, SIAM J. Sci. Com-
put., 25 (2003), pp. 478–498.

[2] B. Aksoylu and M. Holst, Optimality of multilevel preconditioners for local mesh re-
finement in three dimensions. SIAM J. Numer. Anal., 44 (2006), pp. 1005–1025.

[3] D. Arnold, R. Falk, and R. Winther, Multigrid in H(div) and H(curl), Numer. Math.,
85 (2000), pp. 197–218.



LOCAL MULTIGRID FOR THE TIME-HARMONIC MAXWELL EQUATION 23
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[33] J.-C. Nédélec, A new family of mixed finite elements in lR3, Numer. Math., 50 (1986),

pp. 57–81.
[34] P. Oswald, Multilevel Finite Element Approximation: Theory and Applications, Teub-

ner, Stuttgart, 1994.
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