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## Preface

A stochastic partial differential equation (SPDE) is a partial differential equation containing a random (noise) term. The study of SPDEs is an exciting topic which brings together techniques from probability theory, functional analysis, and the theory of partial differential equations.

Stochastic partial differential equations appear in several different applications:

- random evolution of systems with a spatial extension (random interface growth, random evolution of surfaces, fluids subject to random forcing),
- stochastic models where the state variable is infinite dimensional (for example, a curve or surface).

The solution to a stochastic partial differential equations may be viewed in several manners. One can view a solution as a random field (set of random variables indexed by a multidimensional parameter). Alternatively, in the case where the SPDE is an evolution equation, the infinite dimensional point of view consists in viewing the solution at a given time as a random element in a function space and thus view the SPDE as a stochastic evolution equation in an infinite dimensional space. In the pathwise point of view one tries to give a meaning to the solution for (almost) every realization of the noise and then view the solution as a random variable on the set of (infinite dimensional) paths thus defined.

All equations considered are parabolic nonlinear SPDEs perturbed by additive forcing. Near a change of stability, we can use the natural separation of timescales, in order to derive simpler equations for the evolution of the dominant pattern. As these equations describe the amplitudes of dominant pattern, they are referred to as amplitude equations.

This work is based on one hand on Blömker, Hairer, and Pavliotis [9] and Roberts [40] for the Burgers' equation driven by degenerate noise (i.e. noise does not act directly on the dominant pattern). On the other hand it discusses the observation of Axel Hutt and collaborators [23-25] for the Swift-Hohenberg equation with degenerate noise. Where they established that constant noise in space leads to a deterministic amplitude equation by using a formal argument based on center manifold theory.

The aim of this thesis is to establish rigorously amplitude equations for quite general classes of SPDEs with quadratic or cubic nonlinearities. In the examples we investigate whether additive degenerate noise leads to stabilization of the solutions, or not.

The thesis consists of five chapters:
Chapter 1. This chapter is an introductory chapter. It contains some basic definitions, inequalities and some previously known results without proof for approximation of SPDEs via amplitude equations. These will be used throughout the next chapters and in the main results of approximation for the stochastic partial differential equations via amplitude equations.
Chapter 2. In this chapter we rigorously derive stochastic amplitude equations for SPDEs of the following type

$$
d u=\left[\mathcal{A} u+\varepsilon^{2} \mathcal{L} u+B(u, u)\right] d t+\varepsilon^{2} d W
$$

where $B$ is a bilinear map modelling a quadratic nonlinearity. We also show that the solution $u$ of the original SPDE is well approximated by the solution of the amplitude equation of the type

$$
d a=\left[\mathcal{L}_{c} a-2 \mathcal{F}(a)\right] d T+d \tilde{W}_{c}
$$

where $\mathcal{F}(a)=B_{c}\left(a, \mathcal{A}_{s}^{-1} B_{s}(a, a)\right)$. We give applications to the one-dimensional Burgers' equation

$$
\partial_{t} u=\left(\partial_{x}^{2}+1\right) u+\varepsilon^{2} \nu u+u \partial_{x} u+\varepsilon^{2} \partial_{t} W,
$$

and a model from surface growth

$$
\partial_{t} h=-\triangle^{2} h-\mu_{\varepsilon} \Delta h-\triangle|\nabla h|^{2}+\varepsilon^{2} \partial_{t} W(t) .
$$

Chapter 3. In this chapter we derive rigorously an amplitude equation for

$$
d u=\left[\mathcal{A} u+\varepsilon^{2} \mathcal{L} u+\mathcal{F}(u)\right] d t+\varepsilon d W
$$

where $W$ is a degenerate noise acting on finitely many Fourier modes only. We also show that adding noise will stabilize the dynamics of the dominant modes. We focus on equations with cubic nonlinearity and give applications to the SwiftHohenberg equation

$$
\partial_{t} u=\left(\partial_{x}^{2}+1\right)^{2} u+\nu \varepsilon^{2} u-u^{3}+\varepsilon \partial_{t} W(t),
$$

the Allen-Cahn equation

$$
\partial_{t} u=\left(\partial_{x}^{2}+1\right) u+\nu \varepsilon^{2} u-u^{3}+\varepsilon \partial_{t} W(t)
$$

and a model from surface growth

$$
\partial_{t} u=-\triangle^{2} u-\mu_{\varepsilon} \triangle u+\nabla\left(|\nabla u|^{2} \nabla u \mid\right)+\varepsilon \partial_{t} W(t) .
$$

Chapter 4. In this chapter we improve the result which we obtained in Chapter 3 in the case of one dimensional kernels of $\mathcal{A}$, by studying higher order corrections. Moreover, we give applications to the Swift-Hohenberg equation and the AllenCahn equation.
Chapter 5. The purpose of this chapter is to study the influence of large or unbounded domains, where there is a band of dominant pattern. This leads to a slow modulation of the dominant pattern changing stability. We derive rigorously the Ginzburg-Landau equation

$$
\partial_{T} A=4 \partial_{X}^{2} A+\left(\nu-\frac{3 \sigma^{2}}{2}\right) A-3|A|^{2} A
$$

as a modulation equation for the stochastic Swift-Hohenberg equation

$$
\partial_{t} U=\mathcal{A} U+\varepsilon^{2} \nu U-U^{3}+\varepsilon \sigma \partial_{t} \beta(t) .
$$

Here

$$
U(t, x) \simeq \varepsilon A\left(\varepsilon^{2} t, \varepsilon x\right) e^{i x}+\varepsilon \bar{A}\left(\varepsilon^{2} t, \varepsilon x\right) e^{-i x} .
$$

We show that adding noise will stabilize the modulation equation, and thus the dominant pattern.

## Chapter 1

## Introduction

In this chapter we will collect relevant results and notations from probability theory and functional analysis that we will need later. As most of the results are well known. We either give a proof, if they are short or relevant, or give a reference to the proof in order to keep the presentation short. This chapter is organized as follows. In the next section, we define the fractional Sobolev spaces $\mathcal{H}^{\alpha}$ and the semigroup $\left\{e^{t \mathcal{A}}\right\}_{t \geq 0}$ generated by the operator $\mathcal{A}$. Also, we state and prove some property for the semigroup $\left\{e^{t \mathcal{A}}\right\}_{t \geq 0}$. In Section 1.2, we recall the definition of stochastic process, $Q$-Wiener process, stochastic convolution, and martingale. We also summarize some results about the representation of the $Q$-Wiener process. In Section 1.3, we introduce the solution concept for certain types of stochastic evolution problems and prove existence and uniqueness of their solutions. In Section 1.4 we present some basic inequalities which we will use in our proofs. Finally, in Section 1.5 we recall some previously known results without proof for the approximation of SPDEs via amplitude equations.

### 1.1 Spaces and Semigroup

Throughout this thesis we will work in some Hilbert space $\mathcal{H}$ equipped with scalar product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$. In following definition let us define the fractional Sobolev spaces $\mathcal{H}^{\alpha}$.

Definition 1.1.1 For $\alpha \in \mathbb{R}$, we define the space $\mathcal{H}^{\alpha}$ as

$$
\mathcal{H}^{\alpha}=\left\{\sum_{k=1}^{\infty} \gamma_{k} e_{k}: \sum_{k=1}^{\infty} \gamma_{k}^{2} k^{2 \alpha}<\infty\right\} \text { with norm }\left\|\sum_{k=1}^{\infty} \gamma_{k} e_{k}\right\|_{\alpha}^{2}=\sum_{k=1}^{\infty} \gamma_{k}^{2} k^{2 \alpha}
$$

where $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ is an orthonormal basis of $\mathcal{H}$ and $\left\{\gamma_{k}\right\}_{k \in \mathbb{N}}$ are real numbers.
Definition 1.1.2 If we suppose that $\mathcal{A}$ is a non-positive operator on $\mathcal{H}$ with eigenvalues $0 \leq \lambda_{1} \leq \ldots \leq \lambda_{k} \leq \ldots$ and for some $m>0$ we assume $\lambda_{k} \geq C k^{m}$ for all sufficiently large $k$. Suppose we have a complete orthonormal system of eigenvectors $\left\{e_{k}\right\}_{k=1}^{\infty}$ such that $\mathcal{A} e_{k}=-\lambda_{k} e_{k}$. Then the operator $\mathcal{A}$ generates an analytic semigroup $\left\{e^{t \mathcal{A}}\right\}_{t \geq 0}$ defined by

$$
e^{\mathcal{A} t}\left(\sum_{k=1}^{\infty} \gamma_{k} e_{k}\right)=\sum_{k=1}^{\infty} e^{-\lambda_{k} t} \gamma_{k} e_{k} \quad \forall t \geq 0
$$

The semigroup $\left\{e^{t \mathcal{A}}\right\}_{t \geq 0}$ has the following property:
Lemma 1.1.3 For all $t>0$ and $\beta \leq \alpha$, there are constants $M>0$ and $\tilde{M}=$ $\delta^{-\frac{\alpha-\beta}{m}} M$ for any $\delta \in(0,1)$ such that for all $u \in \mathcal{H}^{\beta}$

$$
\begin{equation*}
\left\|e^{t \mathcal{A}} u\right\|_{\alpha} \leq M t^{-\frac{\alpha-\beta}{m}}\|u\|_{\beta} \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|e^{t \mathcal{A}} u\right\|_{\alpha} \leq \tilde{M} t^{-\frac{\alpha-\beta}{m}} e^{-\omega t}\|u\|_{\beta} \tag{1.2}
\end{equation*}
$$

where $\omega=(1-\delta) \lambda_{1}$.
Proof. Let $u=\sum_{k=1}^{\infty} u_{k} e_{k}$ be an element in $H^{\beta}$, then

$$
\begin{aligned}
\left\|e^{\mathcal{A} t} u\right\|_{\alpha}^{2} & =\sum_{k=1}^{\infty} e^{-2 t \lambda_{k}} k^{2 \alpha} u_{k}^{2} \\
& =\sum_{k=1}^{\infty} e^{-2 t \lambda_{k}} k^{2(\alpha-\beta)} k^{2 \beta} u_{k}^{2} \\
& \leq \sup _{k \in \mathbb{N}}\left\{e^{-2 t \lambda_{k}} k^{2(\alpha-\beta)}\right\}\|u\|_{\beta}^{2} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\left\|e^{\mathcal{A} t} u\right\|_{\alpha} \leq \sup _{k \in \mathbb{N}}\left\{e^{-t \lambda_{k}} k^{(\alpha-\beta)}\right\}\|u\|_{\beta} \tag{1.3}
\end{equation*}
$$

with

$$
\begin{aligned}
\sup _{k \in \mathbb{N}}\left\{e^{-t \lambda_{k}} k^{\alpha-\beta}\right\} & \leq \sup _{k>0}\left\{\exp \left\{-C t k^{m}\right\}\left(k t^{\frac{1}{m}}\right)^{(\alpha-\beta)} t^{-\frac{\alpha-\beta}{m}}\right\} \\
& =\underbrace{\sup _{z>0}\left\{\exp \left\{-C z^{m}\right\} z^{(\alpha-\beta)}\right\}}_{:=M<\infty} t^{-\frac{\alpha-\beta}{m}},
\end{aligned}
$$

where $z=t^{\frac{1}{m}} k$. Thus,

$$
\left\|e^{\mathcal{A} t} u\right\|_{\alpha} \leq M t^{-\frac{\alpha-\beta}{m}}\|u\|_{\beta} .
$$

Analogously, from (1.3), consider

$$
\begin{aligned}
\sup _{k>0}\left\{e^{-t \lambda_{k}} k^{\alpha-\beta}\right\} & =\sup _{k \geq 1}\left\{e^{-t \lambda_{k}(1-\delta)} e^{-\delta t \lambda_{k}} k^{\alpha-\beta}\right\} \\
& \leq \sup _{k \geq 1}\left\{e^{-t \lambda_{1}(1-\delta)} e^{-\delta t \lambda_{k}} k^{\alpha-\beta}\right\} \\
& =e^{-t \omega} \sup _{k \geq 1}\left\{e^{-\delta t \lambda_{k}} k^{\alpha-\beta}\right\} \\
& \leq M e^{-t \omega}(\delta t)^{-\frac{\alpha-\beta}{m}} .
\end{aligned}
$$

Thus,

$$
\left\|e^{t \mathcal{A}} u\right\|_{\alpha} \leq \tilde{M} t^{-\frac{\alpha-\beta}{m}} e^{-\omega t}\|u\|_{\beta} .
$$

Definition 1.1.4 Let $L(\mathcal{H})$ be the set of bounded linear operators from $\mathcal{H}$ to $\mathcal{H}$.

1. $Q \in L(\mathcal{H})$ is called symmetric if

$$
\langle Q u, v\rangle=\langle u, Q v\rangle \text { for all } u, v \in \mathcal{H} .
$$

2. $Q \in L(\mathcal{H})$ is called positive if $\langle Q u, u\rangle \geq 0$ for all $u \in \mathcal{H}$.
3. Let $Q \in L_{1}(\subset L(\mathcal{H}))$ and $e_{k}$ be an orthonormal basis of $\mathcal{H}$ for $k \in \mathbb{N}$. The trace of $Q$ is defined as

$$
\operatorname{tr} Q:=\sum_{k=1}^{\infty}\left\langle Q e_{k}, e_{k}\right\rangle,
$$

if the series is convergent.
Let us recall that the trace is independent of the choice of the basis. For more results form the theory of operators in Hilbert spaces can be found in Chapter 1 [27].

## 1.2 $Q$-Wiener Process

In this section, we recall the definitions of stochastic process, $Q$-Wiener process, stochastic convolution, and martingale. We also summarize some results about the representation of the $Q$-Wiener process. We follow the presentation in [36] and [37].

Definition 1.2.1 Let $(\Omega, \digamma, \mathbb{P})$ be a probability space and $T \subset \mathbb{R}$ be an interval (possibly infinite). A $\mathcal{H}$-valued stochastic process $\{X(t)\}_{t \in T}$ is a set of $\mathcal{H}$-valued random variables $X(t)$ on $(\Omega, \digamma, \mathbb{P})$ where $t \in T$.

Definition 1.2.2 ( $Q$-Wiener process) Let $Q$ be a symmetric, nonnegative, linear operator with $\operatorname{tr} Q<\infty$. A $\mathcal{H}$-valued stochastic process $W(t), t \geq 0$, is called $Q$-Wiener process, if

1. $W(0)=0$;
2. $\{W(t)\}_{t \geq 0}$ has continuous paths almost surely. That is, the mapping $t \mapsto$ $W(t, \omega)$ is continuous for almost every $\omega \in \Omega$;
3. $\{W(t)\}_{t \geq 0}$ has independent increments. That is, for any finite partition $0=t_{0} \leq t_{1} \leq \ldots . \leq t_{n}<\infty$ the random variables $W\left(t_{1}\right), W\left(t_{2}\right)-$ $W\left(t_{1}\right), \ldots \ldots, W\left(t_{n}\right)-W\left(t_{n-1}\right)$, are independent;
4. $W(t)-W(s)$ is $\aleph(0,(t-s) Q)$-distributed for all $t>s \geq 0$.

Lemma 1.2.3 If $Q \in L(\mathcal{H})$ is nonnegative and symmetric, with finite trace, then there exists an orthonormal basis $e_{k}, k \in \mathbb{N}$, of $\mathcal{H}$ such that

$$
Q e_{k}=\alpha_{k}^{2} e_{k} \text { for } \alpha_{k} \geq 0, \quad k \in \mathbb{N}
$$

and 0 is the only accumulation point of the sequence $\left\{\alpha_{k}\right\}_{k \in \mathbb{N}}$.
Proof. See Theorem VI.21; Theorem VI. 16 (Hilbert-Schmidt theorem) in [39].
Remark 1.2.4 Let $e_{k}, k \in \mathbb{N}$, be an orthonormal basis of $\mathcal{H}$ consisting of eigenvectors of $Q$ with corresponding eigenvalues $\alpha_{k}, k \in \mathbb{N}$, then

$$
\operatorname{tr} Q=\sum_{k=1}^{\infty} \alpha_{k}^{2} .
$$

Proposition 1.2.5 (Representation of the $Q$-Wiener process) Let $e_{k}, k \in \mathbb{N}$, be an orthonormal basis of $\mathcal{H}$ consisting of eigenvectors of $Q$ with corresponding eigenvalues $\alpha_{k}, k \in \mathbb{N}$. Then a $\mathcal{H}$-valued stochastic process $W(t), t \in[0, T]$, is a $Q$-Wiener process if and only if

$$
W(t)=\sum_{k=1}^{\infty} \alpha_{k} \beta_{k}(t) e_{k}, \quad t \in[0, T]
$$

where $\beta_{k}(t), k \in \mathbb{N}$, are independent real-valued Brownian motions on a probability space $(\Omega, \digamma, \mathbb{P})$.

Proof. See Proposition 2.1.10 in [37].
In the following definition, we define the stochastic convolution $W_{\mathcal{A}}$ for the operator $\mathcal{A}$ and the $Q$-Wiener process $W$.

Definition 1.2.6 (Stochastic convolution) The stochastic convolution $W_{\mathcal{A}}$ is a stochastic process defined for $t \geq 0$, as

$$
\begin{equation*}
W_{\mathcal{A}}(t)=\int_{0}^{t} e^{(t-s) \mathcal{A}} d W(s)=\sum_{k=1}^{\infty} \alpha_{k} \int_{0}^{t} e^{(t-s) \mathcal{A}} d \beta_{k}(t) e_{k}, \tag{1.4}
\end{equation*}
$$

where $e^{t \mathcal{A}}$ is the semigroup generated by the operator $\mathcal{A}$.

Theorem 1.2.7 If

$$
\sum_{k=1}^{\infty} \frac{\alpha_{k}^{2} k^{2 \alpha}}{\lambda_{k}^{1-2 \gamma}}<\infty \quad \text { for } \quad \frac{1}{2}>\gamma>0
$$

then

$$
W_{\mathcal{A}} \in C^{0}\left([0, T], \mathcal{H}^{\alpha}\right) \quad \mathbb{P}-\text { a.s. } \quad \forall T>0 .
$$

Proof. See Theorem 5.9 in [36].

### 1.3 Stochastic Evolution Equations

In this section we introduce the solution concept for certain types of stochastic evolution problems and prove existence and uniqueness of their solutions. This
is a standard approach based on Banach's fixed argument for mild solutions of SPDEs defined by the variation of constants formula.

The remainder of this section is organised as follows. In Subsection 1.3.1 we give all basic assumptions, while in Subsection 1.3 .2 we sketch briefly the results on existence \& uniqueness of local solutions. Finally, in Subsection 1.3.3 we give the Burgers' equation as an example. Nevertheless, the result would apply to all models discussed in this thesis.

### 1.3.1 Setting

We consider the following equation written formally as

$$
\begin{align*}
\partial_{t} u(t) & =\mathcal{A} u(t)+f(u(t))+\partial_{t} W(t) \\
u(0) & =u_{0}, \tag{1.5}
\end{align*}
$$

where we make the following assumptions (cf. Definition 1.1.2):
Assumption (A1) $\mathcal{A}$ is a non-positive operator on $\mathcal{H}$ with eigenvalues $0 \leq \lambda_{1} \leq$ $\ldots . \leq \lambda_{k} \leq \ldots$ such that $\lambda_{k} \geq C k^{m}$ for all sufficiently large $k$, and a corresponding complete orthonormal system of eigenvectors $\left\{e_{k}\right\}_{k=1}^{\infty}$ such that $\mathcal{A} e_{k}=$ $-\lambda_{k} e_{k}$.
Assumption (A2) The process $W(t)$ for $t \geq 0$ is a $Q$-Wiener process on the probability space $(\Omega, \digamma, \mathbb{P})$ such that

$$
W_{\mathcal{A}} \in C^{0}\left([0, T], \mathcal{H}^{\alpha}\right) \quad \mathbb{P}-\text { a.s. } \forall T .
$$

Assumption (A3) Define $f: \mathcal{H}^{\alpha} \rightarrow \mathcal{H}^{\beta}$ for $\alpha-m<\beta \leq \alpha$ such that $f$ satisfies for some $C \geq 0$ and $p \geq 0$ the local Lipschitz condition

$$
\|f(u)-f(v)\|_{\beta} \leq C\|u-v\|_{\alpha}\left(1+\|u\|_{\alpha}+\|v\|_{\alpha}\right)^{p}
$$

for all $u, v \in \mathcal{H}^{\alpha}$.

### 1.3.2 Existence and Uniqueness of Mild Solutions

Before we state and prove the theorem of the existence and uniqueness of mild solutions, let us define the concept of a mild solution for Equation (1.5).

Definition 1.3.1 (Mild solution) An $\mathcal{H}$-valued process $\{u(t)\}_{t \in[0, T]}$ is a mild solution of (1.5) if for some random time $\tau>0$ we have $u \in C^{0}\left([0, \tau], \mathcal{H}^{\alpha}\right) \mathbb{P}$ - a.s. such that

$$
\begin{equation*}
u(t)=e^{t \mathcal{A}} u_{0}+\int_{0}^{t} e^{(t-s) \mathcal{A}} f(u(s)) d s+W_{\mathcal{A}}(t), \quad \forall t \in(0, \tau], \mathbb{P}-a . s \tag{1.6}
\end{equation*}
$$

where $W_{\mathcal{A}}$ is the stochastic convolution defined in (1.4).

Theorem 1.3.2 Assume that assumptions (A1), (A2) and (A3) are satisfied. Given $u_{0} \in \mathcal{H}^{\alpha}$. Then, there is a unique mild solution $u \in C^{0}\left([0, T], \mathcal{H}^{\alpha}\right)$ of (1.5).

Proof. The proof is based on the classical fixed point theorem for contractions. Fix $\omega \in \Omega$ and define

$$
\mathcal{G}(u)(t)=e^{t \mathcal{A}} u_{0}+\int_{0}^{t} e^{(t-s) \mathcal{A}} f(u(s)) d s+W_{\mathcal{A}}(t)
$$

1. It is easy to check that

$$
\mathcal{G}: C^{0}\left([0, T], \mathcal{H}^{\alpha}\right) \rightarrow C^{0}\left([0, T], \mathcal{H}^{\alpha}\right) \quad \forall T>0,
$$

as follows:

- $t \rightarrow e^{t \mathcal{A}} u_{0} \in C^{0}\left([0, T], \mathcal{H}^{\alpha}\right)$ as $u_{0} \in \mathcal{H}^{\alpha}$. This follows from the regularity of the semigroup $e^{t \mathcal{A}}$,
- $t \rightarrow W_{\mathcal{A}}(t) \in C^{0}\left([0, T], \mathcal{H}^{\alpha}\right)$ by Assumption (A2),
- $f: C^{0}\left([0, T], \mathcal{H}^{\alpha}\right) \rightarrow C^{0}\left([0, T], \mathcal{H}^{\beta}\right)$ follows from the assumption on $f: \mathcal{H}^{\alpha} \rightarrow \mathcal{H}^{\beta}$ locally Lipschitz,
- $\int_{0}^{t} e^{(t-s) \mathcal{A}} d s: C^{0}\left([0, T], \mathcal{H}^{\beta}\right) \rightarrow C^{0}\left([0, T], \mathcal{H}^{\alpha}\right)$ provided $\alpha-m<$ $\beta \leq \alpha$.

2. The operator $\mathcal{G}$ is a contraction:

Define the set $\Gamma$ as

$$
\Gamma=\left\{u \in C^{0}\left([0, T], \mathcal{H}^{\alpha}\right) \text { such that }\left\|u(t)-u_{0}\right\|_{\alpha} \leq \delta \forall t \in[0, T]\right\},
$$

for some fixed $\delta>0$. Let

$$
\mid\|u\|\left\|=\sup _{t \in[0, \tau]}\right\| u(t) \|_{\alpha} .
$$

To show that $\mathcal{G}$ is a contraction on $\Gamma$, provided T is sufficiently small, we consider for $u, v \in \Gamma$

$$
\|\mathcal{G}(u)(t)-\mathcal{G}(v)(t)\|_{\alpha}=\left\|\int_{0}^{t} e^{(t-\tau) \mathcal{A}}[f(u(s))-f(v(s))] d s\right\|_{\alpha}
$$

Using (1.1), we obtain

$$
\begin{aligned}
\|\mathcal{G}(u)(t)-\mathcal{G}(v)(t)\|_{\alpha} & \leq M \int_{0}^{t}(t-s)^{\frac{\beta-\alpha}{m}}\|f(u(s))-f(v(s))\|_{\beta} d s \\
& \leq C M \int_{0}^{t}(t-s)^{\frac{\beta-\alpha}{m}}\|u-v\|_{\alpha}\left(1+\|u\|_{\alpha}+\|v\|_{\alpha}\right)^{p} d s \\
& \leq C t^{1+\frac{\beta-\alpha}{m}}\|u-v\| \|\left(2 \delta+2\left\|u_{0}\right\|_{\alpha}+1\right)^{p} .
\end{aligned}
$$

Thus, as $\left(2 \delta+2\left\|u_{0}\right\|_{\alpha}+1\right)$ is constant

$$
\|\|\mathcal{G}(u)-\mathcal{G}(v)\|\| \leq C T^{1+\frac{\beta-\alpha}{m}}\| \| u-v\| \| .
$$

We denoted by $C$ various constant depending only on $u_{0}, \delta, \alpha, \beta$ and $p$ but not on $T$. Choose $T$ such that $C T^{1+\frac{\beta-\alpha}{m}} \leq \frac{1}{2}$. Then $\mathcal{G}: \Gamma \rightarrow \Gamma$ is a contraction.
3. To show that $\mathcal{G}: \Gamma \rightarrow \Gamma$ is a self mapping, consider

$$
\left\|\mathcal{G}(u)(t)-u_{0}\right\|_{\alpha} \leq\left\|\mathcal{G}(u)(t)-\mathcal{G}\left(u_{0}\right)\right\|_{\alpha}+\left\|\mathcal{G}\left(u_{0}\right)-u_{0}\right\|_{\alpha} .
$$

As $\mathcal{G}$ is a contraction

$$
\begin{aligned}
\left\|\mathcal{G}(u)(t)-u_{0}\right\|_{\alpha} & \leq \frac{1}{2}\left\|u-u_{0}\right\|_{\alpha}+\left\|\mathcal{G}\left(u_{0}\right)-u_{0}\right\|_{\alpha} \\
& \leq \frac{\delta}{2}+\left\|\mathcal{G}\left(u_{0}\right)-u_{0}\right\|_{\alpha} .
\end{aligned}
$$

Consider

$$
\begin{aligned}
\left\|\mathcal{G}\left(u_{0}\right)-u_{0}\right\|_{\alpha} & \leq\left\|e^{t \mathcal{A}} u_{0}-u_{0}\right\|_{\alpha}+\left\|\int_{0}^{t} e^{(t-s) \mathcal{A}} f\left(u_{0}\right) d s\right\|_{\alpha}+\left\|W_{\mathcal{A}}(t)\right\|_{\alpha} \\
& \leq\left\|\left(e^{t \mathcal{A}}-\mathcal{I}\right) u_{0}\right\|_{\alpha}+M \int_{0}^{t}(t-s)^{\frac{\beta-\alpha}{m}}\left\|f\left(u_{0}\right)\right\|_{\beta} d s+\left\|W_{\mathcal{A}}(t)\right\|_{\alpha}
\end{aligned}
$$

where we used Lemma 1.1.3. Thus,

$$
\begin{aligned}
\left\|\mathcal{G}\left(u_{0}\right)-u_{0}\right\|_{\alpha} & \leq \sup _{t \in[0, T]}\left\|\left(e^{t \mathcal{A}}-\mathcal{I}\right) u_{0}\right\|_{\alpha}+\sup _{t \in[0, T]}\left\|W_{\mathcal{A}}(t)\right\|_{\alpha}+C T^{1+\frac{\beta-\alpha}{m}}\left\|f\left(u_{0}\right)\right\|_{\beta} \\
& :=I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

We note that

- $I_{1} \rightarrow 0$ when $T \rightarrow 0$ from the continuity of $e^{t \mathcal{A}}$ in 0 ,
- $I_{2} \rightarrow 0$ when $T \rightarrow 0$ from the continuity of $W_{\mathcal{A}}$, as $W_{\mathcal{A}}(0)=0$,
- $I_{3} \rightarrow 0$ when $T \rightarrow 0$, obviously.

Hence,

$$
\left\|\mathcal{G}\left(u_{0}\right)-u_{0}\right\|_{\alpha} \leq \frac{\delta}{2} .
$$

If $T=T\left(u_{0}, \omega, \delta\right)$ is sufficiently small. In the end we obtain for $t \in[0, T]$

$$
\left\|\mathcal{G}(u)(t)-u_{0}\right\|_{\alpha} \leq \delta
$$

Thus, $\mathcal{G}: \Gamma \rightarrow \Gamma$ is a self mapping.
Therefore, by Banach's fixed point theorem, there is a unique fixed point $u \in \Gamma$, which is the unique mild solution of (1.5) on $[0, T]$.

Thus, for $u_{0} \in \mathcal{H}^{\alpha}$ there is a random time $\tau>0$ such that there exist a unique solution $u \in C^{0}\left([0, \tau], \mathcal{H}^{\alpha}\right)$ of $u=\mathcal{G}(u)$.

### 1.3.3 An Example

In this subsection we apply the abstract framework to the stochastic Burgers' equation driven by additive noise. Consider

$$
\begin{equation*}
\partial_{t} u=\partial_{x}^{2} u+\lambda u+\partial_{x} u^{2}+\partial_{t} W(t), \tag{1.7}
\end{equation*}
$$

on $[0, \pi]$ subject to Dirichlet boundary conditions. Define

$$
\mathcal{H}=L^{2}[0, \pi], \quad e_{k}(x)=\sqrt{\frac{2}{\pi}} \sin (k x), \quad \text { for } k \in \mathbb{N}
$$

and

$$
f(u)=\nu u+\partial_{x} u^{2} .
$$

We consider $\mathcal{A}=\partial_{x}^{2}$ as a linear operator on $\mathcal{H}$. It is well known that $\mathcal{A}$ is selfadjoint, positive definite and

$$
-\mathcal{A} e_{k}=\lambda_{k} e_{k},
$$

for the orthonormal basis $\left\{e_{k}\right\}_{k=1}^{\infty}$ of $\mathcal{H}$. Moreover, the $\lambda_{k}=k^{2}$ are an increasing sequence of eigenvalues

$$
0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{k} \leq \cdot \cdot, \lambda_{k} \rightarrow \infty \text { as } k \rightarrow \infty
$$

Let us now verify the local Lipschitz condition. Consider

$$
f(u)-f(v)=\nu(u-v)+\partial_{x}\left(u^{2}-v^{2}\right)
$$

Thus,

$$
\begin{equation*}
\|f(u)-f(v)\|_{\beta} \leq|\nu|\|u-v\|_{\beta}+\left\|\partial_{x}\left(u^{2}-v^{2}\right)\right\|_{\beta} . \tag{1.8}
\end{equation*}
$$

Consider

$$
\begin{aligned}
\left\|\partial_{x}\left(u^{2}-v^{2}\right)\right\|_{\beta} & =\left\|\partial_{x}(u-v)(u+v)\right\|_{\beta} \\
& \leq C\|(u-v)(u+v)\|_{L^{1}} \\
& \leq C\|u-v\|_{L^{2}}\left(\|u\|_{L^{2}}+\|v\|_{L^{2}}\right)
\end{aligned}
$$

where we used for $\beta<\frac{-3}{2}$ that

$$
\left\|\partial_{x} u\right\|_{\beta}=\sup _{\|v\|_{-\beta}=1} \int_{0}^{\pi}\left(\partial_{x} u\right) v d x
$$

Integrating by parts, we obtain

$$
\begin{aligned}
\left\|\partial_{x} u\right\|_{\beta} & =\sup _{\|v\|_{-\beta}=1} \int_{0}^{\pi} u\left(\partial_{x} v\right) d x \\
& \leq\|u\|_{L^{1}} \sup _{\|v\|_{-\beta}=1}\left\|\partial_{x} v\right\|_{\infty}
\end{aligned}
$$

Now, consider $v=\sum_{k=1}^{\infty} \alpha_{k} e_{k} \in \mathcal{H}^{-\beta}$, then for $\beta<\frac{-3}{2}$ we obtain

$$
\begin{aligned}
\left\|\partial_{x} v\right\|_{\infty} & =\left\|\sum_{k=1}^{\infty} \alpha_{k} \partial_{x} e_{k}\right\|_{\infty} \leq \sum_{k=1}^{\infty}\left|\alpha_{k}\right|\left\|\partial_{x} e_{k}\right\|_{\infty} \\
& \leq C \sum_{k=1}^{\infty}\left|\alpha_{k}\right| k \leq C\left(\sum_{k=1}^{\infty} \alpha_{k}^{2} k^{-2 \beta}\right)^{\frac{1}{2}}\left(\sum_{k=1}^{\infty} k^{2+2 \beta}\right)^{\frac{1}{2}} \\
& =C\|v\|_{-\beta} .
\end{aligned}
$$

Thus,

$$
\left\|\partial_{x} u\right\|_{\beta} \leq\|u\|_{L^{1}} \cdot \sup _{\|v\|_{-\beta}=1}\left\|\partial_{x} v\right\|_{\infty} \leq C\|u\|_{L^{1}} .
$$

Returning again to (1.8), we obtain

$$
\begin{aligned}
\|f(u)-f(v)\|_{\beta} & \leq|\nu|\|u-v\|_{\beta}+C\|u-v\|_{L^{2}}\left(\|u\|_{L^{2}}+\|v\|_{L^{2}}\right) \\
& \leq C\|u-v\|_{\beta}\left(1+\|u\|_{L^{2}}+\|v\|_{L^{2}}\right) .
\end{aligned}
$$

Then according to Theorem 1.3.2 the Equation (1.7) has a unique mild solution $u \in C^{0}([0, \tau], \mathcal{H})$ given by

$$
u(t)=e^{t \mathcal{A}} u_{0}+\int_{0}^{t} e^{(t-s) \mathcal{A}} f(u(s)) d s+W_{\mathcal{A}}(t)
$$

### 1.4 Basic Inequalities

In this section we present some basic results frequently used in the proofs in the following chapters.

Lemma 1.4.1 (Chebychev's inequality) If $X: \Omega \rightarrow \mathbb{R}$ is a random variable such that

$$
\mathbb{E}\left[|X|^{p}\right]<\infty \text { for some } p \in(0, \infty)
$$

then

$$
\mathbb{P}[|X| \geq \lambda] \leq \frac{1}{\lambda^{p}} \mathbb{E}\left[|X|^{p}\right] \text { for all } \lambda>0
$$

Theorem 1.4.2 (Young's inequality (cf. Theorem A. 5 in [5])) For $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$ there is a constant $C>0$ such that

$$
x y \leq C\left(x^{p}+y^{q}\right) \text { for all } x, y>0 .
$$

Especially, for all $\varepsilon>0$ there is a constant $C_{\varepsilon}>0$ such that

$$
x y \leq \varepsilon x^{p}+C_{\varepsilon} y^{q} \text { for all } x, y>0 .
$$

Lemma 1.4.3 (Itô Isometry) For all Hilbert space valued stochastic processes $f$ adapted to the filtration of the Brownian motion $\beta$, there is a constant $C$ such that

$$
\mathbb{E}\left\|\int_{0}^{t} f(s) d \beta(s)\right\|^{2}=C \mathbb{E} \int_{0}^{t}\|f(s)\|^{2} d s
$$

Proof. See Lemma 3.1.5 in [28].
We also need the celebrated Itô Formula. Here we will state only a simplified version. For the general case see for example [36].

Theorem 1.4.4 ( Itô Formula) Let $\{u(t)\}_{t \geq 0}$ be a stochastic process in $\mathcal{H}$ and let $\beta$ be a standard real-valued Brownian motion. Suppose that

$$
d u=f(u) d t+g(u) d \beta
$$

for some functions $f, g: \mathcal{H} \rightarrow \mathcal{H}$. Then for a twice continuously differentiable function $\varphi: \mathcal{H} \rightarrow \mathbb{R}$, we have

$$
\begin{aligned}
\varphi(u(t))-\varphi(u(0))= & \int_{0}^{t} D \varphi(u(s))[f(u(s))] d s+\int_{0}^{t} D \varphi(u(s))[g(u(s))] d \beta(s) \\
& +\frac{1}{2} \int_{0}^{t} D^{2} \varphi(u(s))[g(u(s)), g(u(s))] d s
\end{aligned}
$$

Theorem 1.4.5 (Burkholder-Davis-Gundy (cf. Theorem A. 7 in [5])). Let $\beta$ be a Brownian motion, and $f$ some $\mathcal{H}$-valued stochastic process adapted to $\beta$. Then for all $p>0$, there exists a constant $C=C_{p}>0$, depending only on $p$, such that

$$
\mathbb{E}\left(\sup _{t \in[0, T]}\left\|\int_{0}^{t} f(s) d \beta(s)\right\|^{p}\right) \leq C_{p} \cdot \mathbb{E}\left(\int_{0}^{T}\|f(s)\|^{2} d s\right)^{\frac{p}{2}}
$$

Theorem 1.4.6 (Doob) Consider $f$ and $\beta$ as in Theorem 1.4.5. Then for arbitrary $p>1$

$$
\mathbb{E}\left(\sup _{t \in[0, T]}\left\|\int_{0}^{t} f(s) d \beta(s)\right\|^{p}\right) \leq \frac{p}{p-1} \mathbb{E}\left\|\int_{0}^{T} f(s) d \beta(s)\right\|^{p}
$$

Theorem 1.4.7 (Burkholder-Davis-Gundy (cf. Theorem 1.2.4 in [32])) For arbitrarily given $T>0$, let $\phi(t, \omega), t \in[0, T]$, be an $\mathcal{F}_{t^{-}}$-adapted, $L_{2}^{0}(\mathcal{H})$-valued process such that $\mathbb{E} \int_{0}^{T}\|\phi(s, \omega)\|_{L_{2}^{0}}^{2} d s<\infty$, where $L_{2}^{0}(\mathcal{H})$ is the family of all Hilbert-Schmidt operators from $\mathcal{H}$ to $\mathcal{H}$. Then for arbitrary $p>0$, there exists a constant $C=C_{p}>0$, depending only on $p$, such that for any $T \geq 0$,

$$
\mathbb{E}\left(\sup _{t \in[0, T]}\left\|\int_{0}^{t} \phi(s, \omega) d W_{s}\right\|^{p}\right) \leq C_{p} \mathbb{E}\left(\int_{0}^{T}\|\phi(s, \omega)\|_{L_{2}^{0}}^{2} d s\right)^{\frac{p}{2}},
$$

where $\|\cdot\|_{L_{2}^{0}}$ denotes the Hilbert-Schmidt norm.

Lemma 1.4.8 If $X=\sum_{k=1}^{\infty} X_{k} e_{k}$, for independent real valued Gaussian $X_{k}$ with $\mathbb{E} X_{k}=0$, then for all $p>0$, there exists a constant $C_{p}>0$ such that

$$
\mathbb{E}\|\mathbf{X}\|_{\alpha}^{2 p} \leq C_{p}\left(\mathbb{E}\|\mathbf{X}\|_{\alpha}^{2}\right)^{p} .
$$

We give an elementary proof here. Also the result can be found in [36], Corollary 2.17 , by using characteristic functions.
Proof. We consider two cases.
First case $p \in \mathbb{N}$. In this case

$$
\begin{aligned}
\mathbb{E}\|X\|_{\alpha}^{2 p} & =\mathbb{E}\left\|\sum_{k=1} X_{k} e_{k}\right\|_{\alpha}^{2 p}=\mathbb{E}\left(\sum_{k=1} X_{k}^{2} k^{2 \alpha}\right)^{p} \\
& =\sum_{k_{1}=1} \ldots \ldots \ldots \sum_{k_{p}=1} k_{1}^{2 \alpha} \ldots \ldots k_{p}^{2 \alpha} \mathbb{E}\left(X_{k_{1}}^{2} \ldots . X_{k_{p}}^{2}\right) \\
& \leq C_{p} \sum_{k_{1}=1} \ldots \ldots \ldots \sum_{k_{p}=1} k_{1}^{2 \alpha} \ldots \ldots k_{p}^{2 \alpha} \mathbb{E} X_{k_{1}}^{2} \ldots . . \mathbb{E} X_{k_{p}}^{2} \\
& =C_{p}\left(\sum_{k=1} \mathbb{E} X_{k}^{2} k^{2 \alpha}\right)^{p}=C_{p}\left(\mathbb{E}\|\mathbf{X}\|_{\alpha}^{2}\right)^{p} .
\end{aligned}
$$

Second case $p \notin \mathbb{N}$. In this case, using Hölder inequality, we obtain for $k>p$, $k \in \mathbb{N}$

$$
\mathbb{E}\|\mathbf{X}\|_{\alpha}^{2 p} \leq\left(\mathbb{E}\|\mathbf{X}\|_{\alpha}^{2 k}\right)^{\frac{p}{k}}
$$

We finish the proof by using the first case.
Let us finally recall Gronwall's lemma as follow:

Lemma 1.4.9 (Gronwall's lemma (cf. Lemma A. 8 in [5])) Let $u:[0, T] \rightarrow \mathbb{R}$ and $a:[0, T] \rightarrow \mathbb{R}$ be continuous functions, such that $a \geq 0$. Fix $b \in \mathbb{R}$. Then

$$
u(t) \leq b+\int_{0}^{t} a(s) u(s) d s \quad \text { for all } t \in[0, T]
$$

implies

$$
u(t) \leq b \cdot \exp \left\{\int_{0}^{t} a(s) d s\right\} \quad \text { for all } t \in[0, T]
$$

### 1.5 Approximation via Amplitude Equation

Amplitude equations are well known in the physics literature (see, e.g., [20] or [46]). They usually describe some order parameter for the system, which evolves on a much slower time-scale. This separation of time-scale is present in all cases where a change of stability occurs.

The approximation of SPDEs on bounded domians via amplitude equations was first rigorously verified in [10] for a simple Swift-Hohenberg model, and later on extended in $[3,4,6]$. Here the amplitude equation for the dominant modes is given by ODE or SDE.

In contrast to that in the case of unbounded domain or just very large domains the situation is significant different. The amplitude of the dominant modes are subject to a long-range modulation in space, and hence not given by an ODE/SODE, but by some PDE/SPDE instead.

The case of large domain, but still bounded domains, is discussed in [8]. See also [34] for the deterministic equation.

The main difference between small and large domains is the existence of a large spectral gap of order $\mathcal{O}(1)$ in the linearised operator of the PDE. On bounded domains, we have a finite number $e=\left(e_{1}, \ldots, e_{n}\right)$ of modes (or eigenfunctions) such that the corresponding eigenvalues change sign at the change of stability. If we are close to the bifurcation, all other eigenvalues are negative and sufficiently far away from 0 . Formal arguments show, that the amplitudes $A \in R^{n}$ of the dominating modes are given by the so called amplitude equation, while the solution $u$ of the SPDE is well approximated by

$$
u(t, x)=\varepsilon A\left(\varepsilon^{2} t\right) \cdot e(x)+\mathcal{O}\left(\varepsilon^{2}\right)
$$

where $\varepsilon^{2}$ is the typical scale for the distance from bifurcation.
On unbounded or just very large domains this picture changes completely. Even very close to the bifurcation a large number of modes are near or already above the threshold of stability, but still small. In this case the amplitude $A$ is also a function in $x$ that is concentrated in Fourier space near the dominant modes. Hence, $A$ is subject to slow modulations in space, taking into account the large number of weakly (un)stable modes. In this case the solution $u$ of the SPDE is
approximated by

$$
u(t, x)=\varepsilon A\left(\varepsilon^{2} t, \varepsilon x\right) \cdot e(x)+\mathcal{O}\left(\varepsilon^{2}\right)
$$

and $A$ fulfills a (stochastic) PDE, which is called amplitude or modulation equation.

Let us now state some previous results without proof which been used before to approximate the solution of SPDEs with additive noise via the solution of amplitude equation.
in the literature there are numerous examples of SPDEs with additive noise. For instance,

$$
\begin{equation*}
\partial_{t} u=\mathcal{A} u+\varepsilon^{2} \mathcal{L} u+B(u, u)+\sigma \xi, \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{t} u=\mathcal{A} u+\varepsilon^{2} \mathcal{L} u-\mathcal{F}(u)+\sigma \xi, \tag{1.10}
\end{equation*}
$$

where $\mathcal{A}$ is non-positive operator with finite dimensional kernel, $\varepsilon^{2} \mathcal{L} u$ is a small deterministic perturbation, $B$ is a symmetric and bilinear operator, $\mathcal{F}$ is a cubic nonlinearity and $\xi$ is a Gaussian noise in space and time.

Blömker [4] established the following theorem for (1.9) with $\sigma=\varepsilon^{2}$ and noise being the generalised derivative of some Wiener process $\{Q W(t)\}_{t \geq 0}$ on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$, where $W$ is the standard cylindrical Wiener process.

Theorem 1.5.1 Fix $\delta>0$, some small $1 \gg \kappa \geq 0$, and some $T_{0}>0$. Let a be the solution of the amplitude equation

$$
a(T)=a(0)+\int_{0}^{T} \mathcal{L}_{c} a(\tau) d \tau-2 \int_{0}^{T} B_{c}\left(a, \mathcal{A}_{s}^{-1} B_{s}(a)\right) d \tau+\tilde{W}_{c}(T)
$$

with initial condition $a(0)=\varepsilon^{-1} P_{c} u(0)$, and $\psi$ is the solution of

$$
\psi(t)=e^{t \mathcal{A}} \psi(0)+\int_{0}^{t} e^{(t-\tau) \mathcal{A}} B_{s}\left(a\left(\varepsilon^{2} \tau\right), a\left(\varepsilon^{2} \tau\right)\right) d \tau+\int_{0}^{t} e^{(t-\tau) \mathcal{A}} d W_{s}(\tau)
$$

with $\psi(0)=\varepsilon^{-2} P_{s} u(0)$. Then for all mild solutions $u$ of (1.9)

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon a\left(\varepsilon^{2} t\right)-\varepsilon^{2} \psi\left(\varepsilon^{2} t\right)\right\| \leq \ln \left(\varepsilon^{-1}\right) \varepsilon^{2-2 \kappa}\right) \\
& \quad \geq 1-\mathbb{P}\{\|u(0)>2 \delta\|\}-\mathbb{P}\left\{\left\|P_{s} u(0)\right\|>\delta \varepsilon^{2}\right\}-o_{\varepsilon}(1) .
\end{aligned}
$$

In Chapter 2, we will extend the above result to a fairly large class of noise given by $Q$-Wiener processes. Moreover, we improve probability estimate significantly.

Blömker, Hairer and Pavliotis [9] gave a rigorous proof for (1.9) with $\sigma=\varepsilon$, degenerate noise, $\mathcal{L}=\nu \mathcal{I}$, and $\operatorname{ker} \mathcal{A}=\operatorname{span}\left\{e_{1}\right\}$ by a multiscale analysis. They showed that, although not forced directly, the amplitude equation includes the fluctuations from the fast mode due to the nonlinear interaction.

Theorem 1.5.2 Let u be a continuous solution of (1.9) with initial condition u(0) such that $\|u(0)\|<C \varepsilon$ for $C>0$. Furthermore, assume that the covariance of the noise satisfies $q_{k}=\sigma$ for $k \geq 2$. Then there exists a Brownian motion $B(t)$ such that, if $a(t)$ is a solution of

$$
d a(t)=\tilde{\nu} a(t)-\frac{1}{12} a^{3}(t)+\sqrt{\sigma_{b}+\sigma_{a} a^{2}(t)} d B(t), \quad \varepsilon a(0)=\frac{2}{\pi}\left\langle u(0), e_{1}\right\rangle,
$$

where

$$
\begin{aligned}
& \tilde{\nu}=\nu+\frac{\sigma^{2}}{36 \pi}-\frac{\sigma^{2}}{4 \pi} \sum_{k=2}^{\infty}\left(\frac{1}{k-1}-\frac{1}{k(k+1)}\right) \frac{1}{2 k^{2}+2 k-1}, \\
& \sigma_{a}=\frac{\sigma^{2}}{18 \pi}, \sigma_{b}=\frac{1}{2 \pi^{2}} \sum_{k=2}^{\infty} \frac{\sigma^{4}}{\left(2 k^{2}+2 k+1\right)\left(k^{2}-1\right)\left(k^{2}+2 k\right)},
\end{aligned}
$$

and

$$
R(t)=\frac{1}{\varepsilon} e^{t \mathcal{A}} P_{s} u(0)+\int_{0}^{t} e^{(t-\tau) \mathcal{A}} d Q W(\tau)
$$

then for all $p, \kappa>0$ there is a constant $C$ such that

$$
\mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T\right]}\left\|u(t)-\varepsilon a\left(\varepsilon^{2} t\right) e_{1}-\varepsilon R(t)\right\| \leq C \varepsilon^{\frac{5}{4}-\kappa}\right) \geq 1-C \varepsilon^{p}
$$

for all $\varepsilon \in(0,1)$.
For the deterministic equation (1.10), with $\nu=1$, on unbounded domain. Kirrmann, Mielke and Schneider [26] proved the following approximation result for the deterministic Swift-Hohenberg equation (1.10) through the Ginzburg-Landau equation

$$
\begin{equation*}
\partial_{T} A=4 \partial_{x}^{2} A+A-3|A|^{2} A \tag{1.11}
\end{equation*}
$$

Theorem 1.5.3 Let $A=A(T, X) \in C_{b}^{4}(\mathbb{R})$, be a solution of (1.11) with initial condition $A(0, X) \in C_{b}^{4}(\mathbb{R})$, where $C_{b}^{4}(\mathbb{R})$ denotes the space of 4-times differentiable functions, where all derivatives and the function are bonded and uniformly continuous. Define

$$
u_{A}(t, x)=\varepsilon A(T, X) e^{i x}+\varepsilon \bar{A}(T, X) e^{-i x},
$$

where $T=\varepsilon^{2} t$ and $X=\varepsilon x$. Then, for each $T_{0}>0$ and $d>0$, there exist $\varepsilon_{0}>0$ and $C>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$ the following statement holds. Let $u=u(t, x)$ be a solution of the deterministic equation (1.10) such that $\left|u(0, x)-u_{A}(0, x)\right| \leq d \varepsilon^{2}$ for all $x$. Then the estimate

$$
\left|u(t, x)-u_{A}(t, x)\right|<C \varepsilon^{2}, \text { for all }(t, x) \in\left[0, \varepsilon^{-2} T_{0}\right] \times \mathbb{R},
$$

is satisfied.
Blömker, Hairer and Pavliotis [8] considered the SPDEs (1.10), with $\sigma=\varepsilon^{\frac{3}{2}}$, on a large domain $\left[\frac{-L}{\varepsilon}, \frac{L}{\varepsilon}\right]$ near its change of stability and showed that, under appropriate scaling, its solutions can be approximated by the solution of the stochastic Ginzburg-Landau equation

$$
\begin{equation*}
\partial_{T} A=4 \partial_{X}^{2} A+\nu A-3|A|^{2} A+\sqrt{\hat{q}(1)} \eta, \quad X \in[-L, L], \quad A(0)=A_{0} \tag{1.12}
\end{equation*}
$$

where $\eta$ is complex space-time white noise and $\hat{q}$ is the Fourier transform of $q$. The noise strength $\hat{q}(1)$ is derived from the spatial correlation function $q$ of $\xi$.

Theorem 1.5.4 Let $u$ be a solution of (1.10) with an admissible initial condition $u_{0}(x)=2 \varepsilon \Re\left(A_{0}(\varepsilon x) e^{i x}\right)$ and $A$ be a solution of (1.12) with initial condition $A_{0}$. Then, for every $T_{0}>0, \kappa>0$ and $p \geq 1$,

$$
\mathbb{E} \sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]} \sup _{x \in\left[\frac{-L}{\varepsilon}, \frac{L}{\varepsilon}\right]}\left|u(t, x)-2 \varepsilon \Re\left(A\left(\varepsilon^{2} t, \varepsilon x\right) e^{i x}\right)\right|^{p} \leq C_{\kappa, p} \varepsilon^{\frac{3}{2} p-p \kappa},
$$

for every $\varepsilon \in(0,1]$.
In the above theorem, we stated the admissible random variable. This mean we can split this random variable into two parts such that the first part is in $\mathcal{H}^{1}$ space and the second part is a Gaussian in $C^{0}$ space, and both parts are of order one.

In Chapter 5, we will consider an intermediate step. Using unbounded domains, but highly degenerate finite dimensional noise, where the amplitude equation will be deterministic.

On bounded domains Blömker and Hairer [6] gave a rigorous formulation of the approximation result for the transient dynamics of (1.10), with $\sigma=\varepsilon^{2}$, including higher order corrections as follow:

Theorem 1.5.5 Let

$$
u(t)=e^{t \mathcal{A}} u(0)+\int_{0}^{t} e^{(t-\tau) \mathcal{A}}\left(\varepsilon^{2} \mathcal{L} u(\tau)+\mathcal{F}(u(\tau))\right) d \tau+\varepsilon^{2} \int_{0}^{t} e^{(t-\tau) \mathcal{A}} d W(\tau)
$$

be the mild solution of (1.10) with initial condition $u(0)=u_{0}$ satisfying for some family of positive constant $\left\{C_{p}, p \geq 1\right\}$,

$$
\mathbb{E}\left\|u_{0}\right\|^{p} \leq C_{p} \varepsilon^{p} \quad \text { and } \quad \mathbb{E}\left\|P_{s} u_{0}\right\|^{p} \leq C_{p} \varepsilon^{p} .
$$

Define $\psi$ as

$$
\psi(t):=\varepsilon a\left(\varepsilon^{2} t\right)+\varepsilon^{2} e^{t \mathcal{A}} P_{s} \psi(0)+\varepsilon^{2} \int_{0}^{t} e^{(t-\tau) \mathcal{A}} d P_{s} W(\tau)
$$

with initial condition $P_{s} \psi(0)=\varepsilon^{-2} P_{s} u(0)$ and a is a solution of

$$
\partial_{T} a(T)=\mathcal{L}_{c} a(T)+\mathcal{F}_{c}(a(T))+\partial_{T} \beta(T),
$$

with initial condition $a(0)=\varepsilon^{-1} P_{c} u_{0}$ and Brownian motion $\beta(T)=\varepsilon P_{c} Q W\left(\varepsilon^{-2} T\right)$. Then for all $T_{0}>0, \kappa>0$ and $p>1$ there is a constant $C>0$ such that the estimate

$$
\mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\|u(t)-\psi(t)\| \leq \varepsilon^{3-\kappa}\right) \geq 1-C \varepsilon^{p}
$$

holds for $\varepsilon>0$ sufficiently small.
In Chapter 3, we will study a combination of Theorem 1.5.2 and Theorem 1.5 .5 by using degenerate noise for an SPDE with cubic nonlinearity. In Chapter 4, we also study higher order corrections. This is related to the work of Wang and Roberts [41]. They considered the SPDEs (1.10) with $\mathcal{A}=(\triangle+1)$ and $\sigma=$ $\varepsilon$, on bounded domain $(0, \pi)$ to study higher order corrections to the amplitude equation, in order to see the fluctuations induced by the impact of the noise on the dominant pattern as follow:

## Ch. 1 Introduction

Theorem 1.5.6 For any $T>0$, there is positive constant $C>0$, such that for any solution $\left(u^{\varepsilon}, v^{\varepsilon}\right)$ of

$$
\begin{gathered}
\partial_{t} u^{\varepsilon}=A_{c} u^{\varepsilon}+P_{c} \mathcal{F}\left(u^{\varepsilon}+v^{\varepsilon}\right), \\
\partial_{t} v^{\varepsilon}=A_{c} v^{\varepsilon}+P_{s} \mathcal{F}\left(u^{\varepsilon}+v^{\varepsilon}\right)+\varepsilon P_{s} \partial_{t} W,
\end{gathered}
$$

where $P_{c}$ is the projection operator, $P_{s}=\mathcal{I}-P_{c}$ and $A_{c}$ is high-pass filter defined by $A_{c}=\left(P_{s}+\varepsilon^{2} P_{c}\right) \triangle$, there is a $N$-dimensional Wiener process $\tilde{W}$ such that with high probability

$$
\sup _{t \in\left[0, \varepsilon^{-2} T\right]}\left\|u^{\varepsilon}(t)-\varepsilon a\left(\varepsilon^{2} t\right)-\varepsilon^{2} \rho_{c}\left(\varepsilon^{2} t\right)\right\| \leq C \varepsilon^{2+},
$$

where a solves

$$
\partial_{t} a=\triangle a+P_{c} \tilde{\mathcal{F}}_{0}(a),
$$

and $\rho_{c}$ solves the following stochastic differential equation

$$
\partial_{t} \rho_{c}=A_{c} \rho_{c}+P_{c}\left[\tilde{\mathcal{F}}_{0}^{\prime}(a) \rho_{c}\right]+\sqrt{B(a)} \partial_{t} \tilde{W},
$$

with $\rho_{c}(0)=0$. Here, the average

$$
\tilde{\mathcal{F}}_{0}(a)=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \mathcal{F}_{0}\left(a+\psi^{*}(s)\right) d s
$$

where $\mathcal{F}_{0}$ is the cubic component of $\mathcal{F}$ and $\psi^{*}$ is the stationary solution solving the linear stochastic partial differential equation

$$
\partial_{t} \psi=A_{c} \psi+\varepsilon P_{s} \partial_{t} W,
$$

and

$$
\begin{aligned}
B(a)= & 2 \int_{0}^{\infty} \mathbb{E}\left[P_{c} \mathcal{F}_{0}\left(a+\psi^{*}(s)\right)-P_{c} \tilde{\mathcal{F}}_{0}(a)\right] \\
& \otimes\left[P_{c} \mathcal{F}_{0}\left(a+\psi^{*}(0)\right)-P_{c} \tilde{\mathcal{F}}_{0}(a)\right] d s
\end{aligned}
$$

where $\otimes$ is the tensor product. Furthermore

$$
\mathbb{E} \sup _{t \in\left[0, \varepsilon^{-2} T\right]}\left\|v^{\varepsilon}(t)-\varepsilon \psi^{*}(t)\right\| \leq C \varepsilon^{3} .
$$

## Chapter 2

## Amplitude Equations for SPDEs with Quadratic Nonlinearities

### 2.1 Introduction

Stochastic partial differentail equations (SPDEs) with quadratic nonlinearities arise in various applications in physics. One example is the stochastic Burgers' equation in the study of closure models for hydrodynamic turbulence [14]. Other examples are the growth of rough amorphous surfaces [38,45], and the KuramotoSivashinsky model, which originally models a fire front, but it is also used for surface erosion [17, 30]. All these models fit in the abstract framework of this chapter.

Consider the following SPDE in Hilbert space $\mathcal{H}$ with scalar product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$ :

$$
\begin{equation*}
d u=\left[\mathcal{A} u+\varepsilon^{2} \mathcal{L} u+B(u, u)\right] d t+\varepsilon^{2} d W \tag{2.1}
\end{equation*}
$$

We consider (2.1) near a change of stability, where $\varepsilon^{2} \mathcal{L} u$ measures the distance from bifurcation. The operator $\mathcal{A}$ is assumed to be self-adjoint and non-positive, and we call the kernel of $\mathcal{A}$ the dominant modes. We allow for noise given by a fairly general $Q$-Wiener process.

Near the bifurcation the equation exhibits two widely separated characteristic time-scales and it is desirable to obtain a simplified equation which governs the evolution of the dominant modes. This is well known on a formal level in many examples in physics (see e.g. [16]). Moreover, for deterministic PDEs on
unbounded domains, this method [19,26,43,44] successfully overcomes the gap of a lacking centre manifold theory. This is also useful for SPDEs on bounded domains [7], where no centre manifold theory is available yet.

Moreover, there are numerous variants of this method. However, most of these results are non-rigorous approximations using this type of formal multi-scale analysis. A noteable example is [18].

The purpose of this chapter is to derive rigorously an amplitude equation for a quite general class of SPDEs (cf. (2.1)) with quadratic nonlinearities. This work is based on [9], where degenerate noise in a different scaling was considered, and it improves significantly previously know results of [4], where in a similar situation much more regular noise was considered. A related result can be found in [5], where a simple multiplicative noise was considered, but again with much weaker results.

In this chapter we follow [11] and focus on quadratic nonlinearities only. The case of cubic equations is much simpler, as one can rely on nonlinear stability. This case was already considered in [6], for instance.

As an application of our approximation result of Theorem 2.3.1, we discuss the stochastic Burgers' equation and surface growth model. To illustrate our results consider the Burgers' equation

$$
\begin{equation*}
\partial_{t} u=\left(\partial_{x}^{2}+1\right) u+\varepsilon^{2} \nu u+u \partial_{x} u+\varepsilon^{2} \partial_{t} W, \tag{2.2}
\end{equation*}
$$

on $[0, \pi]$ subject to Dirichlet boundary conditions.
We show in our main result that near a change of stability on a time-scale of order $\varepsilon^{-2}$ the solution of (2.2) is of the type

$$
u(t, x)=\varepsilon b\left(\varepsilon^{2} t\right) \sin (x)+\mathcal{O}\left(\varepsilon^{2}\right)
$$

where $b$ is the solution of the amplitude equation on the slow time-scale

$$
\partial_{T} b(T)=\nu b(T)-\frac{1}{12} b^{3}(T)+\partial_{T} \beta(T),
$$

and $\beta$ is a Brownian motion with a suitable variance.
This approximating equation is called amplitude equation, as it is rewritten into an SDE for the amplitudes of an expansion of the dominant modes with respect to a basis in $\mathcal{N}$.

For the proofs we rely on a cut-off technique, as in general we cannot control moments of solution and exclude the possibility of a blow up. Therefore all estimates are established only with high probability and not in moments. To be more precise, we use a stopping time, in order to look only at solutions that are not too large. Then we can use moments for time uniformly up to the stopping time. Later we use the amplitude equation itself to verify that the stopping is not small.

As the general strategy we first show that all non-dominant modes are given by an Ornstein-Uhlenbeck process and a quadratic term in the dominant modes. Then we rely on Itô -Formula and some averaging argument, in order to transform the equation for the dominant modes to an amplitude equation with an additional small remainder.

The rest of this chapter is organised as follows. In Section 2.2 we state the assumptions that we make. In Section 2.3 we give a formal derivation of the amplitude equation and state the main results. In Section 2.4 we give the main results. Finally, in Section 2.5 we apply our theory to the stochastic Burgers' equation and surface growth model.

### 2.2 Main Assumptions and Definitions

This section summarises all assumptions necessary for our results. For the linear operator $\mathcal{A}$ in (2.1) we assume the following:

Assumption 2.2.1 (Linear Operator $\mathcal{A}$ ) Suppose $\mathcal{A}$ is a self-adjoint and nonpositive operator on $\mathcal{H}$ with eigenvalues $0 \leq \lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{k} \leq \ldots$ and $\lambda_{k} \geq$ $C k^{m}$ for all large $k$ and for $m>0$. The corresponding complete orthonormal system of eigenvectors is $\left\{e_{k}\right\}_{k=1}^{\infty}$ with $\mathcal{A} e_{k}=-\lambda_{k} e_{k}$.

We use the notation $\mathcal{N}:=\operatorname{ker} \mathcal{A}, \mathcal{S}=\mathcal{N}^{\perp}$ the orthogonal complement of $\mathcal{N}$ in $\mathcal{H}$, and $P_{c}$ for the projection $P_{c}: \mathcal{H} \rightarrow \mathcal{N}$. Define, $P_{s}:=\mathcal{I}-P_{c}$, and suppose that $P_{c}$ and $P_{s}$ commute with $\mathcal{A}$. Suppose that $\mathcal{N}$ has finite dimension $n$ with basis $\left(e_{1}, \ldots, e_{n}\right)$.

Definition 2.2.2 Define the operator $D^{\alpha}$ by $D^{\alpha} e_{k}=k^{\alpha} e_{k}$, so that $\|u\|_{\alpha}=\left\|D^{\alpha} u\right\|$.

Assumption 2.2.3 (Operator $\mathcal{L}$ ) Fix $\alpha \in \mathbb{R}$ and let $\mathcal{L}: \mathcal{H}^{\alpha} \rightarrow \mathcal{H}^{\alpha-\beta}$ for some $\beta \in[0, m)$ be a continuous linear mapping that in general does not commute with $P_{c}$ and $P_{s}$.

Assumption 2.2.4 (Bilinear Operator B) With $\alpha$ and $\beta$ from Assumption 2.2.3 let $B$ be a bounded bilinear mapping from $\mathcal{H}^{\alpha} \times \mathcal{H}^{\alpha}$ to $\mathcal{H}^{\alpha-\beta}$. Suppose without loss of generality that $B$ is symmetric, i.e. $B(u, v)=B(v, u)$. Moreover, assume that $P_{c} B(u, u)=0$ for $u \in \mathcal{N}$.

Remark 2.2.5 If $B$ is not symmetric we can use

$$
\tilde{B}(u, v):=\frac{1}{2} B(u, v)+\frac{1}{2} B(v, u) .
$$

Denote for shorthand notation $B_{s}=P_{s} B$ and $B_{c}=P_{c} B$.
For the nonlinearity appearing later in the amplitude equation we define the following.

Definition 2.2.6 Define $\mathcal{F}: \mathcal{N} \rightarrow \mathcal{N}$, for $u \in \mathcal{N}$, as

$$
\begin{equation*}
\mathcal{F}(u, u, u):=B_{c}\left(u, \mathcal{A}_{s}^{-1} B_{s}(u, u)\right) . \tag{2.3}
\end{equation*}
$$

Assume without loss of generality that $\mathcal{F}$ is given by a symmetric map $\mathcal{F}: \mathcal{N}^{3} \rightarrow$ $\mathcal{N}$.

By Assumption 2.2.4 the operator $\mathcal{F}$ is already trilinear, continuous and therefore bounded. One standard example being a cubic like $u^{3}$.

Remark 2.2.7 If $\mathcal{F}$ is not symmetric we can always use
$\tilde{\mathcal{F}}(u, v, w):=\frac{1}{3} B_{c}\left(u, \mathcal{A}_{s}^{-1} B_{s}(v, w)\right)+\frac{1}{3} B_{c}\left(w, \mathcal{A}_{s}^{-1} B_{s}(u, v)\right)+\frac{1}{3} B_{c}\left(v, \mathcal{A}_{s}^{-1} B_{s}(w, u)\right)$.
Moreover, we assume the following:
Assumption 2.2.8 (Stability) Assume that the nonlinearity $\mathcal{F}$ satisfies the following conditions

$$
\begin{equation*}
\langle u, \mathcal{F}(u)\rangle>0 \quad \forall u \in \mathcal{N}-\{0\} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle\mathcal{F}(u, u, w), w\rangle>0 \quad \forall u, w \in \mathcal{N}-\{0\}, \tag{2.5}
\end{equation*}
$$

where we define $\mathcal{F}(u)=\mathcal{F}(u, u, u)$ for short.

Remark 2.2.9 From Assumption 2.2.8 there exist $\delta>0$ such that

$$
\begin{equation*}
\langle u, \mathcal{F}(u)\rangle \geq \delta\|u\|^{4} \quad \forall u \in \mathcal{N}, \tag{2.6}
\end{equation*}
$$

and

$$
\langle\mathcal{F}(u, u, w), w\rangle \geq \delta\|u\|^{2}\|w\|^{2} \quad \forall u, w \in \mathcal{N} .
$$

For the noise we suppose:
Assumption 2.2.10 (Wiener Process $W$ ) Let $W$ be a Wiener process on an abstract probability space $(\Omega, \digamma, \mathbb{P})$ with a bounded covariance operator $Q: \mathcal{H} \rightarrow \mathcal{H}$ defined by $Q f_{k}=\alpha_{k}^{2} f_{k}$ where $\left(\alpha_{k}\right)_{k}$ is a bounded sequence of real numbers and $\left(f_{k}\right)_{k \in \mathbb{N}}$ is an orthonormal basis in $\mathcal{H}$. For the orthonormal basis $e_{k}$ from Assumption 2.2.1 we assume

$$
\begin{equation*}
\sum_{k=1}^{n} \sum_{l=n+1}^{\infty} \frac{1}{\lambda_{l}} k^{\alpha} l^{\alpha}\left|\left\langle Q e_{k}, e_{l}\right\rangle\right|<\infty \quad \text { and } \quad \sum_{l=n+1}^{\infty} l^{2 \alpha} \lambda_{l}^{2 \gamma-1}\left\|Q^{\frac{1}{2}} e_{l}\right\|^{2}<\infty \tag{2.7}
\end{equation*}
$$

for some $\gamma \in\left(0, \frac{1}{2}\right)$.
We note that $W(t)$ and $\varepsilon W\left(\varepsilon^{-2} t\right)$ are in law the same process due to scaling properties.

Let us discuss two different representations of $W$. One with the basis $e_{k}$ and the other one with $f_{k}$. For $t \geq 0$, we can write $W(t)$ (cf. Da Prato and Zabczyk [36]) as

$$
\begin{equation*}
W(t)=\sum_{k=1}^{\infty} \alpha_{k} \beta_{k}(t) f_{k}=\sum_{l=1}^{\infty} \beta_{l}(t) e_{l}, \tag{2.8}
\end{equation*}
$$

where $\left(\beta_{k}\right)_{k}$ are independent, standard Brownian motions in $\mathbb{R}$. Furthermore, the

$$
\begin{equation*}
乃_{l}:=\sum_{k=1}^{\infty} \alpha_{k}\left\langle f_{k}, e_{l}\right\rangle \beta_{k} \tag{2.9}
\end{equation*}
$$

are real valued Brownian motions, which are in general not independent.
Moreover, it follows easily from the definition of $P_{c}, P_{s}$ and $W(t)$ that

$$
\begin{equation*}
P_{c} W(t)=\sum_{k=1}^{\infty} \alpha_{k} \beta_{k}(t) P_{c} f_{k}=\sum_{l=1}^{n} \beta_{l}(t) e_{l}, \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{s} W(t)=\sum_{k=1}^{\infty} \alpha_{k} \beta_{k}(t) P_{s} f_{k}=\sum_{l=n+1}^{\infty} \beta_{l}(t) e_{l} . \tag{2.11}
\end{equation*}
$$

For our result we rely on a cut off argument. We consider only solutions $(a, \psi)$ that are not too large. To be more precise we introduce a cut-off time, after which the solution is too big. Later we will show that this time is large with high probability.

Definition 2.2.11 (Stopping Time) For the $\mathcal{N} \times \mathcal{S}$-valued stochastic process ( $a, \psi$ ) defined later in (2.14) we define, for some small $0<\kappa<\frac{1}{7}$ and some time $T_{0}>0$, the stopping time $\tau^{*}$ as

$$
\begin{equation*}
\tau^{*}:=T_{0} \wedge \inf \left\{T>0:\|a(T)\|_{\alpha}>\varepsilon^{-\kappa} \text { or }\|\psi(T)\|_{\alpha}>\varepsilon^{-3 \kappa}\right\} . \tag{2.12}
\end{equation*}
$$

Definition 2.2.12 For a real-valued family of processes $\left\{X_{\varepsilon}(t)\right\}_{t \geq 0}$ we say $X_{\varepsilon}=$ $\mathcal{O}\left(f_{\varepsilon}\right)$, if for every $p \geq 1$ there exists a constant $C_{p}$ such that

$$
\begin{equation*}
\mathbb{E} \sup _{t \in\left[0, \tau^{*}\right]}\left|X_{\varepsilon}(t)\right|^{p} \leq C_{p} f_{\varepsilon}^{p} \tag{2.13}
\end{equation*}
$$

We use also the analogous notation for time-independent random variables.
Finally note, that we use the letter $C$ for all constants that depend only on other constants like $T_{0}, \kappa$, or $\alpha$ and the data of the equation given by $B, Q, \mathcal{L}$, and $\mathcal{A}$.

### 2.3 Formal Derivation and the Main Result

Let us first discuss a formal derivation of the Amplitude equation corresponding to Equation (2.1). We split the solution $u$ into

$$
\begin{equation*}
u(t)=\varepsilon a\left(\varepsilon^{2} t\right)+\varepsilon^{2} \psi\left(\varepsilon^{2} t\right), \tag{2.14}
\end{equation*}
$$

with $a \in \mathcal{N}$ and $\psi \in \mathcal{S}$, and rescale to the slow time scale $T=\varepsilon^{2} t$, in order to obtain for the dominant modes

$$
\begin{equation*}
d a=\left[\mathcal{L}_{c} a+\varepsilon \mathcal{L}_{c} \psi+2 B_{c}(a, \psi)+\varepsilon B_{c}(\psi, \psi)\right] d T+d \tilde{W}_{c} . \tag{2.15}
\end{equation*}
$$

For the fast modes we derive

$$
\begin{align*}
d \psi=\left[\varepsilon^{-2} \mathcal{A}_{s} \psi+\varepsilon^{-1} \mathcal{L}_{s} a+\mathcal{L}_{s} \psi\right. & +\varepsilon^{-2} B_{s}(a, a)+2 \varepsilon^{-1} B_{s}(a, \psi)  \tag{2.16}\\
& \left.+B_{s}(\psi, \psi)\right] d T+\varepsilon^{-1} d \tilde{W}_{s},
\end{align*}
$$

where $\tilde{W}(T):=\varepsilon W\left(\varepsilon^{-2} T\right)$ is a rescaled version of the Wiener process. Now we use (2.16) in order to remove $\psi$ from Equation (2.15).

From (2.16) we obtain in lowest order of $\varepsilon$ that

$$
\mathcal{A}_{s} \psi \approx-B_{s}(a, a) .
$$

As $\mathcal{A}_{s}$ is invertible on $\mathcal{S}$, we derive

$$
\psi \approx-\mathcal{A}_{s}^{-1} B_{s}(a, a),
$$

which we substitute into (2.15). Neglecting all small terms in $\varepsilon$, yields

$$
d a \approx\left[\mathcal{L}_{c} a-2 \mathcal{F}(a)\right] d T+d \tilde{W}_{c} .
$$

Thus, we consider solutions $b:\left[0, T_{0}\right] \rightarrow \mathcal{N}$ of

$$
\begin{equation*}
d b=\left[\mathcal{L}_{c} b-2 \mathcal{F}(b)\right] d T+d \tilde{W}_{c} . \tag{2.17}
\end{equation*}
$$

This is the amplitude equation that approximates the dynamics of the original SPDE. The main aim of this chapter is to show that the solution of (2.1)

$$
u(t)=\varepsilon b\left(\varepsilon^{2} t\right)+\mathcal{O}\left(\varepsilon^{2-}\right)
$$

In the following, let us be more precise. Applying Itô's formula to $B_{c}\left(a, \mathcal{A}_{s}^{-1} \psi\right)$ we obtain

$$
\begin{aligned}
d B_{c}\left(a(T), A_{s}^{-1} \psi(T)\right)= & B_{c}\left(d a, A_{s}^{-1} \psi\right)+B_{c}\left(a, A_{s}^{-1} d \psi\right)+\frac{1}{2} B_{c}\left(d a, A_{s}^{-1} d \psi\right) \\
= & B_{c}\left(L_{c} a, A_{s}^{-1} \psi\right) d T+\varepsilon B_{c}\left(L_{c} \psi, A_{s}^{-1} \psi\right) d T \\
& +B_{c}\left(a, A_{s}^{-1} L_{s} \psi\right) d T+\varepsilon^{-1} B_{c}\left(a, A_{s}^{-1} L_{s} a\right) d T \\
& +2 B_{c}\left(B_{c}(a, \psi), A_{s}^{-1} \psi\right) d T+\varepsilon B_{c}\left(B_{c}(\psi, \psi), A_{s}^{-1} \psi\right) d T \\
& +B_{c}\left(d \tilde{W}_{c}, A_{s}^{-1} \psi\right)+\varepsilon^{-2} B_{c}\left(a, A_{s}^{-1} B_{s}(a, a)\right) d T \\
& +\varepsilon^{-2} B_{c}(a, \psi) d T+2 \varepsilon^{-1} B_{c}\left(a, A_{s}^{-1} B_{s}(a, \psi)\right) d T \\
& +B_{c}\left(a, A_{s}^{-1} B_{s}(\psi, \psi)\right) d T+\varepsilon^{-1} B_{c}\left(a, A_{s}^{-1} d \tilde{W}_{s}\right) \\
& -\frac{\varepsilon}{2} B_{c}\left(d \tilde{W}_{c}(T), \mathcal{A}_{s}^{-1} d \tilde{W}_{s}(T)\right) .
\end{aligned}
$$

Integrating from 0 to $T$, yields

$$
\begin{align*}
\int_{0}^{T} B_{c}(a(\tau), \psi(\tau)) d \tau= & \varepsilon^{2} B_{c}\left(a(T), A_{s}^{-1} \psi(T)\right)-\int_{0}^{T} \mathcal{F}(a(\tau)) d \tau \\
& -\varepsilon^{2} \int_{0}^{T} B_{c}\left(L_{c} a, A_{s}^{-1} \psi\right) d \tau-\varepsilon^{3} \int_{0}^{T} B_{c}\left(L_{c} \psi, A_{s}^{-1} \psi\right) d \tau \\
& -\varepsilon^{3} \int_{0}^{T} B_{c}\left(B_{c}(\psi, \psi), A_{s}^{-1} \psi\right) d \tau-\varepsilon \int_{0}^{T} B_{c}\left(a, A_{s}^{-1} L_{s} a\right) d \tau \\
& -2 \varepsilon^{2} \int_{0}^{T} B_{c}\left(B_{c}(a, \psi), A_{s}^{-1} \psi\right) d \tau-\varepsilon^{2} \int_{0}^{T} B_{c}\left(d \tilde{W}_{c}, A_{s}^{-1} \psi\right) \\
& -\varepsilon^{2} \int_{0}^{T} B_{c}\left(a, A_{s}^{-1} L_{s} \psi\right) d \tau-2 \varepsilon \int_{0}^{T} B_{c}\left(a, A_{s}^{-1} B_{s}(a, \psi)\right) d \tau \\
& -\varepsilon^{2} \int_{0}^{T} B_{c}\left(a, A_{s}^{-1} B_{s}(\psi, \psi)\right) d \tau-\varepsilon \int_{0}^{T} B_{c}\left(a, A_{s}^{-1} d \tilde{W}_{s}\right) \\
& -\frac{\varepsilon}{2} \int_{0}^{T} B_{c}\left(d \tilde{W}_{c}(\tau), \mathcal{A}_{s}^{-1} d \tilde{W}_{s}(\tau)\right) . \tag{2.18}
\end{align*}
$$

Integrating (2.15) and using (2.18) we obtain the amplitude equation with remainder

$$
\begin{equation*}
a(T)=a(0)+\int_{0}^{T} \mathcal{L}_{c} a(\tau) d \tau-2 \int_{0}^{T} \mathcal{F}(a(\tau)) d \tau+\tilde{W}_{c}(T)+R(T) \tag{2.19}
\end{equation*}
$$

where the remainder $R$ is given by

$$
\begin{align*}
R(T)= & \varepsilon^{2} B_{c}\left(a(T), \mathcal{A}_{s}^{-1} \psi(T)\right)-2 \varepsilon^{2} \int_{0}^{T} B_{c}\left(B_{c}(a(\tau), \psi(\tau)), \mathcal{A}_{s}^{-1} \psi(\tau)\right) d \tau \\
& -\varepsilon^{3} \int_{0}^{T} B_{c}\left(B_{c}(\psi(\tau), \psi(\tau)), \mathcal{A}_{s}^{-1} \psi(\tau)\right) d \tau-\varepsilon^{2} \int_{0}^{T} B_{c}\left(\mathcal{L}_{c} a, \mathcal{A}_{s}^{-1} \psi\right) d \tau \\
& -2 \varepsilon \int_{0}^{T} B_{c}\left(a(\tau), \mathcal{A}_{s}^{-1} B_{s}(a(\tau), \psi(\tau))\right) d \tau-\varepsilon^{3} \int_{0}^{T} B_{c}\left(\mathcal{L}_{c} \psi, \mathcal{A}_{s}^{-1} \psi\right) d \tau \\
& -\varepsilon \int_{0}^{T} B_{c}\left(a, \mathcal{A}_{s}^{-1} \mathcal{L}_{s} a\right) d \tau-\varepsilon^{2} \int_{0}^{T} B_{c}\left(a, \mathcal{A}_{s}^{-1} \mathcal{L}_{s} \psi\right) d \tau \\
& +\varepsilon \int_{0}^{T} \mathcal{L}_{c} \psi(\tau) d \tau-\varepsilon^{2} \int_{0}^{T} B_{c}\left(a(\tau), \mathcal{A}_{s}^{-1} B_{s}(\psi(\tau), \psi(\tau))\right) d \tau \\
& +\varepsilon \int_{0}^{T} B_{c}(\psi(\tau), \psi(\tau)) d \tau-\varepsilon^{2} \int_{0}^{T} B_{c}\left(d W_{c}(\tau), \mathcal{A}_{s}^{-1} \psi(\tau)\right) \\
& -\varepsilon \int_{0}^{T} B_{c}\left(a(\tau), \mathcal{A}_{s}^{-1} d \tilde{W}_{s}(\tau)\right)-\varepsilon \int_{0}^{T} B_{c}\left(d \tilde{W}_{c}(\tau), \mathcal{A}_{s}^{-1} d \tilde{W}_{s}(\tau)\right) . \tag{2.20}
\end{align*}
$$

For our main aim we need to show that the remainder $R$ is of order $\varepsilon$. This involves carefully analysis of all terms using moments of uniform bounds up to the stopping time like $\mathbb{E} \sup _{\left[0, \tau^{*}\right]}\|R\|_{\alpha}^{p}$. Later, we need an explicit error estimate to actually remove $R$ from the equation. Finally, we use the nonlinear stability of the amplitude equation to show that $\tau^{*}=T_{0}$ with high probability.

To be more precise, the main result is:

Theorem 2.3.1 (Approximation) Under Assumptions 2.2.1, 2.2.3, 2.2.4 and 2.2.10, let $u$ be a solution of (2.1) defined in (2.14) with the initial condition $u(0)=$ $\varepsilon a(0)+\varepsilon^{2} \psi(0)$ where $a(0)$ and $\psi(0)$ are of order one. Suppose that $b$ is a solution of the amplitude equation (2.17). Then for all $p>1$ and $T_{0}>0$ there exists $a$ constant $C>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{2-7 \kappa}\right) \leq C \varepsilon^{p} . \tag{2.21}
\end{equation*}
$$

### 2.4 Proof of the Main Result

As a first step of the approximation result, we show that in (2.14) the modes $\psi \in \mathcal{S}$ are essentially an OU-process plus a quadratic term in the modes $a \in \mathcal{N}$. Later we use this to replace $\psi$ in (2.15). After this, we proceed to show that $\psi$ is with high probability not too large.

Lemma 2.4.1 Under Assumption 2.2.1, 2.2.3, 2.2.4 and 2.2.10 let $z(T), T>0$ be the $\mathcal{S}$-valued process solving the $\operatorname{SDE}$

$$
\begin{equation*}
d z=\varepsilon^{-2} \mathcal{A}_{s} z d T+\varepsilon^{-1} d \tilde{W}_{s}, \quad z(0)=\psi(0) . \tag{2.22}
\end{equation*}
$$

Then for $\varepsilon \in(0,1)$ and $T \leq \tau^{*}$

$$
\begin{equation*}
\left\|\psi(T)-z(T)-\varepsilon^{-2} \int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} B_{s}(a(\tau), a(\tau)) d \tau\right\|_{\alpha} \leq C \varepsilon^{1-5 \kappa} . \tag{2.23}
\end{equation*}
$$

Proof. The mild formulation of (2.16) is

$$
\psi(T)=z(T)+\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)}\left[\mathcal{L}_{s} \psi+\varepsilon^{-1} \mathcal{L}_{s} a+\varepsilon^{-2} B_{s}(a+\varepsilon \psi)\right] d \tau
$$

Thus, we derive

$$
\begin{aligned}
\| \psi(T) & -z(T)-\varepsilon^{-2} \int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} B_{s}(a, a) d \tau \|_{\alpha} \\
\leq & \left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} \mathcal{L}_{s} \psi(\tau) d \tau\right\|_{\alpha}+\varepsilon^{-1}\left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} \mathcal{L}_{s} a(\tau) d \tau\right\|_{\alpha} \\
& +2 \varepsilon^{-1}\left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} B_{s}(a(\tau), \psi(\tau)) d \tau\right\|_{\alpha} \\
& +\left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} B_{s}(\psi(\tau), \psi(\tau)) d \tau\right\|_{\alpha} \\
=: & I_{1}+I_{2}+I_{3}+I_{4} .
\end{aligned}
$$

We now bound all four terms separately. Using Lemma 1.1.3 with $0 \leq \beta<m$, we obtain for the first term for all $T \leq \tau^{*}$

$$
\begin{aligned}
I_{1} & =\left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} \mathcal{L}_{s} \psi(\tau) d \tau\right\|_{\alpha} \\
& \leq C \varepsilon^{\frac{2 \beta}{m}} \int_{0}^{T} e^{-\varepsilon^{-2} \omega(T-\tau)}(T-\tau)^{-\frac{\beta}{m}}\|\psi(\tau)\|_{\alpha} d \tau \\
& \leq C \varepsilon^{2-3 \kappa}
\end{aligned}
$$

where we used the definition of $\tau^{*}$ and Assumption 2.2.3. Analogously, to the second term, we obtain for all $T \leq \tau^{*}$

$$
I_{2} \leq C \varepsilon^{\frac{2 \beta}{m}-1} \int_{0}^{T} e^{-\varepsilon^{-2} \omega(T-\tau)}(T-\tau)^{-\frac{\beta}{m}}\left\|\mathcal{L}_{s} a(\tau)\right\|_{\alpha-\beta} d \tau \leq C \varepsilon^{1-\kappa}
$$

For the third term we obtain

$$
\begin{aligned}
I_{3} & \leq C \varepsilon^{\frac{2 \beta}{m}-1} \int_{0}^{T} e^{-\varepsilon^{-2} \omega(T-\tau)}(T-\tau)^{-\frac{\beta}{m}}\left\|B_{s}(a(\tau), \psi(\tau))\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon^{\frac{2 \beta}{m}-1} \sup _{\tau \in\left[0, \tau^{*}\right]}\left\|B_{s}(a(\tau), \psi(\tau))\right\|_{\alpha-\beta} \int_{0}^{T} e^{-\varepsilon^{-2} \omega \tau} \tau^{-\frac{\beta}{m}} d \tau .
\end{aligned}
$$

Using Assumption 2.2.4, yields for $T \leq \tau^{*}$,

$$
I_{3} \leq C \varepsilon \sup _{\tau \in\left[0, \tau^{*}\right]}\left\{\|a(\tau)\|_{\alpha}\|\psi(\tau)\|_{\alpha}\right\} \int_{0}^{\varepsilon^{-2} \omega T} e^{-\eta} \eta^{-\frac{\beta}{m}} d \eta \leq C \varepsilon^{1-4 \kappa}
$$

Analogously, we derive for the fourth term

$$
\begin{aligned}
I_{4} & \leq \varepsilon^{\frac{2 \beta}{m}} \int_{0}^{T} e^{-\varepsilon^{-2} \omega(T-\tau)}(T-\tau)^{-\frac{\beta}{m}}\left\|B_{s}(\psi(\tau), \psi(\tau))\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon^{\frac{2 \beta}{m}} \sup _{\tau \in\left[0, \tau^{*}\right]}\left\|B_{s}(\psi(\tau), \psi(\tau))\right\|_{\alpha-\beta} \int_{0}^{T} e^{-\varepsilon^{-2} \omega(T-\tau)}(T-\tau)^{-\frac{\beta}{m}} d \tau \\
& \leq C \varepsilon^{2} \sup _{\tau \in\left[0, \tau^{*}\right]}\|\psi(\tau)\|_{\alpha}^{2} \int_{0}^{\varepsilon^{-2} \omega T} e^{-\eta} \eta^{-\frac{\beta}{m}} d \eta \leq C \varepsilon^{2-6 \kappa} .
\end{aligned}
$$

Combining all four results yields (2.23).
In the following we will show that $\psi \ll \mathcal{O}\left(\varepsilon^{-3 \kappa}\right)$. First, the following Lemma provides bounds for the stochastic convolution based on the well know factorisation method. This also implies bounds for the process $z$ defined in (2.22).

Lemma 2.4.2 Under Assumption 2.2.1 and 2.2.10, let $\|z(0)\|_{\alpha}=\mathcal{O}(1)$. Now for every $\kappa_{0}>0, p>1$, and $T_{0}>0$, there exists a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{E}\left(\sup _{T \in\left[0, T_{0}\right]}\|z(T)\|_{\alpha}^{2 p}\right) \leq C \varepsilon^{-\kappa_{0}} . \tag{2.24}
\end{equation*}
$$

Proof. The mild solution of equation (2.22) is given by

$$
\begin{equation*}
z(T)=e^{\varepsilon^{-2} \mathcal{A}_{s} T} z(0)+\varepsilon^{-1} \tilde{W}_{\varepsilon^{-2} \mathcal{A}_{s}}(T) . \tag{2.25}
\end{equation*}
$$

The bound on $z(T)$ depends on the bound on $\tilde{W}_{\varepsilon^{-2}} \mathcal{A}_{s}$. We will use the factorization method introduced in [35] to prove the bound on $\tilde{W}_{\varepsilon^{-2} \mathcal{A}_{s}}$, which is based on the following elementary identity

$$
\begin{equation*}
\int_{\sigma}^{T}(T-r)^{\gamma-1}(r-\sigma)^{-\gamma} d r=\frac{\pi}{\sin \pi \gamma} \text { for } \sigma \leq r \leq T, 0<\gamma<1 \tag{2.26}
\end{equation*}
$$

Fix $\gamma \in\left(0, \frac{1}{2}\right)$. By using identity (2.26), we obtain:

$$
\tilde{W}_{\varepsilon^{-2} \mathcal{A}_{s}}(T)=C_{\gamma} \int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\sigma)}\left[\int_{\sigma}^{T}(T-r)^{\gamma-1}(r-\sigma)^{-\gamma} d r\right] d \tilde{W}_{s}(\sigma) .
$$

From the stochastic Fubini theorem, we obtain

$$
\begin{aligned}
\tilde{W}_{\varepsilon^{-2} \mathcal{A}_{s}}(T) & =C_{\gamma} \int_{0}^{T} \int_{0}^{s} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\sigma)}(T-s)^{\gamma-1}(s-\sigma)^{-\gamma} d \tilde{W}_{s}(\sigma) d s \\
& =C_{\gamma} \int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-s)}(T-s)^{\gamma-1} \int_{0}^{s} e^{\varepsilon^{-2} \mathcal{A}_{s}(s-\sigma)}(s-\sigma)^{-\gamma} d \tilde{W}_{s}(\sigma) d s .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\tilde{W}_{\varepsilon^{-2} \mathcal{A}_{s}}(T)=C_{\gamma} \int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-s)}(T-s)^{\gamma-1} y(s) d s \tag{2.27}
\end{equation*}
$$

with $y(s):=\int_{0}^{s} e^{\varepsilon^{-2} \mathcal{A}_{s}(s-\sigma)}(s-\sigma)^{-\gamma} d \tilde{W}_{s}(\sigma)$. Hence, by Gaussianity

$$
\mathbb{E}\|y(s)\|_{\alpha}^{2 p} \leq C_{p}\left(\mathbb{E}\|y(s)\|_{\alpha}^{2}\right)^{p} .
$$

Using the series expansion (cf. (2.11)), yields

$$
y(s)=\sum_{l=n+1}^{\infty} \int_{0}^{s} e^{-\varepsilon^{-2}(s-\sigma) \lambda_{l}}(s-\sigma)^{-\gamma} d \tilde{\mathbf{B}}_{l}(\sigma) e_{l} .
$$

Using Itô-Isometry in order to obtain

$$
\begin{aligned}
\mathbb{E}\|y(s)\|_{\alpha}^{2 p} & \leq C_{p}\left(\sum_{l=n+1}^{\infty} l^{2 \alpha} \mathbb{E}\left(\int_{0}^{s} e^{-\varepsilon^{-2}(s-\sigma) \lambda_{l}}(s-\sigma)^{-\gamma} d \tilde{\mathbf{\beta}}_{l}(\sigma)\right)^{2}\right)^{p} \\
& =C_{p} \varepsilon^{2 p-4 p \gamma}\left(\sum_{l=n+1}^{\infty} l^{2 \alpha}\left(\lambda_{l}\right)^{2 \gamma-1}\left\|Q^{\frac{1}{2}} e_{l}\right\|^{2} \int_{0}^{\frac{\varepsilon^{2} s}{2 \lambda_{l}}} e^{-\tau} \tau^{-2 \gamma} d \tau\right)^{p}
\end{aligned}
$$

where we used

$$
\begin{equation*}
\left(d \tilde{\boldsymbol{\beta}}_{l}(\sigma)\right)^{2}=\sum_{k=1}^{\infty} \alpha_{k}^{2}\left\langle f_{k}, e_{l}\right\rangle^{2} d \sigma=\left\|Q^{\frac{1}{2}} e_{l}\right\|^{2} d \sigma . \tag{2.28}
\end{equation*}
$$

Integrating from 0 to $T_{0}$, we obtain

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T_{0}}\|y(s)\|_{\alpha}^{2 p} d s \leq C \varepsilon^{2 p-4 \gamma p} . \tag{2.29}
\end{equation*}
$$

Taking the $\mathcal{H}^{\alpha}$ norm in (2.27), yields

$$
\left\|\tilde{W}_{\varepsilon^{-2} \mathcal{A}_{s}}(T)\right\|_{\alpha}^{2 p} \leq C\left(\int_{0}^{T} e^{\left(-\varepsilon^{-2} \omega\right)(T-s)}(T-s)^{\gamma-1}\|y(s)\|_{\alpha} d s\right)^{2 p}
$$

Using Hölder inequality with $\frac{1}{2 p}+\frac{1}{2 q}=1$ for sufficiently large $p$ implies

$$
\left\|\tilde{W}_{\varepsilon^{-2} \mathcal{A}_{s}}(T)\right\|_{\alpha}^{2 p} \leq C \varepsilon^{4 p \gamma-2} \int_{0}^{T}\|y(s)\|_{\alpha}^{2 p} d s
$$

Hence, using (2.29) we obtain

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left\|\tilde{W}_{\varepsilon^{-2} \mathcal{A}_{s}}(T)\right\|_{\alpha}^{2 p} \leq C \varepsilon^{4 p \gamma-2} \int_{0}^{T_{0}} \mathbb{E}\|y(s)\|_{\alpha}^{2 p} d s \leq C \varepsilon^{2 p-2} .
$$

For the bound on $z$ take the norm of Equation (2.25) to obtain for sufficiently large $p$

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\|z(T)\|_{\alpha}^{2 p} & \leq C\left[\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left\|e^{\varepsilon^{-2} T \mathcal{A}_{s}} z(0)\right\|_{\alpha}^{2 p}+\varepsilon^{-2 p} \mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left\|\tilde{W}_{\varepsilon^{-2} \mathcal{A}_{s}}(T)\right\|_{\alpha}^{2 p}\right] \\
& \leq C \mathbb{E} \sup _{T \in\left[0, T_{0}\right]} e^{-2 p \varepsilon^{-2} \omega T}\|z(0)\|_{\alpha}^{2 p}+C \cdot \varepsilon^{-2 p} \cdot \varepsilon^{2 p-2} \\
& \leq C \varepsilon^{-2} .
\end{aligned}
$$

Using Hölder inequality we derive for all $p>1$ and sufficiently large $q>\frac{2}{\kappa_{0}}$

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\|z(T)\|_{\alpha}^{2 p} \leq \mathbb{E}\left(\sup _{T \in\left[0, T_{0}\right]}\|z(T)\|_{\alpha}^{2 p q}\right)^{\frac{1}{q}} \leq C \varepsilon^{-\kappa_{0}}
$$

where the constant $C$ depends among other things on $T$, $p$, and $\kappa_{0}$.
We now need the following simple estimate.
Lemma 2.4.3 Under Assumption 2.2.1 and 2.2.4, using $\tau^{*}$ defined in Definition 2.2.11,

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} B_{s}(a(\tau), a(\tau)) d \tau\right\|_{\alpha}^{2 p} \leq C \varepsilon^{4 p-4 p \kappa} \tag{2.30}
\end{equation*}
$$

for all $\varepsilon \in(0,1)$.
Proof. Using Lemma 1.1.3 and Assumption 2.2.4 we obtain for $T<\tau^{*}$

$$
\begin{aligned}
\left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} B_{s}(a, a) d \tau\right\|_{\alpha} & \leq C \varepsilon^{\frac{2 \beta}{m}} \int_{0}^{T} e^{-\varepsilon^{-2} \omega(T-\tau)}(T-\tau)^{-\frac{\beta}{m}}\left\|B_{s}(a, a)\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon^{2} \sup _{\tau \in\left[0, \tau^{*}\right]}\|a(\tau)\|_{\alpha}^{2} \int_{0}^{\varepsilon^{-2} \omega T} e^{-\eta} \eta^{-\frac{\beta}{m}} d \eta \\
& \leq C \varepsilon^{2-2 \kappa} .
\end{aligned}
$$

Now we can proceed to bound $\psi$. The following lemma states that $\psi(T)$ is with high probability much smaller than $\varepsilon^{-3 \kappa}$, as asserted by the Definition 2.2.11 for $T \leq \tau^{*}$. Here a key fact is that in the definition of $\tau^{*}$ we have $a=\mathcal{O}\left(\varepsilon^{-\kappa}\right)$, while $\psi=\mathcal{O}\left(\varepsilon^{-3 \kappa}\right)$, but we already proved that $\psi$ is essentially a quadratic term in $a$.

Lemma 2.4.4 Let the assumptions of Lemmas 2.4.1, 2.4.2, and 2.4.3 be true. Then for all $p \geq 1$ there is a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\|\psi(T)\|_{\alpha}^{2 p} \leq C \varepsilon^{-4 p \kappa} \tag{2.31}
\end{equation*}
$$

Proof. From (2.23), by triangle inequality and Lemma 2.4.1, we obtain

$$
\begin{aligned}
\mathbb{E} \sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha}^{2 p} & \leq C \varepsilon^{2 p-10 p \kappa}+C \mathbb{E} \sup _{\left[0, \tau^{*}\right]}\|z\|_{\alpha}^{2 p} \\
& +C \varepsilon^{-4 p} \mathbb{E} \sup _{\left[0, \tau^{*}\right]}\left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} B_{s}(a, a) d \tau\right\|_{\alpha}^{2 p} .
\end{aligned}
$$

We finish the proof by using Lemma 2.4.2 and 2.4.3.

Corollary 2.4.5 Under the assumptions of Lemma 2.4.4, there is for every every $p>1$ a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\sup _{T \in\left[0, \tau^{*}\right]}\|\psi(T)\|_{\alpha}<\varepsilon^{-3 \kappa}\right) \geq 1-C \varepsilon^{2 p \kappa} \tag{2.32}
\end{equation*}
$$

Proof. From Chebychev inequality

$$
\mathbb{P}\left(\sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha}<\varepsilon^{-3 \kappa}\right) \geq 1-\varepsilon^{6 \kappa p} \cdot \mathbb{E} \sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha}^{2 p}
$$

We finish the proof by using (2.31).
Now the next step is to bound the remainder $R$ defined in (2.20), and use it in order to show the approximation result later.

Lemma 2.4.6 We assume that Assumptions 2.2.1, 2.2.3, 2.2.4, and 2.2.10 hold. Then for all $p>1$ there exists a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\|R(T)\|_{\alpha}^{p} \leq C \varepsilon^{p-6 p \kappa} \tag{2.33}
\end{equation*}
$$

Proof. For the bound on $R$ we bound all terms in (2.20) separately. The estimates rely on Assumption 2.2.4 and the inequality $\|\psi\|_{\gamma} \leq C\|\psi\|_{\gamma+\delta}$ for all $\gamma \in \mathbb{R}$ and $\delta \geq 0$. Moreover, we use that $B_{c}\left(a(\tau), \mathcal{A}_{s}^{-1} \psi(\tau)\right) \in \mathcal{N}$ (finite dimensional) and
$\mathcal{A}_{s}^{-1}$ being a bounded linear operator on $\mathcal{S} \subset \mathcal{H}^{\alpha}$. Thus, we obtain for all times up to the stopping time $\tau^{*}$ that

$$
\begin{aligned}
\left\|\varepsilon^{2} B_{c}\left(a, \mathcal{A}_{s}^{-1} \psi\right)\right\|_{\alpha} & \leq C \varepsilon^{2}\left\|B_{c}\left(a, \mathcal{A}_{s}^{-1} \psi\right)\right\|_{\alpha-\beta} \\
& \leq C \varepsilon^{2}\|a\|_{\alpha}\left\|\mathcal{A}_{s}^{-1} \psi\right\|_{\alpha} \\
& \leq C \varepsilon^{2}\|a\|_{\alpha}\|\psi\|_{\alpha} .
\end{aligned}
$$

Using the definition of $\tau^{*}$, we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{\left[0, \tau^{*}\right]}\left\|\varepsilon^{2} B_{c}\left(a, \mathcal{A}_{s}^{-1} \psi\right)\right\|_{\alpha}^{p} \leq C \varepsilon^{2 p-4 p \kappa} \tag{2.34}
\end{equation*}
$$

For the second term in (2.20) with $T \leq \tau^{*} \leq T_{0}$

$$
\begin{align*}
\left\|2 \varepsilon^{2} \int_{0}^{T} B_{c}\left(B_{c}(a, \psi), \mathcal{A}_{s}^{-1} \psi\right) d \tau\right\|_{\alpha} & \leq C \varepsilon^{2} \int_{0}^{T}\left\|B_{c}\left(B_{c}(a, \psi), \mathcal{A}_{s}^{-1} \psi\right)\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon^{2} T \sup _{\left[0, \tau^{*}\right]}\left\|B_{c}(a, \psi)\right\|_{\alpha}\left\|\mathcal{A}_{s}^{-1} \psi\right\|_{\alpha} \\
& \leq C \varepsilon^{2} T \sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}\|\psi\|_{\alpha}^{2} \\
& \leq C \varepsilon^{2-7 \kappa} . \tag{2.35}
\end{align*}
$$

Analogously, for the third term in (2.20)

$$
\begin{align*}
\left\|\varepsilon^{3} \int_{0}^{T} B_{c}\left(B_{c}(\psi, \psi), \mathcal{A}_{s}^{-1} \psi\right) d \tau\right\|_{\alpha} & \leq C \varepsilon^{3} \int_{0}^{T}\left\|B_{c}\left(B_{c}(\psi, \psi), \mathcal{A}_{s}^{-1} \psi\right)\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon^{3} T \sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha}^{3} \\
& \leq C \varepsilon^{3-9 \kappa} . \tag{2.36}
\end{align*}
$$

The 4th term in (2.20) is bounded by

$$
\begin{align*}
\left\|\varepsilon^{2} \int_{0}^{T} B_{c}\left(\mathcal{L}_{c} a, \mathcal{A}_{s}^{-1} \psi\right) d \tau\right\|_{\alpha} & \leq C \varepsilon^{2} \int_{0}^{T}\left\|B_{c}\left(\mathcal{L}_{c} a, \mathcal{A}_{s}^{-1} \psi\right)\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon^{2} \sup _{\left[0, \tau^{*}\right]}\left\|\mathcal{L}_{c} a\right\|_{\alpha}\left\|\mathcal{A}_{s}^{-1} \psi\right\|_{\alpha} \\
& \leq C \varepsilon^{2} \sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}\|\psi\|_{\alpha} \\
& \leq C \varepsilon^{2-4 \kappa}, \tag{2.37}
\end{align*}
$$

where we used $\left\|\mathcal{L}_{c} a\right\|_{\alpha} \leq C\left\|\mathcal{L}_{c} a\right\|_{\alpha-\beta}$, as $\mathcal{N}$ is finite dimensional.
For the 5th term in (2.20)

$$
\begin{align*}
\left\|2 \varepsilon \int_{0}^{T} B_{c}\left(a, \mathcal{A}_{s}^{-1} B_{s}(a, \psi)\right) d \tau\right\|_{\alpha} & \leq C \varepsilon \int_{0}^{T}\left\|B_{c}\left(a, \mathcal{A}_{s}^{-1} B_{s}(a, \psi)\right)\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon \sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}\left\|\mathcal{A}_{s}^{-1} B_{s}(a, \psi)\right\|_{\alpha} \\
& \leq C \varepsilon \sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}^{2}\|\psi\|_{\alpha} \\
& \leq C \varepsilon^{1-5 \kappa} \tag{2.38}
\end{align*}
$$

The 6th term in (2.20) is bounded by

$$
\begin{align*}
\left\|\varepsilon^{3} \int_{0}^{T} B_{c}\left(\mathcal{L}_{c} \psi, \mathcal{A}_{s}^{-1} \psi\right) d \tau\right\|_{\alpha} & \leq C \varepsilon^{3} \int_{0}^{T}\left\|B_{c}\left(\mathcal{L}_{c} \psi(\tau), \mathcal{A}_{s}^{-1} \psi(\tau)\right)\right\|_{\alpha-\beta} d \tau \\
& \left.\leq C \varepsilon^{3} \sup _{\left[0, \tau^{*}\right]}\left\|\mathcal{L}_{c} \psi\right\|_{\alpha} \| \mathcal{A}_{s}^{-1} \psi\right) \|_{\alpha} \\
& \leq C \varepsilon^{3} \sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha}^{2} \\
& \leq C \varepsilon^{3-6 \kappa} . \tag{2.39}
\end{align*}
$$

The 7th term in (2.20) is bounded by

$$
\begin{align*}
\left\|\varepsilon \int_{0}^{T} B_{c}\left(a, \mathcal{A}_{s}^{-1} \mathcal{L}_{s} a\right) d \tau\right\|_{\alpha} & \leq C \varepsilon \int_{0}^{T}\left\|B_{c}\left(a, \mathcal{A}_{s}^{-1} \mathcal{L}_{s} a\right)\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon \sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}\left\|\mathcal{A}_{s}^{-1} \mathcal{L}_{s} a\right\|_{\alpha} \\
& \leq C \varepsilon \sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}\left\|\mathcal{L}_{s} a\right\|_{\alpha-m} \\
& \leq C \varepsilon \sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}^{2} \\
& \leq C \varepsilon^{1-2 \kappa} . \tag{2.40}
\end{align*}
$$

The 8th term in (2.20) is completely analogous. We have

$$
\begin{equation*}
\left\|\varepsilon^{2} \int_{0}^{T} B_{c}\left(a, \mathcal{A}_{s}^{-1} \mathcal{L}_{s} \psi\right) d \tau\right\|_{\alpha} \leq C \varepsilon^{2-4 \kappa} \tag{2.41}
\end{equation*}
$$

Moreover for the 9th term in (2.20):

$$
\begin{equation*}
\left\|\varepsilon \int_{0}^{T} B_{c}(\psi, \psi) d \tau\right\|_{\alpha} \leq C \varepsilon \int_{0}^{T}\left\|B_{c}(\psi, \psi)\right\|_{\alpha-\beta} d \tau \leq C \varepsilon^{1-6 \kappa} \tag{2.42}
\end{equation*}
$$

For the 10th term in (2.20)

$$
\begin{align*}
\left\|\varepsilon \int_{0}^{T} \mathcal{L}_{c} \psi d \tau\right\|_{\alpha} & \leq C \varepsilon \int_{0}^{T}\left\|\mathcal{L}_{c} \psi\right\|_{\alpha} d \tau \\
& \leq C \varepsilon \int_{0}^{T}\left\|\mathcal{L}_{c} \psi\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon \sup _{\left[0, \tau^{*}\right]}\|\psi(\tau)\|_{\alpha} \\
& \leq C \varepsilon^{1-3 \kappa} . \tag{2.43}
\end{align*}
$$

The 11th term in (2.20) is bounded by

$$
\begin{align*}
\left\|\varepsilon^{2} \int_{0}^{T} B_{c}\left(a, \mathcal{A}_{s}^{-1} B_{s}(\psi, \psi)\right) d \tau\right\|_{\alpha} & \leq C \varepsilon^{2} \int_{0}^{T}\left\|B_{c}\left(a, \mathcal{A}_{s}^{-1} B_{s}(\psi, \psi)\right)\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon^{2} \sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}\left\|\mathcal{A}_{s}^{-1} B_{s}(\psi, \psi)\right\|_{\alpha} \\
& \leq C \varepsilon^{2} \sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}\|\psi\|_{\alpha}^{2} \\
& \leq C \varepsilon^{2-7 \kappa} . \tag{2.44}
\end{align*}
$$

For the stochastic integral $\varepsilon^{2} \int_{0}^{T} B_{c}\left(d \tilde{W}_{c}, \mathcal{A}_{s}^{-1} \psi\right)$ in (2.20) note that the covariance operator of $W_{c}$ is $Q_{c}=P_{c} Q P_{c}$. Define

$$
£(\tau) u:=B_{c}\left(u(\tau), \mathcal{A}_{s}^{-1} \psi(\tau)\right),
$$

to obtain

$$
\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\left\|\int_{0}^{T} B_{c}\left(d \tilde{W}_{c}(\tau), \mathcal{A}_{s}^{-1} \psi(\tau)\right)\right\|_{\alpha}^{p}=\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\left\|\int_{0}^{T} £(\tau) d \tilde{W}_{c}(\tau)\right\|_{\alpha}^{p} .
$$

By Burkholder-Davis-Gundy (cf. Theorem 1.2.4 in [32]) we derive

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\left\|\int_{0}^{T} £ d \tilde{W}_{c}\right\|_{\alpha}^{p} & =\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\left\|\int_{0}^{T} D^{\alpha} £ d \tilde{W}_{c}\right\|^{p} \\
& \leq \mathbb{E}\left(\int_{0}^{\tau^{*}}\left\|D^{\alpha} £ Q_{c}^{\frac{1}{2}}\right\|_{H S}^{2} d \tau\right)^{\frac{p}{2}} \\
& =C \mathbb{E}\left(\int_{0}^{\tau^{*}} \sum_{k=1}^{\infty}\left\|D^{\alpha} £ Q_{c}^{\frac{1}{2}} g_{k}\right\|^{2} d \tau\right)^{\frac{p}{2}},
\end{aligned}
$$

where $\left(g_{k}\right)_{k \in \mathbb{N}}$ is any orthonormal basis in $\mathcal{H}$ and $D^{\alpha}$ was defined in Definition 2.2.2. The space $H S$ is the space of Hilbert-Schmidt operators on $\mathcal{H}$, equipped with the norm $\|\Psi\|_{H S}=\operatorname{Trace}\left[\Psi \Psi^{*}\right]$. Hence,

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\left\|\int_{0}^{T} £ d \tilde{W}_{c}\right\|_{\alpha}^{p} & \leq \mathbb{E}\left(\int_{0}^{\tau^{*}} \sum_{k=1}^{\infty}\left\|D^{\alpha} B_{c}\left(Q_{c}^{\frac{1}{2}} g_{k}, \mathcal{A}_{s}^{-1} \psi\right)\right\|^{2} d \tau\right)^{\frac{p}{2}} \\
& =C \mathbb{E}(\int_{0}^{\tau^{*}} \sum_{k=1}^{\infty}\|\underbrace{B_{c}\left(Q_{c}^{\frac{1}{2}} g_{k}, \mathcal{A}_{s}^{-1} \psi\right)}_{\in \mathcal{N}}\|_{\alpha}^{2} d \tau)^{\frac{p}{2}} \\
& \leq C \mathbb{E}\left(\sum_{k=1}^{\infty} \sup _{\left[0, \tau^{*}\right]}\left\|B_{c}\left(Q_{c}^{\frac{1}{2}} g_{k}, \mathcal{A}_{s}^{-1} \psi\right)\right\|_{\alpha-\beta}^{2}\right)^{\frac{p}{2}} \\
& \leq C\left(\sum_{k=1}^{\infty}\left\|Q_{c}^{\frac{1}{2}} g_{k}\right\|_{\alpha}^{2}\right)^{\frac{p}{2}} \mathbb{E} \sup _{\left[0, \tau^{*}\right]}\left\|\mathcal{A}_{s}^{-1} \psi(\tau)\right\|_{\alpha}^{p} \\
& \leq C \varepsilon^{-3 p \kappa},
\end{aligned}
$$

where we used the fact that the norm in $H S$ is invariant under taking the adjoint, and independent of the choice of the basis. To be more precise

$$
\begin{aligned}
& \sum_{k=1}^{\infty}\left\|Q_{c}^{\frac{1}{2}} g_{k}\right\|_{\alpha}^{2}=\sum_{k=1}^{\infty}\left\|D^{\alpha} Q_{c}^{\frac{1}{2}} g_{k}\right\|^{2}=\left\|D^{\alpha} Q_{c}^{\frac{1}{2}}\right\|_{H S}^{2} \\
& \stackrel{\text { adjoint }}{=}\left\|Q_{c}^{\frac{1}{2}} D^{\alpha}\right\|_{H S \text { of basis }}^{2} \stackrel{\text { indep. }}{=} \sum_{k=1}^{\infty}\left\|Q_{c}^{\frac{1}{2}} D^{\alpha} e_{k}\right\|^{2} \\
&=\sum_{k=1}^{\infty}\left\langle Q_{c}^{\frac{1}{2}} D^{\alpha} e_{k}, Q_{c}^{\frac{1}{2}} D^{\alpha} e_{k}\right\rangle \\
&=\sum_{k=1}^{\infty}\left\langle Q_{c} D^{\alpha} e_{k}, D^{\alpha} e_{k}\right\rangle=\sum_{k=1}^{\infty} k^{2 \alpha}\left\langle P_{c} Q P_{c} e_{k}, e_{k}\right\rangle \\
&=\sum_{k=1}^{\infty} k^{2 \alpha}\left\langle Q P_{c} e_{k}, P_{c} e_{k}\right\rangle=\sum_{k=1}^{n} k^{2 \alpha}\left\langle Q e_{k}, e_{k}\right\rangle \\
&=\sum_{k=1}^{n} k^{2 \alpha}\left\|Q^{\frac{1}{2}} e_{k}\right\|^{2} \leq C .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\left\|\int_{0}^{T} B_{c}\left(d \tilde{W}_{c}(\tau), \mathcal{A}_{s}^{-1} \psi(\tau)\right)\right\|_{\alpha}^{p} \leq C \varepsilon^{2 p-3 p \kappa} . \tag{2.45}
\end{equation*}
$$

For the stochastic integral $\varepsilon \int_{0}^{T} B_{c}\left(a, \mathcal{A}_{s}^{-1} d \tilde{W}_{s}\right)$ in (2.20), note that the covariance operator of $\tilde{W}_{s}$ is $Q_{s}=P_{s} Q P_{s}$. Similar to the previous estimate we define

$$
£_{1}(\tau) u:=B_{c}\left(a(\tau), \mathcal{A}_{s}^{-1} u\right) .
$$

## Hence,

$$
\begin{aligned}
\mathbb{E}\left(\sup _{T \in\left[0, \tau^{*}\right]}\right. & \left.\left\|\varepsilon \int_{0}^{T} B_{c}\left(a(\tau), A_{S}^{-1} d \tilde{W}_{s}\right)\right\|_{\alpha}^{p}\right) \\
& =\mathbb{E}\left(\sup _{T \in\left[0, \tau^{*}\right]}\left\|\varepsilon \int_{0}^{T} £_{1}(\tau) d \tilde{W}_{s}\right\|_{\alpha}^{p}\right) \\
& =\mathbb{E}\left(\sup _{T \in\left[0, \tau^{*}\right]}\left\|\varepsilon \int_{0}^{T} D^{\alpha} £_{1}(\tau) d \tilde{W}_{s}\right\|_{L^{2}}^{p}\right) .
\end{aligned}
$$

By Burkholder-Davis-Gundy (cf. Theorem 1.2.4 in [32]), we obtain

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]} & \left\|\varepsilon \int_{0}^{T} B_{c}\left(a(\tau), A_{S}^{-1} d \tilde{W}_{s}\right)\right\|_{\alpha}^{p} \\
& \leq C \varepsilon^{p} \mathbb{E}\left(\int_{0}^{\tau^{*}}\left\|D^{\alpha} £_{1}(\tau)\right\|_{L_{0}^{2}}^{2} d \tau\right)^{\frac{p}{2}} \\
& =C \varepsilon^{p} \mathbb{E}\left(\int_{0}^{\tau^{*}}\left\|D^{\alpha} £_{1}(\tau) Q_{s}^{\frac{1}{2}}\right\|_{H S}^{2} d \tau\right)^{\frac{p}{2}} \\
& =C \varepsilon^{p} \mathbb{E}\left(\int_{0}^{\tau^{*}} \sum_{k=1}^{\infty}\left\|D^{\alpha} £_{1}(\tau) Q_{s}^{\frac{1}{2}} g_{k}\right\|_{L^{2}}^{2} d \tau\right)^{\frac{p}{2}} \\
& =C \varepsilon^{p} \mathbb{E}\left(\int_{0}^{\tau^{*}} \sum_{k=1}^{\infty}\left\|D^{\alpha} B_{c}\left(a(\tau), A_{S}^{-1} Q_{s}^{\frac{1}{2}} g_{k}\right)\right\|_{L^{2}}^{2} d \tau\right)^{\frac{p}{2}} \\
& =C \varepsilon^{p} \mathbb{E}\left(\int_{0}^{\tau^{*}} \sum_{k=1}^{\infty}\left\|B_{c}\left(a(\tau), A_{S}^{-1} Q_{s}^{\frac{1}{2}} g_{k}\right)\right\|_{\alpha}^{2} d \tau\right)^{\frac{p}{2}} \\
& \leq C \varepsilon^{p} \mathbb{E}\left(\sum_{k=1}^{\infty}\left(\sup _{\left[0, \tau^{*}\right]}\left\|B_{c}\left(a, A_{S}^{-1} Q_{s}^{\frac{1}{2}} g_{k}\right)\right\|_{\alpha-\beta}^{2}\right) \cdot \tau^{*}\right)^{\frac{p}{2}} \\
& \leq C \varepsilon^{p} \mathbb{E}\left(\sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}^{P}\right)\left(\sum_{k=1}^{\infty}\left\|A_{S}^{-1} Q_{s}^{\frac{1}{2}} g_{k}\right\|_{\alpha}^{2}\right)^{\frac{p}{2}} .
\end{aligned}
$$

Thus,

$$
\begin{align*}
\mathbb{E}\left(\sup _{T \in\left[0, \tau^{*}\right]}\left\|\varepsilon \int_{0}^{T} B_{c}\left(a(\tau), A_{S}^{-1} d \tilde{W}_{s}\right)\right\|_{\alpha}^{p}\right) & \leq C \varepsilon^{p-p \kappa}\left(\sum_{k=1}^{\infty}\left\|A_{S}^{-1} Q_{s}^{\frac{1}{2}} g_{k}\right\|_{\alpha}^{2}\right)^{\frac{p}{2}} \\
& =C \varepsilon^{p-p \kappa}\left(\sum_{k=n+1}^{\infty} \frac{k^{2 \alpha}}{\lambda_{k}^{2}}\left\|Q^{\frac{1}{2}} e_{k}\right\|^{2}\right)^{\frac{p}{2}} \\
& \leq C \varepsilon^{p-p \kappa} \tag{2.46}
\end{align*}
$$

where we used

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left\|\mathcal{A}_{s}^{-1} Q_{s}^{\frac{1}{2}} g_{k}\right\|_{\alpha}^{2} & =\left\|D^{\alpha} \mathcal{A}_{s}^{-1} Q_{s}^{\frac{1}{2}}\right\|_{H S}^{2}=\left\|Q_{s}^{\frac{1}{2}} \mathcal{A}_{s}^{-1} D^{\alpha}\right\|_{H S}^{2} \\
& =\sum_{k=1}^{\infty}\left\|Q_{s}^{\frac{1}{2}} \mathcal{A}_{s}^{-1} D^{\alpha} e_{k}\right\|^{2}=\sum_{k=1}^{\infty} \frac{k^{2 \alpha}}{\lambda_{k}^{2}}\left\|Q_{s}^{\frac{1}{2}} e_{k}\right\|^{2} \\
& =\sum_{k=1}^{\infty} \frac{k^{2 \alpha}}{\lambda_{k}^{2}}\left\langle P_{s} Q P_{s} e_{k}, e_{k}\right\rangle \\
& =\sum_{k=n+1}^{\infty} \frac{k^{2 \alpha}}{\lambda_{k}^{2}}\left\|Q^{\frac{1}{2}} e_{k}\right\|^{2} \\
& \leq C
\end{aligned}
$$

The last step follows from Assumption 2.2.10, as $\lambda_{k} \rightarrow \infty$.
Analogously, for the last integral $\varepsilon \int_{0}^{T} B_{c}\left(d \tilde{W}_{c}(\tau), \mathcal{A}_{s}^{-1} d \tilde{W}_{s}(\tau)\right)$ in (2.20), we obtain

$$
\begin{aligned}
\mathbb{E}\left(\sup _{T \in\left[0, \tau^{*}\right]}\right. & \left.\left\|\varepsilon \int_{0}^{T} B_{c}\left(d \tilde{W}_{c}(\tau), \mathcal{A}_{s}^{-1} d \tilde{W}_{s}(\tau)\right)\right\|_{\alpha}^{p}\right) \\
& =\varepsilon^{p} \mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\left\|\int_{0}^{T} \sum_{k=1}^{n} \sum_{l=n+1}^{\infty} B_{c}\left(e_{k},-\lambda_{l}^{-1} e_{l}\right) d 乃_{k} d \beta_{l}\right\|_{\alpha}^{p} \\
& =\varepsilon^{p}\left\|\sum_{k=1}^{n} \sum_{l=n+1}^{\infty} B_{c}\left(e_{k}, \lambda_{l}^{-1} e_{l}\right)\left\langle Q e_{k}, e_{l}\right\rangle \cdot \tau^{*}\right\|_{\alpha}^{p} \\
\leq & C \varepsilon^{p}\left(\sum_{k=1}^{n} \sum_{l=n+1}^{\infty}\left\|B_{c}\left(e_{k}, \lambda_{l}^{-1} e_{l}\right)\right\|_{\alpha-\beta}\left|\left\langle Q e_{k}, e_{l}\right\rangle\right|\right)^{p}
\end{aligned}
$$

Using Assumptions 2.2.4 and 2.2.10, we obtain

$$
\begin{align*}
\mathbb{E}\left(\sup _{T \in\left[0, \tau^{*}\right]}\right. & \left.\left\|\varepsilon \int_{0}^{T} B_{c}\left(d \tilde{W}_{c}(\tau), \mathcal{A}_{s}^{-1} d \tilde{W}_{s}(\tau)\right)\right\|_{\alpha}^{p}\right) \\
& \leq C \varepsilon^{p}\left(\sum_{k=1}^{n} \sum_{l=n+1}^{\infty} \frac{1}{\lambda_{l}}\left\|e_{k}\right\|_{\alpha}\left\|e_{l}\right\|_{\alpha}\left|\left\langle Q e_{k}, e_{l}\right\rangle\right|\right)^{p} \\
& \leq C \varepsilon^{p}\left(\sum_{k=1}^{n} \sum_{l=n+1}^{\infty} \frac{1}{\lambda_{l}} k^{\alpha} l^{\alpha}\left|\left\langle Q e_{k}, e_{l}\right\rangle\right|\right)^{p} \\
& \leq C \varepsilon^{p} . \tag{2.47}
\end{align*}
$$

As we supposed $\kappa<\frac{1}{7}$ in the definition of $\tau^{*}$, we can collect all term in the equations from (2.34) until (2.47). This implies the result.

In order to prove now the approximation result, we first need the following a-priori estimate for solutions of the amplitude equation.

Lemma 2.4.7 Let Assumptions 2.2.1, 2.2.3, 2.2.8 and 2.2.10 hold. Define the stochastic process $b(T)$ in $\mathcal{N}$ with $\mathbb{E}\|b(0)\| \leq C$ as the solution of

$$
\begin{equation*}
b(T)=b(0)+\int_{0}^{T} \mathcal{L}_{c} b(\tau) d \tau-2 \int_{0}^{T} \mathcal{F}(b(\tau)) d \tau+\tilde{W}_{c}(T) . \tag{2.48}
\end{equation*}
$$

Then for $T_{0}>0$ there exists a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\|b(T)\|_{\alpha}^{p} \leq C . \tag{2.49}
\end{equation*}
$$

We note that all norms in a finite dimensional space are equivalent. Thus for simplicity of notation in the proof we use only the standard Euclidean norm and suppose that $b \in \mathbb{R}^{n}$.
Proof. The existence and uniqueness of solutions for equation (2.48) is standard. To verify the bound in (2.49) we define $X$ as

$$
\begin{equation*}
X(T)=b(T)-\tilde{W}_{c}(T) \tag{2.50}
\end{equation*}
$$

Substituting into (2.48), we obtain

$$
\begin{equation*}
\partial_{T} X=\mathcal{L}_{c}\left(X+\tilde{W}_{c}\right)-2 \mathcal{F}\left(X+\tilde{W}_{c}\right) . \tag{2.51}
\end{equation*}
$$

Taking the scalar product $\langle\cdot, X\rangle$ on both sides of (2.51), yields

$$
\frac{1}{2} \partial_{T}\|X\|^{2}=\left\langle\mathcal{L}_{c}\left(X+\tilde{W}_{c}\right), X\right\rangle-2\left\langle\mathcal{F}\left(X+\tilde{W}_{c}\right), X\right\rangle .
$$

Using Young and Cauchy-Schwarz inequalities and Assumption 2.2.8, yields

$$
\partial_{T}\|X\|^{2} \leq C+C\left\|\tilde{W}_{c}\right\|^{4}-\frac{\delta}{2}\|X\|^{4} .
$$

Neglecting the fourth power, integrating from 0 to $T$, taking $\frac{p}{2}$-th power, and finally the expectation, we obtain

$$
\mathbb{E} \sup _{\left[0, T_{0}\right]}\|X\|^{p} \leq C T_{0}^{\frac{1}{2} p}+C T_{0}^{\frac{1}{2} p} \sup _{\left[0, T_{0}\right]}\left\|\tilde{W}_{c}\right\|^{2 p} \leq C .
$$

Togather with (2.50), this implies

$$
\mathbb{E} \sup _{\left[0, T_{0}\right]}\|b\|^{p} \leq C \mathbb{E} \sup _{\left[0, T_{0}\right]}\|X\|^{p}+C \mathbb{E} \sup _{\left[0, T_{0}\right]}\left\|\tilde{W}_{c}\right\|^{p} \leq C
$$

Definition 2.4.8 Define the set $\Omega^{*} \subset \Omega$ such that all these estimates

$$
\begin{align*}
& \sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha}<C \varepsilon^{-3 \kappa},  \tag{2.52}\\
& \sup _{\left[0, \tau^{*}\right]}\|R\|_{\alpha}<C \varepsilon^{1-7 \kappa}, \tag{2.53}
\end{align*}
$$

and

$$
\begin{equation*}
\sup _{\left[0, \tau^{*}\right]}\|b\|_{\alpha}<C \varepsilon^{-\frac{\kappa}{2}}, \tag{2.54}
\end{equation*}
$$

hold on $\Omega^{*}$.
Remark 2.4.9 $\Omega^{*}$ has probability

$$
\mathbb{P}\left(\Omega^{*}\right) \geq 1-\mathbb{P}\left(\sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha} \geq C \varepsilon^{-3 \kappa}\right)-\mathbb{P}\left(\sup _{\left[0, \tau^{*}\right]}\|R\|_{\alpha} \geq C \varepsilon^{1-7 \kappa}\right)-\mathbb{P}\left(\sup _{\left[0, \tau^{*}\right]}\|b\|_{\alpha} \geq C \varepsilon^{-\frac{\kappa}{2}}\right) .
$$

Using Chebychev inequality and Lemmas 2.4.4, 2.4.6 and 2.4.7, we obtain for sufficiently large $q>0$

$$
\begin{align*}
\mathbb{P}\left(\Omega^{*}\right) & \geq 1-C\left[\varepsilon^{q \kappa}+\varepsilon^{q \kappa}+\varepsilon^{\frac{1}{2} q \kappa}\right] \\
& \geq 1-C \varepsilon^{\frac{1}{2} q \kappa} \geq 1-C \varepsilon^{p} . \tag{2.55}
\end{align*}
$$

Theorem 2.4.10 We assume that Assumption 2.2.1, 2.2.3, 2.2.4, 2.2.8 and 2.2.10 hold. Let $b$ be a solution of (2.48) and a as defined in (2.19) with $\|a(0)\| \leq C$ on $\Omega^{*}$. If the initial conditions satisfy $a(0)=b(0)$, then, for $\kappa<\frac{1}{7}$, we obtain

$$
\begin{equation*}
\sup _{T \in\left[0, \tau^{*}\right]}\|a(T)-b(T)\|_{\alpha} \leq C \varepsilon^{1-7 \kappa} \tag{2.56}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{T \in\left[0, \tau^{*}\right]}\|a(T)\|_{\alpha} \leq C \varepsilon^{-\frac{\kappa}{2}} \tag{2.57}
\end{equation*}
$$

on $\Omega^{*}$.

Proof. Define $\varphi(T)$ as

$$
\varphi(T):=a(T)-R(T)
$$

From (2.19) we obtain

$$
\begin{equation*}
\varphi(T)=a(0)+\int_{0}^{T} \mathcal{L}_{c}[\varphi(\tau)+R(\tau)] d \tau-2 \int_{0}^{T} \mathcal{F}(\varphi(\tau)+R(\tau)) d \tau+\tilde{W}_{c}(T) \tag{2.58}
\end{equation*}
$$

Define now $h(T)$ by

$$
h(T):=b(T)-\varphi(T) .
$$

Subtracting (2.58) from (2.48), we obtain

$$
h(T)=\int_{0}^{T} \mathcal{L}_{c} h(\tau) d \tau-\int_{0}^{T} \mathcal{L}_{c} R(\tau) d \tau+2 \int_{0}^{T}[\mathcal{F}(b-h+R)-\mathcal{F}(b)](\tau) d \tau
$$

Thus,

$$
\begin{equation*}
\partial_{T} h=\mathcal{L}_{c} h-\mathcal{L}_{c} R+2[\mathcal{F}(b-h+R)-\mathcal{F}(b)] . \tag{2.59}
\end{equation*}
$$

Taking the scalar product $\langle\cdot, h\rangle$ on both sides of (2.59), yields

$$
\frac{1}{2} \partial_{T}\|h\|^{2}=\left\langle\partial_{T} h, h\right\rangle=\left\langle\mathcal{L}_{c} h, h\right\rangle-\left\langle\mathcal{L}_{c} R, h\right\rangle+2\langle\mathcal{F}(b-h+R)-\mathcal{F}(b), h\rangle .
$$

Using Young and Cauchy-Schwarz inequalities and (2.5), we obtain the following linear ordinary differential inequality

$$
\begin{aligned}
\partial_{T}\|h\|^{2} & \leq C\left[\|h\|^{2}+\|h\|^{4}\right]+C\|R\|^{2}\left[1+\|R\|^{2}+\|b\|^{2}+\|b\|^{4}+\|b\|^{2}\|R\|^{2}\right] \\
& \leq C\left[\|h\|^{2}+\|h\|^{4}\right]+C\|R\|^{2}\left[c+c\|R\|^{4}+c\|b\|^{4}\right] .
\end{aligned}
$$

Using (2.53) and (2.54), we obtain

$$
\partial_{T}\|h\|^{2} \leq C\left[\|h\|^{2}+\|h\|^{4}\right]+C \varepsilon^{2-14 \kappa} \text { on } \Omega^{*} .
$$

As long as $\|h\|<1$, we obtain

$$
\partial_{T}\|h\|^{2} \leq 2 C\|h\|^{2}+C \varepsilon^{2-14 \kappa} .
$$

Integrating from 0 to $T$ and using Gronwall's lemma, we obtain

$$
\|h\|^{2} \leq C \varepsilon^{2-14 \kappa} .
$$

Thus,

$$
\begin{equation*}
\sup _{\left[0, \tau^{*}\right]}\|h\| \leq C \varepsilon^{1-7 \kappa} \text { on } \Omega^{*} . \tag{2.60}
\end{equation*}
$$

We finish the first part by using (2.53), (2.60) and

$$
\sup _{\left[0, \tau^{*}\right]}\|a-b\|=\sup _{\left[0, \tau^{*}\right]}\|h-R\| \leq \sup _{\left[0, \tau^{*}\right]}\|h\|+\sup _{\left[0, \tau^{*}\right]}\|R\| \text {. }
$$

For the second part of the theorem we consider

$$
\sup _{\left[0, \tau^{*}\right]}\|a\| \leq \sup _{\left[0, \tau^{*}\right]}\|a-b\|+\sup _{\left[0, \tau^{*}\right]}\|b\| .
$$

Using the first part and (2.54), we obtain (2.57).
Finally, we use the results previously obtained to prove the main result of Theorem 2.3.1 for the approximation of the solution of the SPDE (2.1).
Proof of Theorem 2.3.1. For the stopping time we note that

$$
\Omega \supset\left\{\tau^{*}=T_{0}\right\} \supseteq\left\{\sup _{T \in\left[0, \tau^{*}\right]}\|a(T)\|_{\alpha}<\varepsilon^{-\kappa}, \sup _{T \in\left[0, \tau^{*}\right]}\|\psi(T)\|_{\alpha}<\varepsilon^{-3 \kappa}\right\} \supseteq \Omega^{*} .
$$

Now let us turn to the approximation result. Using (2.14) and triangle inequality, we obtain

$$
\sup _{T \in\left[0, \tau^{*}\right]}\left\|u\left(\varepsilon^{-2} T\right)-\varepsilon b(T)\right\|_{\alpha} \leq \varepsilon \sup _{\left[0, \tau^{*}\right]}\|a-b\|_{\alpha}+\varepsilon^{2} \sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha} .
$$

From (2.52) and (2.56), we obtain

$$
\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)\right\|_{\alpha}=\sup _{t \in\left[0, \varepsilon^{-2} \tau^{*}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)\right\|_{\alpha} \leq C \varepsilon^{2-7 \kappa} \text { on } \Omega^{*} .
$$

Hence,

$$
\mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)\right\|_{\alpha}>C \varepsilon^{2-7 \kappa}\right)=1-\mathbb{P}\left(\Omega^{*}\right) .
$$

Using (2.55), yields (2.21).

### 2.5 Applications

There are numerous examples in the physics literature of equations with quadratic nonlinearities where our theory applies. Before we give examples, we suppose in all our applications for simplicity that $W$ is a cylindrical Wiener process on $\mathcal{H}$ with a covariance operator $Q$ defined by $Q e_{k}=\alpha_{k}^{2} e_{k}$ where $\left(\alpha_{k}\right)_{k}$ is a bounded sequence of real numbers and $e_{k}$ are the eigenfunctions of the dominant linear operator.

### 2.5.1 Burgers' Equation

The first example is the Burgers' equation (cf. (2.2)) on the interval $[0, \pi]$, with Dirichlet boundary conditions. We take

$$
\mathcal{H}=L^{2}([0, \pi]), \quad e_{k}(x)=\sqrt{\frac{2}{\pi}} \sin (k x), \quad \text { and } \mathcal{N}=\operatorname{span}\{\sin \} .
$$

We note that Assumption 2.2.1 is true, where the eigenvalues of $-\mathcal{A}=-\partial_{x}^{2}-1$ are $\lambda_{k}=k^{2}-1$ with $m=2$ and $\lim _{k \rightarrow \infty} \lambda_{k}=\infty$. If we fix $P_{c}$ to be the $\mathcal{H}$ orthogonal projection onto $\mathcal{N}$, then both $P_{c}$ and $P_{s}$ commute with $\mathcal{A}$.

Moreover, all conditions of Assumption 2.2.4 are satisfied with

$$
B(u, v)=\frac{1}{2} \partial_{x}(u v),
$$

as follows:

$$
P_{c} B(u, u)=P_{c}\left[\gamma^{2} \sin (x) \cos (x)\right]=0 \text { for } u=\gamma \sin \in \mathcal{N},
$$

and for $\alpha=\frac{1}{4}$ and $\beta=\frac{5}{4}<m$, we obtain

$$
\begin{aligned}
2\|B(u, v)\|_{\mathcal{H}^{-1}} & =\left\|\partial_{x}(u v)\right\|_{\mathcal{H}^{-1}} \leq\|u v\|_{L^{2}} \\
& \leq C\|u\|_{L^{4}}\|v\|_{L^{4}} \leq C\|u\|_{\mathcal{H}^{\frac{1}{4}}}\|v\|_{\mathcal{H}^{\frac{1}{4}}},
\end{aligned}
$$

where we used Sobolev embedding from $\mathcal{H}^{1 / 4}$ into $L^{4}$. We derive after a straightforward calculation that

$$
\mathcal{F}\left(\gamma_{1} \sin , \gamma_{2} \sin , \gamma_{3} \sin \right)=\frac{1}{24} \gamma_{1} \gamma_{2} \gamma_{3} \sin .
$$

This function is trilinear, continuous, and satisfies the Conditions (2.4) and (2.5) as follows

$$
\left\langle\gamma_{1} \sin , \mathcal{F}\left(\gamma_{1} \sin \right)\right\rangle=C \gamma_{1}^{4}>0,
$$

and

$$
\left\langle\mathcal{F}\left(\gamma_{1} \sin , \gamma_{1} \sin , \gamma_{2} \sin \right), \gamma_{2} \sin \right\rangle=\frac{\pi}{48} \gamma_{1}^{2} \gamma_{2}^{2}>0 .
$$

Now our main theorem states that

$$
u(t)=\epsilon \gamma\left(\epsilon^{2} t\right) \sin +\mathcal{O}\left(\epsilon^{2-}\right),
$$

where

$$
\gamma^{\prime}=\nu \gamma-\frac{1}{12} \gamma^{3}+\alpha_{1} \tilde{\beta}^{\prime},
$$

with a rescaled standard Brownian motion $\tilde{\beta}$.

### 2.5.2 Surface Growth Model

The second example that falls into the scope of our work is the growth of rough amorphous surfaces. The equation is of the type

$$
\begin{equation*}
\partial_{t} h=-\triangle^{2} h-\mu \triangle h-\triangle|\nabla h|^{2}+\sigma \partial_{t} W(t) . \tag{2.61}
\end{equation*}
$$

Here $\triangle$ is Laplacian with respect to periodic boundary conditions on $[0,2 \pi]$. Suppose initial condition $h(0)=0$ corresponding to an initially flat surface.

For this model we consider $\mu=1+\varepsilon^{2} \nu$ and $\sigma=\varepsilon^{2}$. Hence,

$$
\mathcal{A}=-\triangle^{2}-\triangle, \quad \mathcal{L}=-\nu \triangle \text { and } B(u, v)=-\triangle\left(\partial_{x} u \cdot \partial_{x} v\right)
$$

We take

$$
e_{k}(x)= \begin{cases}\frac{1}{\sqrt{\pi}} \sin (k x) & \text { if } k>0 \\ \frac{1}{\sqrt{\pi}} \cos (k x) & \text { if } k<0 \\ \frac{1}{\sqrt{2 \pi}} & \text { if } k=0\end{cases}
$$

and

$$
\mathcal{H}=\left\{u \in L^{2}([0,2 \pi]): \int_{0}^{2 \pi} u d x=0\right\} \text { and } \mathcal{N}=\operatorname{span}\{\sin , \cos \}
$$

The eigenvalues of $-\mathcal{A}=\triangle^{2}+\triangle$ are $\lambda_{k}=k^{4}-k^{2}$ with $m=4$ and $\lim _{k \rightarrow \infty} \lambda_{k}=$ $\infty$. So, Assumption 2.2.1 is true.

If we define $u(t):=h(t)-h_{0}(t) e_{0}$, then we obtain

$$
\begin{equation*}
\partial_{t} u=-\triangle^{2} u-\mu \triangle u-\triangle|\nabla u|^{2}+\sigma \sum_{k \neq 0} \alpha_{k} \partial_{t} \beta_{k}(t) e_{k}, \tag{2.62}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{0}=\sigma \alpha_{0} \beta_{0}(t) \tag{2.63}
\end{equation*}
$$

If $u=u_{1} \sin +u_{-1} \cos \in \mathcal{N}$, then

$$
B(u, u)=2\left[u_{1}^{2}-u_{-1}^{2}\right] \cos (2 x)-4 u_{1} u_{-1} \sin (2 x),
$$

and

$$
P_{c} B(u, u)=0
$$

and for $\alpha=\frac{5}{4}$ and $\beta=\frac{13}{4}<m$, we obtain

$$
\begin{aligned}
\|B(u, v)\|_{\mathcal{H}^{-2}} & =\left\|\triangle\left(\partial_{x} u \cdot \partial_{x} v\right)\right\|_{\mathcal{H}^{-2}} \leq c\left\|\partial_{x} u \cdot \partial_{x} v\right\|_{L^{2}} \\
& \leq c\|u\|_{\mathcal{H}^{\frac{5}{4}}}\|v\|_{\mathcal{H}^{\frac{5}{4}}} .
\end{aligned}
$$

Hence, all conditions of Assumption 2.2.4 are satisfied. Moreover, it is easy to check that Assumption 2.2.8 also holds true.

For the symmetric version of $\mathcal{F}$ we obtain

$$
\begin{aligned}
\mathcal{F}(u, u, w)= & \frac{2}{3} B_{c}\left(u, \mathcal{A}_{s}^{-1} B_{s}(u, w)\right)+\frac{1}{3} B_{c}\left(w, \mathcal{A}_{s}^{-1} B_{s}(u, u)\right) \\
= & \frac{1}{18}\left[\left(3 u_{1}^{2} w_{1}+w_{1} u_{-1}^{2}+2 u_{1} w_{-1} u_{-1}\right) \sin \right. \\
& \left.+\left(u_{1}^{2} w_{-1}+3 w_{-1} u_{-1}^{2}+2 u_{1} w_{1} u_{-1}\right) \cos \right],
\end{aligned}
$$

where $w=w_{1} \sin +w_{-1} \cos \in \mathcal{N}$. Now

$$
\langle\mathcal{F}(u), u\rangle \geq \frac{1}{6 \pi}\|u\|^{4}>0 \quad \forall u \neq 0 .
$$

If $u \neq 0$ and $w \neq 0$, then

$$
\langle\mathcal{F}(u, u, w), w\rangle=\frac{\pi}{18}\left[3\left(u_{1} w_{1}+w_{-1} u_{-1}\right)^{2}+\left(w_{1} u_{-1}-u_{1} w_{-1}\right)^{2}\right]>0 .
$$

The amplitude equation for (2.62) is a system of two stochastic ordinary differential equations:

$$
d \gamma_{i}=\left[\nu \gamma_{i}-\frac{1}{3} \gamma_{i}\left(\gamma_{1}^{2}+\gamma_{-1}^{2}\right)\right] d t+\alpha_{i} d \tilde{\beta}_{i} \text { for } i= \pm 1,
$$

where $\tilde{\beta}_{i}(T)=\varepsilon \beta_{i}\left(\varepsilon^{2} T\right)$ rescaled Brownian motions.
Now our main theorem states that

$$
u(t)=\varepsilon \gamma\left(\varepsilon^{2} t\right) \cdot\binom{\sin }{\cos }+\mathcal{O}\left(\varepsilon^{2-}\right) .
$$

## Chapter 3

## Amplitude Equations for SPDEs with Cubic Nonlinearities

### 3.1 Introduction

Stochastic partial differential equations (SPDEs) with cubic nonlinearity appear in several applications, for instance the Swift-Hohenberg equation, which was first used as a toy model for the convective instability in the Rayleigh-Bénard problem (see [16] or [22]). The simplest example is the well known real valued GinzburgLandau equation, which depending on the underlying application is also called Allen-Cahn, Chaffee-Infante or nonlinear heat equation. Moreover, we briefly discuss a model from surface growth proposed by Lai and Das-Sama (cf. [29] and see also [31]).

Recently the impact of degenerate noise not acting directly on the dominant pattern was studied for equations of Burgers type formally by Roberts [40] and later rigorously by Blömker, Hairer and Pavliotis [9]. Here noise is transported via nonlinear interaction to the dominant modes.

Our current research was initiated by an observation of Axel Hutt and collaborators [23-25]. Using a formal argument based on centre manifold theory, they showed that noise constant in space leads to a deterministic amplitude equation, which is stabilized by the impact of additive noise. Thus the noise shifts the bifurcation point. The aim of this chapter is to make these results rigorous.

The general prototype of equations under consideration is of the type

$$
\begin{equation*}
d u(t)=\left[\mathcal{A} u(t)+\varepsilon^{2} \mathcal{L} u(t)+\mathcal{F}(u(t))\right] d t+\varepsilon d W(t), \tag{3.1}
\end{equation*}
$$

where $\mathcal{A}$ is non-positive self-adjoint operator with finite dimensional kernel, $\varepsilon^{2} \mathcal{L} u$ is a small deterministic perturbation, $\mathcal{F}$ is a nonlinearity, and $W$ is some finite dimensional Gaussian noise.

Our aim of this chapter is to establish rigorously an amplitude equation for this quite general class of SPDEs with cubic nonlinearities given by (3.1). In the examples we investigate whether additive degenerate noise leads to stabilization of the solutions, or not.

In this chapter we follow [13] and focus on cubic nonlinearities only. The case of quadratic nonlinearities is significantly different. It was already considered in [6].

This chapter is organized as follows. In the next section, we discuss the formal derivation of our results, while giving the precise assumptions and statements of the main results in Section 3.3. Section 3.4 give bounds on the non-dominant modes, while Section 3.5 provides averaging results, in order to remove the impact of the higher modes on the dominant ones. In Section 3.6, we study the approximation via amplitude equations. Finally, in Section 3.7 we apply our theory to the stochastic Swift-Hohenberg equation, Ginzburg-Landau / Allen-Cahn equation and surface growth model.

### 3.2 Formal Derivation

Here we study the behavior of solutions $u$ of (3.1) on the natural slow time-scale of order $\varepsilon^{-2}$, given by the distance from bifurcation.

So, we consider $u$ on the slow time and split it into the dominant part $a \in \mathcal{N}$ and the orthogonal part $\psi \in S$.

$$
\begin{equation*}
u(t)=\varepsilon a\left(\varepsilon^{2} t\right)+\varepsilon \psi\left(\varepsilon^{2} t\right) \tag{3.2}
\end{equation*}
$$

Rescaling to the slow time-scale $T=\varepsilon^{2} t$, leads to the following system of equations:

$$
\begin{equation*}
d a=\left[\varepsilon^{-2} \mathcal{A}_{c} a+\mathcal{L}_{c} a+\mathcal{L}_{c} \psi+\mathcal{F}_{c}(a+\psi)\right] d T+\varepsilon^{-1} d \tilde{W}_{c}, \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
d \psi=\left[\varepsilon^{-2} \mathcal{A}_{s} \psi+\mathcal{L}_{s} a+\mathcal{L}_{s} \psi+\mathcal{F}_{s}(a+\psi)\right] d T+\varepsilon^{-1} d \tilde{W}_{s}, \tag{3.4}
\end{equation*}
$$

where $\tilde{W}(T):=\varepsilon W\left(\varepsilon^{-2} T\right)$ is a rescaled version of the driving Wiener process $W$. For short-hand notation, we use the subscripts $c$ and $s$ for projection onto $\mathcal{N}$ and $\mathcal{S}$, i.e. $\mathcal{A}_{c}=P_{c} \mathcal{A}$ and $\mathcal{A}_{s}=P_{s} \mathcal{A}$ for short.

Let us suppose that the projections $P_{c}$ and $P_{s}$ commute not only with $\mathcal{A}$, but also with $\mathcal{L}$. Moreover suppose that the noise is degenerate and acts only on $S$. Then the system (3.3)-(3.4) takes the form

$$
\begin{equation*}
d a=\left[\mathcal{L}_{c} a+\mathcal{F}_{c}(a+\psi)\right] d T \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
d \psi=\left[\varepsilon^{-2} \mathcal{A}_{s} \psi+\mathcal{L}_{s} \psi+\mathcal{F}_{s}(a+\psi)\right] d T+\varepsilon^{-1} d \tilde{W}_{s} . \tag{3.6}
\end{equation*}
$$

Formally, we immediately see that $\psi$ is a fast Ornstein-Uhlenbeck process (OU, for short) in first approximation. The rigorous statement can be found in Lemma 3.4.1.

Thus, we can eliminate $\psi$ in Equation (3.5) by averaging. In oder to derive error estimates, this procedure will be in the proofs based on the Itô-Formula (see Lemma 3.5.1).

### 3.2.1 The Impact of Noise

Let us discuss the averaging and the impact of the noise in some more detail here. Consider for simplicity of the argument instead of $\psi$ here some real valued fast OU-process $Z$ given by

$$
Z(T):=\alpha \varepsilon^{-1} \int_{0}^{T} e^{-\varepsilon^{-2} \lambda(T-\tau)} d \tilde{\beta}(\tau)
$$

where $\tilde{\beta}(T):=\varepsilon \beta\left(\varepsilon^{-2} T\right)$ denotes a rescaled version of a Brownian motion $\beta$ on the fast time-scale.

We apply Itô formula to $Z$ and $Z^{2}$, in order to obtain

$$
Z d T=\frac{\alpha \varepsilon}{\lambda} d \tilde{\beta}-\frac{\varepsilon^{2}}{\lambda} d Z
$$

and

$$
Z^{2} d T=\frac{\alpha^{2}}{2 \lambda} d T+\frac{\varepsilon \alpha}{\lambda} Z d \tilde{\beta}-\frac{\varepsilon^{2}}{2 \lambda} d Z^{2}
$$

Thus, on the slow time-scale $T$ we can suppose that in integrals $Z$ is small due to averaging, and a square of $Z$ can be replaced by a constant. See Lemma 3.5.1 for a rigorous statement. Note that the next order corrections of order $\varepsilon$ are always Martingales.

We see in Lemma 3.4.2 that for fast OU-processes $Z=\mathcal{O}\left(\varepsilon^{-\kappa_{0}}\right)$ for arbitrarily small $\kappa_{0}>0$. Thus, we obtain formally that $Z$ is a white noise on the slow time scale:

$$
Z(T)=\varepsilon \frac{\alpha}{\lambda} \partial_{T} \tilde{\beta}+\text { error }
$$

where this error is small only in the sense of distributions, for example in $\mathcal{H}^{-1}$.

### 3.2.2 Amplitude Equation

One main result of the chapter is the following approximation by amplitude equations. Suppose for simplicity that the initial condition is sufficiently small, then we obtain for $u$

$$
\begin{equation*}
u(t) \simeq \varepsilon b\left(\varepsilon^{2} t\right)+\varepsilon \mathcal{Z}\left(\varepsilon^{2} t\right)+\mathcal{O}\left(\varepsilon^{2-}\right) \tag{3.7}
\end{equation*}
$$

where $\mathcal{Z}$ is a fast OU -process and $b$ is the solution of the amplitude equation on the slow time-scale

$$
\begin{equation*}
b^{\prime}(T)=\mathcal{L}_{c} b(T)+\mathcal{F}_{c}(b(T))+\sum_{k=n+1}^{N} \frac{3 \alpha_{k}^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(b(T), e_{k}, e_{k}\right) \tag{3.8}
\end{equation*}
$$

The exact form of the additional linear terms is discussed later.
To illustrate this approximation result stated later in Theorem 3.3.6, we discuss here the Swift-Hohenberg equation subject to periodic boundary conditions on $[0,2 \pi]$ forced by spatially constant noise:

$$
\begin{equation*}
\partial_{t} u=-\left(1+\partial_{x}^{2}\right)^{2} u+\nu \varepsilon^{2} u-u^{3}+\varepsilon \alpha \partial_{t} \beta . \tag{3.9}
\end{equation*}
$$

Rescaling the solution $u$ of (3.9) to the slow time-scale by $u(t)=\varepsilon v\left(\varepsilon^{2} t\right)$, our main theorem in this case states that $v$ is of the type

$$
v(T) \simeq \gamma_{1}(T) \sin +\gamma_{-1}(T) \cos +\varepsilon \frac{\alpha}{\sqrt{2 \pi}} \partial_{T} \tilde{\beta}(T)+\mathcal{O}\left(\varepsilon^{1-}\right)
$$

where $\gamma_{1}$ and $\gamma_{-1}$ are the solutions of the amplitude equations

$$
\partial_{T} \gamma_{i}=\left(\nu-\frac{3 \alpha^{2}}{4 \pi}\right) \gamma_{i}-\frac{3}{4} \gamma_{i}\left(\gamma_{1}^{2}+\gamma_{-1}^{2}\right) \text { for } i= \pm 1 .
$$

We note that if $\alpha$ is large compared to $\nu$, then $\left(\nu-\frac{3 \alpha^{2}}{4 \pi}\right)$ is negative. In this case the degenerate additive noise stabilizes the dynamics of the dominant modes.

### 3.3 Assumptions and Main Results

This section summarizes all assumptions necessary for our results. For the linear operator $\mathcal{A}$ in (3.1) on the Hilbert-space $\mathcal{H}$. We assume that $\mathcal{A}$ satisfies Assumption 2.2.1.

Assumption 3.3.1 (Operator $\mathcal{L}$ ) Let $\mathcal{L}: \mathcal{H}^{\alpha} \rightarrow \mathcal{H}^{\alpha-\beta}$ for some $\beta \in[0, m)$ be a linear continuous mapping that commutes with $P_{c}$ and $P_{s}$.

For the nonlinearity $\mathcal{F}$ we assume that:
Assumption 3.3.2 Assume that $\mathcal{F}:\left(\mathcal{H}^{\alpha}\right)^{3} \rightarrow \mathcal{H}^{\alpha-\beta}$ with $\beta$ as in Assumption 3.3.1 is trilinear, symmetric and satisfies the following conditions, for some $C>0$,

$$
\begin{gather*}
\|\mathcal{F}(u, v, \omega)\|_{\alpha-\beta} \leq C\|u\|_{\alpha}\|v\|_{\alpha}\|\omega\|_{\alpha} \quad \forall u, v, \omega \in \mathcal{H}^{\alpha},  \tag{3.10}\\
\left\langle\mathcal{F}_{c}(u), u\right\rangle \leq 0 \forall u \in \mathcal{N}, \tag{3.11}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\langle\mathcal{F}_{c}(u, u, w), w\right\rangle \leq 0 \forall u, w \in \mathcal{N} . \tag{3.12}
\end{equation*}
$$

We use $\mathcal{F}(u)=\mathcal{F}(u, u, u)$ and $\mathcal{F}_{c}=P_{c} \mathcal{F}$ for short.
For the noise we suppose:
Assumption 3.3.3 Let $W$ be a cylindrical Wiener process on $\mathcal{H}$. Suppose for $t \geq 0$,

$$
W(t)=\sum_{k=n+1}^{N} \alpha_{k} \beta_{k}(t) e_{k} \text { for } N \geq n+1
$$

where the $\left(\beta_{k}\right)_{k \in\{n+1, \ldots, N\}}$ are independent, standard Brownian motions in $\mathbb{R}$ and the $\left(\alpha_{k}\right)_{k \in\{n+1, \ldots, N\}}$ are real numbers.

We define the fast OU processes $\mathcal{Z}$ and its coefficients $\mathcal{Z}_{k}(T)$ by

$$
\begin{equation*}
\mathcal{Z}_{k}(T):=\alpha_{k} \varepsilon^{-1} \int_{0}^{T} e^{-\varepsilon^{-2} \lambda_{k}(T-\tau)} d \tilde{\beta}_{k}(\tau) \tag{3.13}
\end{equation*}
$$

for $k \in\{n+1, \ldots, N\}$ and

$$
\begin{equation*}
\mathcal{Z}(T):=\sum_{k=n+1}^{N} \mathcal{Z}_{k}(T) e_{k}, \tag{3.14}
\end{equation*}
$$

where $\tilde{\beta}_{k}(T):=\varepsilon \beta_{k}\left(\varepsilon^{-2} T\right)$ is a rescaled version of the Brownian motion.
Remark 3.3.4 We take $N<\infty$ in the above assumption for simplicity of presentation. Nevertheless most results are still true for $N=\infty$, using the same method of proof. We only need to control the convergence of various infinite series, which is possible if the noise is not too irregular, which means for $\alpha_{k}$ decaying sufficiently fast for $k \rightarrow \infty$.

For our result we rely on a cut off argument. We consider only solutions $u=(a, \psi)$ that are not too large, as given by the next definition.

Definition 3.3.5 For the $\mathcal{N} \times S$-valued stochastic process $(a, \psi)$ defined in (3.2) we define, for some $T_{0}>0$ and $\kappa \in\left(0, \frac{1}{12}\right)$, the stopping time $\tau^{*}$ as

$$
\begin{equation*}
\tau^{*}:=T_{0} \wedge \inf \left\{T>0:\|a(T)\|_{\alpha}>\varepsilon^{-\kappa} \text { or }\|\psi(T)\|_{\alpha}>\varepsilon^{-\kappa}\right\} \tag{3.15}
\end{equation*}
$$

The main result for our aim is:
Theorem 3.3.6 (Approximation) Under Assumptions 2.2.1, 3.3.1, 3.3.2 and 3.3.3 let $u$ be a solution of (3.1) defined in (3.2) with the initial conditions $u(0)=$ $\varepsilon a(0)+\varepsilon \psi(0)$ with $\|u(0)\|_{\alpha} \leq \delta_{\varepsilon} \varepsilon$ for $\delta_{\varepsilon} \in\left(0, \varepsilon^{-\frac{1}{3} \kappa}\right)$ where $a(0) \in \mathcal{N}$ and $\psi(0) \in S$, and $b$ is a solution of (3.8) with $b(0)=a(0)$. Then for all $p>1$ and $T_{0}>0$ and all $\kappa \in\left(0, \frac{1}{12}\right)$, there exists $C>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{2-\frac{38}{3} \kappa}\right) \leq C \varepsilon^{p}, \tag{3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{Q}(T)=e^{\varepsilon^{-2} T \mathcal{A}_{s}} \psi(0)+\mathcal{Z}(T) \tag{3.17}
\end{equation*}
$$

with $\mathcal{Z}(T)$ defined in (3.14).
The proof will be given in Section 3.6 later. Let us first discuss the additional error term $\mathcal{Q}$ in (3.17). We see that the first part of $\mathcal{Q}$ decays exponentially fast on the fast time-scale $\mathcal{O}\left(\varepsilon^{2}\right)$. The second part is an OU-process $\mathcal{Z}$, which is a small noise term, as discussed in the formal derivation.

Corollary 3.3.7 Under Assumptions of Theorem 3.3.6 and for arbitrary initial condition $u(0)$ we obtain

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{2-\frac{38}{3} \kappa}\right) \leq C \varepsilon^{p}+\mathbb{P}\left(\|u(0)\|_{\alpha}>\varepsilon \delta_{\varepsilon}\right) \tag{3.18}
\end{equation*}
$$

### 3.4 Bounds for the High Modes

In this section, we show that the non-dominant modes $\psi$ are well approximated by a fast OU-process. We also have to include an exponentially fast decaying term depending on the initial conditions $\psi(0)$.

Lemma 3.4.1 Under Assumption 2.2.1 and 3.3.1, 3.3.2, for $\kappa>0$ from the definition of $\tau^{*}$ and $p \geq 1$, there is a constant $C>0$ such that,

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, \tau^{*}\right]}\|\psi(T)-\mathcal{Q}(T)\|_{\alpha}^{p} \leq C \varepsilon^{2 p-3 p \kappa} \tag{3.19}
\end{equation*}
$$

where $\mathcal{Q}(T)$ is defined in (3.17). (i.e., $\psi=\mathcal{Q}+\mathcal{O}\left(\varepsilon^{2-3 \kappa}\right)$ )

Proof. The mild solution of (3.6) is

$$
\psi(T)=e^{\varepsilon^{-2} T \mathcal{A}_{s}} \psi(0)+\int_{0}^{T} e^{\varepsilon^{-2}(T-\tau) \mathcal{A}_{s}}\left[\mathcal{L}_{s} \psi+\mathcal{F}_{s}(a+\psi)\right](\tau) d \tau+\mathcal{Z}(T)
$$

Using triangle inequality

$$
\begin{aligned}
\|\psi(T)-\mathcal{Q}(T)\|_{\alpha} \leq & \left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} \mathcal{L}_{s} \psi(\tau) d \tau\right\|_{\alpha} \\
& +\left\|\int_{0}^{T} e^{\varepsilon^{-2} \mathcal{A}_{s}(T-\tau)} \mathcal{F}_{s}(a(\tau)+\psi(\tau)) d \tau\right\|_{\alpha} \\
:= & I_{1}+I_{2}
\end{aligned}
$$

We now bound these two terms separately. For the first term, we obtain by using (1.2) for the semigroup

$$
\begin{aligned}
I_{1} & \leq C \varepsilon^{\frac{2 \beta}{m}} \int_{0}^{T} e^{-\varepsilon^{-2} \nu(T-\tau)}(T-\tau)^{-\frac{\beta}{m}}\left\|\mathcal{L}_{s} \psi(\tau)\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon^{\frac{2 \beta}{m}} \int_{0}^{T} e^{-\varepsilon^{-2} \nu(T-\tau)}(T-\tau)^{-\frac{\beta}{m}}\|\psi(\tau)\|_{\alpha} d \tau \\
& \leq C \varepsilon^{2} \sup _{\tau \in\left[0, \tau^{*}\right]}\|\psi(\tau)\|_{\alpha} \int_{0}^{\varepsilon^{-2} \nu T} e^{-\eta} \eta^{-\frac{\beta}{m}} d \eta \\
& \leq C \varepsilon^{2-\kappa},
\end{aligned}
$$

where we used the definition of $\tau^{*}$. For the second term, we obtain by using Assumption 3.3.2 for $\mathcal{F}$

$$
\begin{aligned}
I_{2} & \leq C \varepsilon^{\frac{2 \beta}{m}} \int_{0}^{T} e^{-\varepsilon^{-2} \nu(T-\tau)}(T-\tau)^{-\frac{\beta}{m}}\left\|\mathcal{F}_{s}(a(\tau)+\psi(\tau))\right\|_{\alpha-\beta} d \tau \\
& \leq C \varepsilon^{\frac{2 \beta}{m}} \int_{0}^{T} e^{-\varepsilon^{-2} \nu(T-\tau)}(T-\tau)^{-\frac{\beta}{m}}\|a(\tau)+\psi(\tau)\|_{\alpha}^{3} d \tau \\
& \leq C \varepsilon^{2} \sup _{\tau \in\left[0, \tau^{*}\right]}\|a(\tau)+\psi(\tau)\|_{\alpha}^{3} \int_{0}^{\varepsilon^{-2} \nu T} e^{-\eta} \eta^{-\frac{\beta}{m}} d \eta \\
& \leq C \varepsilon^{2}\left(\sup _{\left[0, \tau^{*}\right]}\|a\|_{\alpha}^{3}+\sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha}^{3}\right) \\
& \leq C \varepsilon^{2-3 \kappa},
\end{aligned}
$$

where we used again the definition of $\tau^{*}$. Combining all results, yields (3.19).
Let us now provide bounds on $\mathcal{Z}$ and thus later on $\psi$. These are also used to show that $\psi$ is not too large, even at time $\tau^{*}$. The following lemma shows that $\mathcal{Z}=\mathcal{O}\left(\varepsilon^{-\kappa_{0}}\right)$ for any $\kappa_{0}>0$.

Lemma 3.4.2 Under Assumption 2.2.1 and 3.3.3, there is a constant $C>0$, depending on $p>1, \alpha_{k}, \lambda_{k}, \kappa_{0}>0$ and $T_{0}$, such that

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\mathcal{Z}_{k}(T)\right|^{p} \leq C \varepsilon^{-\kappa_{0}},
$$

and

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\|\mathcal{Z}(T)\|_{\alpha}^{p} \leq C \varepsilon^{-\kappa_{0}}
$$

where $\mathcal{Z}_{k}(T)$ and $\mathcal{Z}(T)$ are defined in (3.13) and (3.14), respectively.

Proof. In order to prove the first part, we define

$$
\delta(T)=e^{-\lambda_{\varepsilon} T} \text { and } \gamma(T)=\int_{0}^{T} e^{2 \lambda_{\varepsilon} \tau} d \tau=\frac{1}{2 \lambda_{\varepsilon}}\left(\delta(T)^{-2}-1\right),
$$

where $\lambda_{\varepsilon}=\varepsilon^{-2} \lambda_{k}$, and

$$
Y(T):=\alpha_{k} \varepsilon^{-1} \delta(T) \cdot \beta(\gamma(T))
$$

Note that $\mathcal{Z}_{k}(T)$ and $Y(T)$ are Gaussian stochastic process with

$$
\mathbb{E} \mathcal{Z}_{k}(T)=\mathbb{E} Y(T)=0,
$$

and for $S \leq T$

$$
\mathbb{E} \mathcal{Z}_{k}(T) \mathcal{Z}_{k}(S)=\mathbb{E} Y(T) Y(S)=\alpha_{k}^{2} \varepsilon^{-2} \delta(T+S) \gamma(S)
$$

Thus $\mathcal{Z}_{k}(T)$ is a version of $Y(T)$, and

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\mathcal{Z}_{k}(T)\right|^{p} & =\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}|Y(T)|^{p}=\left(\alpha_{k} \varepsilon^{-1}\right)^{p} \mathbb{E} \sup _{T \in\left[0, T_{0}\right]}|\delta(T) \cdot \beta(\gamma(T))|^{p} \\
& \leq\left(\alpha_{k} \varepsilon^{-1}\right)^{p} \sum_{i=0}^{n-1} \mathbb{E} \sup _{T \in\left[T_{i}, T_{i+1}\right]}|\delta(T)|^{p}|\beta(\gamma(T))|^{p}
\end{aligned}
$$

where $\left(T_{i}\right)_{i=0}^{n}$ is an equidistant decomposition of $\left[0, T_{0}\right]$. Using Doob's theorem, we obtain

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\mathcal{Z}_{k}(T)\right|^{p} & \leq C_{p, \alpha_{k}} \varepsilon^{-p} \sum_{i=0}^{n-1} \delta\left(T_{i}\right)^{p} \gamma\left(T_{i+1}\right)^{\frac{p}{2}} \\
& \leq C_{p, \alpha_{k}} \varepsilon^{-p} \lambda_{\varepsilon}^{-p / 2} \sum_{i=0}^{n-1}\left[\frac{\delta\left(T_{i}\right)}{\delta\left(T_{i+1}\right)}\right]^{p} \\
& =C_{p, \alpha_{k}} \lambda_{k}^{-p / 2} \sum_{i=0}^{n-1} e^{p \lambda_{\varepsilon} h}=C_{p, \alpha_{k}} \lambda_{k}^{-p / 2} \frac{T_{0}}{h} e^{p \lambda_{\varepsilon} h},
\end{aligned}
$$

where $h=T_{i+1}-T_{i}$. Taking $h=\frac{1}{\lambda_{\varepsilon}}$, we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\mathcal{Z}_{k}(T)\right|^{p} \leq C \varepsilon^{-2} \tag{3.20}
\end{equation*}
$$

By Hölder inequality we derive for all $p \geq 1$ and sufficiently large $q>\frac{2}{\kappa_{0}}$

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\mathcal{Z}_{k}(T)\right|^{p} \leq\left(\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\mathcal{Z}_{k}(T)\right|^{p q}\right)^{1 / q} \leq C \varepsilon^{-\kappa_{0}}
$$

In order to prove the second part, by Gaussianity,

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\|\mathcal{Z}(T)\|_{\alpha}^{p} & \leq C_{p}\left(\mathbb{E} \sup _{T \in\left[0, T_{0}\right]} \sum_{k=n+1}^{N} k^{2 \alpha} \mathcal{Z}_{k}^{2}(T)\right)^{p / 2} \\
& \leq C_{p}\left(\sum_{k=n+1}^{N} k^{2 \alpha} \mathbb{E} \sup _{T \in\left[0, T_{0}\right]} \mathcal{Z}_{k}^{2}(T)\right)^{p / 2}
\end{aligned}
$$

Using Hölder inequality for all $q$ and (3.20) to obtain

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]} \mathcal{Z}_{k}^{2}(T) \leq\left(\mathbb{E} \sup _{T \in\left[0, T_{0}\right]} \mathcal{Z}_{k}^{2 q}(T)\right)^{1 / q} \leq C \varepsilon^{-2 / q}
$$

Hence,

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\|\mathcal{Z}(T)\|_{\alpha}^{p} \leq C \varepsilon^{-p / q} \leq C \varepsilon^{-\kappa_{0}}
$$

for $q$ large enough.
The following corollary states that $\psi(T)$ is with high probability much smaller than $\varepsilon^{-\kappa}$ as asserted by the Definition 3.3.5 for $T \leq \tau^{*}$. To be more precise, $\psi=\mathcal{O}\left(\delta_{\varepsilon}+\varepsilon^{-\kappa_{0}}\right)$ for any $\kappa_{0}>0$ and $\delta_{\varepsilon} \in\left(0, \varepsilon^{-\frac{1}{3} \kappa}\right)$. We will use this later to show that $\tau^{*} \geq T_{0}$ with high probability (cf. Remark 3.6.5 and proof of Theorem 3.3.6).

Corollary 3.4.3 Under the assumptions of Lemmas 3.4.1 and 3.4.2 with $\kappa<\frac{2}{3}$. For $p \geq 0$ and for $\kappa_{0}>0$ there exist a constant $C>0$ such that for $\|\psi(0)\|_{\alpha} \leq \delta_{\varepsilon}$ one has

$$
\begin{equation*}
\mathbb{E}\left(\sup _{T \in\left[0, \tau^{*}\right]}\|\psi(T)\|_{\alpha}^{p}\right) \leq C\left(\delta_{\varepsilon}+\varepsilon^{-\kappa_{0}}\right) \tag{3.21}
\end{equation*}
$$

Proof. From (3.19), by triangle inequality and Lemma 3.4.2, we obtain

$$
\mathbb{E}\left(\sup _{T \in\left[0, \tau^{*}\right]}\|\psi(T)\|_{\alpha}^{p}\right) \leq C \delta_{\varepsilon}+C \varepsilon^{-\kappa_{0}}+C \varepsilon^{2 p-3 p \kappa}
$$

for $\kappa<\frac{2}{3}$ we obtain (3.21).
Lemma 3.4.4 If Assumption 2.2.1 holds, then for $q \geq 1$ there exists a constant $C>0$ such that for $\|\psi(0)\|_{\alpha} \leq \delta_{\varepsilon}$ one has

$$
\int_{0}^{T}\left\|e^{\tau \varepsilon^{-2} \mathcal{A}_{s}} \psi(0)\right\|_{\alpha}^{q} d \tau \leq C \delta_{\varepsilon}^{q} \varepsilon^{2}
$$

Proof. Using (1.2) we obtain

$$
\int_{0}^{T}\left\|e^{\varepsilon^{-2} \mathcal{A}_{s} \tau} \psi(0)\right\|_{\alpha}^{q} d \tau \leq c \int_{0}^{T} e^{-q \varepsilon^{-2} \omega \tau}\|\psi(0)\|_{\alpha}^{q} d \tau \leq \frac{\varepsilon^{2}}{q \omega}\|\psi(0)\|_{\alpha}^{q}
$$

This easily implies the claim.

### 3.5 Averaging over the Fast OU-Process

Let us turn to the averaging result for the OU-process $\mathcal{Z}$. In Lemma 3.5.1, we provide the first order approximation. It states that even powers of a real valued OU-process average to a constant, while odd powers are small of order $\mathcal{O}(\varepsilon)$.

Lemma 3.5.1 Let $X$ be a real valued stochastic process such that for some $r \geq 0$ we have $X(0)=\mathcal{O}\left(\varepsilon^{-r}\right)$. Fix any $\kappa_{0}>0$. If $d X=G d T$ with $G=\mathcal{O}\left(\varepsilon^{-r}\right)$, then

1. $\int_{0}^{T} X \mathcal{Z}_{k} d \tau=\mathcal{O}\left(\varepsilon^{1-r-\kappa_{0}}\right)$,
2. $\int_{0}^{T} X \mathcal{Z}_{k}^{2} d \tau=\frac{\alpha_{k}^{2}}{2 \lambda_{k}} \int_{0}^{T} X d \tau+\mathcal{O}\left(\varepsilon^{1-r-2 \kappa_{0}}\right)$,
3. $\int_{0}^{T} X \mathcal{Z}_{k} \mathcal{Z}_{l} d \tau=\mathcal{O}\left(\varepsilon^{1-r-2 \kappa_{0}}\right)$,
4. $\int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tau=\mathcal{O}\left(\varepsilon^{1-3 \kappa_{0}}\right)$,
5. $\int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} d \tau=\mathcal{O}\left(\varepsilon^{1-3 \kappa_{0}}\right)$,
6. $\int_{0}^{T} \mathcal{Z}_{k}^{3} d \tau=\mathcal{O}\left(\varepsilon^{1-3 \kappa_{0}}\right)$,
7. $\int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tau=\mathcal{O}\left(\varepsilon^{1-4 \kappa_{0}}\right)$,
8. $\int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2} d \tau=\frac{\alpha_{k}^{2} \alpha_{l}^{2}}{4 \lambda_{k} \lambda_{l}} \int_{0}^{T} d \tau+\mathcal{O}\left(\varepsilon^{1-4 \kappa_{0}}\right)$,
9. $\int_{0}^{T} \mathcal{Z}_{k}^{4} d \tau=\frac{3 \alpha_{k}^{4}}{4 \lambda_{k}^{2}} \int_{0}^{T} d \tau+\mathcal{O}\left(\varepsilon^{1-4 \kappa_{0}}\right)$,
where $\mathcal{Z}_{k}$ is defined in (3.13).
Proof. We note that

$$
\underset{\left[0, T_{0}\right]}{\mathbb{E} \sup |X|^{p} \leq C \mathbb{E} \sup _{\left[0, T_{0}\right]}|G|^{p} \leq C \varepsilon^{-p r} . . . . ~}
$$

In order to prove the first part, we apply Itô formula to $X \mathcal{Z}_{k}$

$$
\begin{aligned}
d\left(X \mathcal{Z}_{k}\right) & =\mathcal{Z}_{k} d X+X d \mathcal{Z}_{k} \\
& =G \mathcal{Z}_{k} d T+\varepsilon^{-1} \alpha_{k} X d \tilde{\beta}_{k}-\lambda_{k} \varepsilon^{-2} \mathcal{Z}_{k} X d T .
\end{aligned}
$$

Integrating from 0 to $T$, we obtain

$$
\lambda_{k} \int_{0}^{T} X \mathcal{Z}_{k} d \tau=-\varepsilon^{2} X(T) \mathcal{Z}_{k}(T)+\varepsilon^{2} \int_{0}^{T} G \mathcal{Z}_{k} d \tau+\varepsilon \alpha_{k} \int_{0}^{T} X d \tilde{\beta}_{k}
$$

Taking the absolute value and using the triangle inequality we obtain, for $p>0$,

$$
\left|\int_{0}^{T} X \mathcal{Z}_{k} d \tau\right|^{p} \leq c \varepsilon^{2 p}|X(T)|^{p}\left|\mathcal{Z}_{k}(T)\right|^{p}+c \varepsilon^{2 p}\left|\int_{0}^{T} G \mathcal{Z}_{k} d \tau\right|^{p}+c \varepsilon^{p}\left|\int_{0}^{T} X d \tilde{\beta}_{k}\right|^{p}
$$

Taking expectation after supremum on both sides and using Lemma 3.4.2 yields

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} X \mathcal{Z}_{k} d \tau\right|^{p} \leq C \varepsilon^{2 p-p r-\kappa_{0}}+C \varepsilon^{p} \mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} X d \tilde{\beta_{k}}\right|^{p}
$$

We finish the first part by using the theorem of Burkholder-Davis-Gundy

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} X \mathcal{Z}_{k} d \tau\right|^{p} \leq C \varepsilon^{2 p-p r-\kappa_{0}}+C \varepsilon^{p} \mathbb{E}\left(\int_{0}^{T} X^{2}(\tau) d \tau\right)^{\frac{p}{2}} \leq C \varepsilon^{p-p r-\kappa_{0}}
$$

In order to prove the second part, we apply Itô formula to $X \mathcal{Z}_{k}^{2}$

$$
\begin{aligned}
d\left(X \mathcal{Z}_{k}^{2}\right) & =\mathcal{Z}_{k}^{2} d X+2 X \mathcal{Z}_{k} d \mathcal{Z}_{k}+X\left(d \mathcal{Z}_{k}\right)^{2} \\
& =G \mathcal{Z}_{k}^{2} d T-2 \lambda_{k} \varepsilon^{-2} X \mathcal{Z}_{k}^{2} d T+2 \varepsilon^{-1} \alpha_{k} \mathcal{Z}_{k} X d \tilde{\beta}_{k}+\varepsilon^{-2} \alpha_{k}^{2} X d T
\end{aligned}
$$

Integrating from 0 to $T$, we obtain

$$
\int_{0}^{T} X\left(\mathcal{Z}_{k}^{2}-\frac{\alpha_{k}^{2}}{2 \lambda_{k}}\right) d \tau=-\frac{\varepsilon^{2}}{2 \lambda_{k}} X(T) \mathcal{Z}_{k}^{2}(T)+\frac{\varepsilon^{2}}{2 \lambda_{k}} \int_{0}^{T} G \mathcal{Z}_{k}^{2} d \tau+\frac{\alpha_{k}}{\lambda_{k}} \varepsilon \int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{k}
$$

Taking the absolute value and using the triangle inequality we obtain, for $p>0$,

$$
\left|\int_{0}^{T} X\left(\mathcal{Z}_{k}^{2}-\frac{\alpha_{k}^{2}}{2 \lambda_{k}}\right) d \tau\right|^{p} \leq c \varepsilon^{2 p}\left|X \mathcal{Z}_{k}\right|^{p}+c \varepsilon^{2 p}\left|\int_{0}^{T} G \mathcal{Z}_{k}^{2} d \tau\right|^{p}+c \varepsilon^{p}\left|\int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{k}(\tau)\right|^{p}
$$

By Burkholder-Davis-Gundy theorem, we obtain

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} X\left(\mathcal{Z}_{k}^{2}-\frac{\alpha_{k}^{2}}{2 \lambda_{k}}\right) d \tau\right|^{p} & \leq C \varepsilon^{2 p-p r-\kappa_{0}}+C \varepsilon^{p} \mathbb{E}\left(\int_{0}^{T_{0}} X^{2} \mathcal{Z}_{k}^{2} d \tau\right)^{\frac{p}{2}} \\
& \leq C \varepsilon^{p-p r-2 \kappa_{0}},
\end{aligned}
$$

and this finishes the second part. For the third part, we apply Itô formula to $X \mathcal{Z}_{k} \mathcal{Z}_{l}$ and integrate from 0 to $T$

$$
\begin{aligned}
\int_{0}^{T} X \mathcal{Z}_{k} \mathcal{Z}_{l} d \tau= & -\frac{\varepsilon^{2}}{\lambda_{k}+\lambda_{l}} X \mathcal{Z}_{k} \mathcal{Z}_{l}+\frac{\varepsilon^{2}}{\lambda_{k}+\lambda_{l}} \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} G d \tau \\
& +\frac{\alpha_{l} \varepsilon}{\lambda_{k}+\lambda_{l}} \int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{l}+\frac{\alpha_{k} \varepsilon}{\lambda_{k}+\lambda_{l}} \int_{0}^{T} X \mathcal{Z}_{l} d \tilde{\beta}_{k}
\end{aligned}
$$

Taking the absolute value and using Burkholder-Davis-Gundy theorem, we obtain for $p>0$

$$
\mathbb{E}\left(\sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} X \mathcal{Z}_{k} \mathcal{Z}_{l} d \tau\right|^{p}\right) \leq C \varepsilon^{p-p r-2 \kappa_{0}}
$$

For the fourth part, we apply Itô formula to $\mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j}$ and integrating from 0 to $T$ we obtain

$$
\begin{aligned}
\left(\lambda_{k}+\lambda_{l}+\lambda_{j}\right) \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tau= & -\varepsilon^{2} \mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j}+\alpha_{l} \varepsilon \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{j} d \tilde{\beta}_{l} \\
& +\alpha_{j} \varepsilon \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tilde{\beta}_{j}+\alpha_{k} \varepsilon \int_{0}^{T} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tilde{\beta}_{k}
\end{aligned}
$$

Taking the absolute value and using Burkholder-Davis-Gundy theorem, we obtain for $p>0$

$$
\mathbb{E}\left(\sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tau\right|^{p}\right) \leq C \varepsilon^{1-4 \kappa_{0}}
$$

For the fifth part, we apply Itô formula to $\mathcal{Z}_{k}^{2} \mathcal{Z}_{l}$ and integrating from 0 to $T$

$$
\begin{align*}
\int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} d \tau= & -\frac{\varepsilon^{2}}{\lambda_{l}+2 \lambda_{k}} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}+\frac{\alpha_{l} \varepsilon}{\lambda_{l}+2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tilde{\beta}_{l} \\
& +\frac{2 \alpha_{k} \varepsilon}{\lambda_{l}+2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tilde{\beta}_{k}+\frac{\alpha_{k}^{2}}{\lambda_{l}+2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{l} d \tau \tag{3.22}
\end{align*}
$$

We note that from the first part. If we take $X=1$ and choose $r=0$, then we obtain

$$
\begin{equation*}
\int_{0}^{T} \mathcal{Z}_{k}(\tau) d \tau=\mathcal{O}\left(\varepsilon^{1-\kappa_{0}}\right) \tag{3.23}
\end{equation*}
$$

Taking the absolute value and using Burkholder-Davis-Gundy theorem and (3.23), we obtain for $p>0$

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} d \tau\right|^{p} \leq C \varepsilon^{1-3 \kappa_{0}}
$$

For the sixth part, we put $l=k$ in (3.22). We obtain

$$
\int_{0}^{T} \mathcal{Z}_{k}^{3} d \tau=-\frac{\varepsilon^{2}}{3 \lambda_{k}} \mathcal{Z}_{k}^{3}(T)+\frac{\alpha_{l}}{\lambda_{k}} \varepsilon \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tilde{\beta}_{k}+\frac{\alpha_{k}^{2}}{3 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{l} d \tau
$$

Analogously, we obtain

$$
\mathbb{E}\left(\sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} \mathcal{Z}_{k}^{3} d \tau\right|^{p}\right) \leq C \varepsilon^{1-3 \kappa_{0}}
$$

For the seventh part, we apply Itô formula to $\mathcal{Z}_{k}^{2} \mathcal{Z}_{l} \mathcal{Z}_{j}$ and integrating from 0 to $T$

$$
\begin{aligned}
\left(2 \lambda_{k}+\lambda_{l}+\lambda_{j}\right) \int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tau= & -\varepsilon^{2} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} \mathcal{Z}_{j}+2 \varepsilon \alpha_{k} \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tilde{\beta}_{k} \\
& +\varepsilon \alpha_{l} \int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{j} d \tilde{\beta}_{l}+\varepsilon \alpha_{j} \int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} d \tilde{\beta}_{j} \\
& +\alpha_{k}^{2} \int_{0}^{T} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tau
\end{aligned}
$$

Using Burkholder-Davis-Gundy theorem and the second part with $X=1$ in order to obtain the seventh part.

For the eighth part, we apply Itô formula to $\mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2}$ and integrating from 0 to $T$

$$
\begin{aligned}
\int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2} d \tau= & -\frac{\varepsilon^{2}}{2\left(\lambda_{l}+\lambda_{k}\right)} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2}+\frac{\alpha_{l} \varepsilon}{\lambda_{l}+\lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} d \tilde{\beta}_{l} \\
& +\frac{\alpha_{k} \varepsilon}{\lambda_{l}+\lambda_{k}} \int_{0}^{T} \mathcal{Z}_{l}^{2} \mathcal{Z}_{k} d \tilde{\beta}_{k}+\frac{\alpha_{k}^{2}}{2\left(\lambda_{l}+\lambda_{k}\right)} \int_{0}^{T} \mathcal{Z}_{l}^{2} d \tau \\
& +\frac{\alpha_{l}^{2}}{2\left(\lambda_{l}+\lambda_{k}\right)} \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tau
\end{aligned}
$$

We finish the proof of the eighth part by using Burkholder-Davis-Gundy theorem and the second part with $X=1$.

For the ninth part, we apply Itô formula to $\mathcal{Z}_{k}^{4}$ and integrating from 0 to $T$

$$
\int_{0}^{T} \mathcal{Z}_{k}^{4} d \tau=-\frac{\varepsilon^{2}}{4 \lambda_{k}} \mathcal{Z}_{k}^{4}+\frac{\alpha_{k} \varepsilon}{\lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k}^{3} d \tilde{\beta}_{k}+\frac{3 \alpha_{k}^{2}}{2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tau
$$

Using Burkholder-Davis-Gundy theorem and the second part with $X=1$ to finish this part.

Remark 3.5.2 The above Lemma is true even if $X \in \mathcal{N}$ or $\mathbb{C}$.

### 3.6 Proof of the Main Result

This section is devoted to the proof of the main result in Theorem 3.3.6 and Corollary 3.3.7 for the approximation (3.7) of the solution of the SPDE (3.1).
Let us first check that, we can apply the averaging lemma to (3.5).

Lemma 3.6.1 Assume that Assumption 3.3.1 and 3.3.2 hold. Let $X$ be a stochastic process in $\mathcal{N}$ and $d X=G d T$. If $X=\mathcal{F}_{c}\left(a, e_{k}, e_{l}\right)$ or $X=\mathcal{F}_{c}\left(a, a, e_{k}\right)$, then $G=\mathcal{O}\left(\varepsilon^{-3 \kappa}\right)$ or $G=\mathcal{O}\left(\varepsilon^{-4 \kappa}\right)$, respectively.

Proof. If $X=\mathcal{F}_{c}\left(a, e_{k}, e_{k}\right)$, then

$$
d X=\mathcal{F}_{c}\left(d a, e_{k}, e_{l}\right)=\mathcal{F}_{c}\left(\mathcal{L}_{c} a+\mathcal{F}_{c}(a+\psi), e_{k}, e_{l}\right) d T
$$

Let

$$
G=\mathcal{F}_{c}\left(\mathcal{L}_{c} a+\mathcal{F}_{c}(a+\psi), e_{k}, e_{l}\right) .
$$

Taking the $\mathcal{H}^{\alpha}$ norm, using Assumption 3.3.2 and the fact all norms are equivalent on $\mathcal{N}$, to obtain

$$
\begin{aligned}
\|G\|_{\alpha} & \leq C\left\|\mathcal{L}_{c} a+\mathcal{F}_{c}(a+\psi)\right\|_{\alpha} \leq C\|a\|_{\alpha}+C\left\|\mathcal{F}_{c}(a+\psi)\right\|_{\alpha-\beta} \\
& \leq C\|a\|_{\alpha}+C\|a+\psi\|_{\alpha}^{3} \leq C\|a\|_{\alpha}+C\|a\|_{\alpha}^{3}+C\|\psi\|_{\alpha}^{3} .
\end{aligned}
$$

Using the definition of $\tau^{*}$, we obtain for all $p>0$

$$
\mathbb{E} \sup _{\left[0, \tau^{*}\right]}\|G\|_{\alpha}^{p} \leq C \varepsilon^{-3 p \kappa}
$$

Analogously, if $X=\mathcal{F}_{c}\left(a, a, e_{k}\right)$, then

$$
d X=2 \mathcal{F}_{c}\left(d a, a, e_{k}\right)=2 \mathcal{F}_{c}\left(\mathcal{L}_{c} a+\mathcal{F}_{c}(a+\psi), a, e_{k}\right) d T
$$

Define

$$
G:=2 \mathcal{F}_{c}\left(\mathcal{L}_{c} a+\mathcal{F}_{c}(a+\psi), a, e_{k}\right),
$$

in order to obtain

$$
\mathbb{E} \sup _{\left[0, \tau^{*}\right]}\|G\|_{\alpha}^{p} \leq C \varepsilon^{-4 p \kappa}
$$

Lemma 3.6.2 If Assumptions 2.2.1, 3.3.1, 3.3.2 and 3.3.3 hold and $\|\psi(0)\|_{\alpha} \leq \delta_{\varepsilon}$ for $\delta_{\varepsilon} \in\left(0, \varepsilon^{-\frac{1}{3} \kappa}\right)$ with $\kappa \in\left(0, \frac{1}{12}\right)$ from the definition of $\tau^{*}$, then

$$
\begin{equation*}
a(T)=a(0)+\int_{0}^{T} \mathcal{L}_{c} a(\tau) d \tau+\int_{0}^{T} \mathcal{F}_{c}(a) d \tau+\sum_{k=n+1}^{N} \frac{3 \alpha_{k}^{2}}{2 \lambda_{k}} \int_{0}^{T} \mathcal{F}_{c}\left(a, e_{k}, e_{k}\right) d \tau+R(T) \tag{3.24}
\end{equation*}
$$

where

$$
\begin{equation*}
R=\mathcal{O}\left(\varepsilon^{1-5 \kappa}\right), \tag{3.25}
\end{equation*}
$$

for $\kappa>0$ from the definition of $\tau^{*}$.

Proof. Recall Lemma 3.4.1, which states

$$
\begin{equation*}
\psi(T)=y_{\varepsilon}(T)+\mathcal{Z}(T)+\mathcal{O}\left(\varepsilon^{2-3 \kappa}\right), \tag{3.26}
\end{equation*}
$$

where

$$
y_{\varepsilon}(T)=e^{\varepsilon^{-2} T \mathcal{A}_{s}} \psi(0) .
$$

Substituting from (3.26) into (3.5) and using the bounds on $a=\mathcal{O}\left(\varepsilon^{-\kappa}\right), \mathcal{Z}=$ $\mathcal{O}\left(\varepsilon^{-\kappa_{0}}\right)$, and $y_{\varepsilon}=\mathcal{O}\left(\delta_{\varepsilon} \varepsilon^{2}\right)$ we obtain for $\kappa<2 / 3$

$$
\begin{aligned}
d a= & {\left[\mathcal{L}_{c} a+\mathcal{F}_{c}\left(a+y_{\varepsilon}+\mathcal{Z}\right)\right] d T+\mathcal{O}\left(\varepsilon^{2-5 \kappa}\right) d T } \\
= & {\left[\mathcal{L}_{c} a+\mathcal{F}_{c}(a)+3 \mathcal{F}_{c}(a, a, \mathcal{Z})+3 \mathcal{F}_{c}(a, \mathcal{Z}, \mathcal{Z})+\mathcal{F}_{c}(\mathcal{Z})\right.} \\
& +3 \mathcal{F}_{c}\left(a, a, y_{\varepsilon}\right)+6 \mathcal{F}_{c}\left(a, \mathcal{Z}, y_{\varepsilon}\right)+3 \mathcal{F}_{c}\left(\mathcal{Z}, \mathcal{Z}, y_{\varepsilon}\right) \\
& \left.+3 \mathcal{F}_{c}\left(a, y_{\varepsilon}, y_{\varepsilon}\right)+3 \mathcal{F}_{c}\left(\mathcal{Z}, y_{\varepsilon}, y_{\varepsilon}\right)+\mathcal{F}_{c}\left(y_{\varepsilon}\right)\right] d T+\mathcal{O}\left(\varepsilon^{2-5 \kappa}\right) d T
\end{aligned}
$$

Integrating from 0 to $T$, yields for $T \leq \tau^{*}$

$$
\begin{align*}
a(T)= & a(0)+\int_{0}^{T} \mathcal{L}_{c} a(\tau) d \tau+\int_{0}^{T} \mathcal{F}_{c}(a) d \tau+3 \sum_{k=n+1}^{N} \int_{0}^{T} \mathcal{Z}_{k} \mathcal{F}_{c}\left(a, a, e_{k}\right) d \tau \\
& +3 \sum_{k=n+1}^{N} \int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{F}_{c}\left(a, e_{k}, e_{k}\right) d \tau+3 \sum_{k=n+1}^{N} \sum_{l \neq k}^{N} \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{F}_{c}\left(a, e_{k}, e_{l}\right) d \tau \\
& +\sum_{k, l, j=n+1}^{N} \int_{0}^{T} \mathcal{F}_{c}\left(\mathcal{Z}_{k} e_{k}, \mathcal{Z}_{l} e_{l}, \mathcal{Z}_{j} e_{j}\right) d \tau+R_{1}+\mathcal{O}\left(\varepsilon^{2-5 \kappa}\right) \tag{3.27}
\end{align*}
$$

where

$$
\begin{align*}
R_{1}= & 3 \int_{0}^{T} \mathcal{F}_{c}\left(a, a, y_{\varepsilon}\right) d \tau+6 \int_{0}^{T} \mathcal{F}_{c}\left(a, \mathcal{Z}, y_{\varepsilon}\right) d \tau+3 \int_{0}^{T} \mathcal{F}_{c}\left(a, y_{\varepsilon}, y_{\varepsilon}\right) d \tau \\
& +3 \int_{0}^{T} \mathcal{F}_{c}\left(\mathcal{Z}, y_{\varepsilon}, y_{\varepsilon}\right) d \tau+3 \int_{0}^{T} \mathcal{F}_{c}\left(\mathcal{Z}, \mathcal{Z}, y_{\varepsilon}\right) d \tau+3 \int_{0}^{T} \mathcal{F}_{c}\left(y_{\varepsilon}\right) d \tau \\
:= & I_{1}+I_{2}+I_{3}+I_{4}+I_{5}+I_{6} . \tag{3.28}
\end{align*}
$$

Now, using Assumption 3.3.1, the definition of $\tau^{*}$ and the equivalence of $\mathcal{H}^{\alpha}$ norms on $\mathcal{N}$ to bound $R_{1}$. We bound all terms in (3.28) separately. For the first term in (3.28) we obtain

$$
\left\|I_{1}\right\|_{\alpha} \leq C \int_{0}^{T}\|a\|_{\alpha}^{2}\left\|y_{\varepsilon}\right\|_{\alpha} d \tau \leq C \sup _{\left[0, T_{0}\right]}\|a\|_{\alpha}^{2} \int_{0}^{T}\left\|y_{\varepsilon}\right\|_{\alpha} d \tau
$$

Using Lemma 3.4.4 for $q=1$, we obtain

$$
I_{1}=\mathcal{O}\left(\delta_{\varepsilon} \varepsilon^{2-2 \kappa}\right)
$$

Analogous results hold to all other terms. To be more precise:

$$
\begin{gathered}
I_{2}=\mathcal{O}\left(\delta_{\varepsilon} \varepsilon^{2-\kappa-\kappa_{0}}\right), I_{3}=\mathcal{O}\left(\delta_{\varepsilon}^{2} \varepsilon^{2-\kappa}\right), I_{4}=\mathcal{O}\left(\delta_{\varepsilon}^{2} \varepsilon^{2-\kappa_{0}}\right), \\
I_{5}=\mathcal{O}\left(\delta_{\varepsilon} \varepsilon^{2-2 \kappa_{0}}\right), \text { and } I_{6}=\mathcal{O}\left(\delta_{\varepsilon}^{3} \varepsilon^{2}\right)
\end{gathered}
$$

Collecting all results we obtain for $\kappa_{0} \leq \kappa$, where $\kappa_{0}>0$ is arbitrary from Lemma 3.4.2,

$$
\begin{equation*}
R_{1}=\mathcal{O}\left(\left(1+\delta_{\varepsilon}^{2}\right) \varepsilon^{2-2 \kappa}\right) \tag{3.29}
\end{equation*}
$$

Applying finally Lemmas 3.5 .1 and 3.6.1 to (3.27), we obtain (3.24).
Lemma 3.6.3 Let Assumptions 2.2.1, 3.3.1 and 3.3.2 hold. Define $b(t)$ in $\mathcal{N}$ as the solution of (3.8). If the initial condition satisfies $\mathbb{E}|b(0)|^{p} \leq \delta_{\varepsilon}^{p}$ for some $\delta_{\varepsilon} \in\left(0, \varepsilon^{-\frac{1}{3} \kappa}\right)$, then for all $T_{0}>0$ and $p \geq 1$ there exists a constant $C$ such that

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}|b(T)|^{p} \leq C \delta_{\varepsilon}^{p} . \tag{3.30}
\end{equation*}
$$

Proof. Taking the scalar product $\langle\cdot, b\rangle$ on both sides of (3.8), yields

$$
\frac{1}{2} \partial_{T}|b|^{2}=\left\langle\mathcal{L}_{c} b, b\right\rangle+\left\langle\mathcal{F}_{c}(b), b\right\rangle+\sum_{k=n+1}^{N} \frac{3 \alpha_{k}^{2}}{2 \lambda_{k}}\left\langle\mathcal{F}_{c}\left(b, e_{k}, e_{k}\right), b\right\rangle .
$$

Using Cauchy-Schwarz inequality and Assumption 3.3.2, we obtain

$$
\frac{1}{2} \partial_{T}|b|^{2} \leq C|b|^{2}
$$

We apply now a comparison argument to deduce for all $T \in\left[0, T_{0}\right]$

$$
\begin{equation*}
|b(T)| \leq|b(0)| e^{C T_{0}} \tag{3.31}
\end{equation*}
$$

Taking expectation after supremum on both sides, yields (3.30).
In the following we are not able to calculate moments of error terms. Thus, we restrict ourselves to a sufficiently large subset of $\Omega$, where our estimates go through.

Definition 3.6.4 Given $\delta_{\varepsilon} \in\left(0, \varepsilon^{-\frac{1}{3} \kappa}\right)$ with $\kappa>0$ from the definition of $\tau^{*}$. Define the set $\Omega^{*} \subset \Omega$ such that all these estimates

$$
\begin{gather*}
\sup _{\left[0, \tau^{*}\right]}\|\psi-\mathcal{Q}\|_{\alpha}<C \varepsilon^{2-4 \kappa}  \tag{3.32}\\
\sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha}<\delta_{0}+\varepsilon^{-\frac{1}{2} \kappa}  \tag{3.33}\\
\sup _{\left[0, \tau^{*}\right]}|R|<\varepsilon^{1-6 \kappa} \tag{3.34}
\end{gather*}
$$

and

$$
\begin{equation*}
\sup _{\left[0, \tau^{*}\right]}|b|<\delta_{0} \varepsilon^{-\frac{1}{2} \kappa} \tag{3.35}
\end{equation*}
$$

hold on $\Omega^{*}$.
Remark 3.6.5 The set $\Omega^{*}$ has approximately probability 1 provided $\delta_{\varepsilon}<\varepsilon^{-\frac{1}{3} \kappa}$, as

$$
\begin{aligned}
\mathbb{P}\left(\Omega^{*}\right) & \geq 1-\mathbb{P}\left(\sup _{\left[0, \tau^{*}\right]}\|\psi-\mathcal{Q}\|_{\alpha} \geq \varepsilon^{2-4 \kappa}\right)-\mathbb{P}\left(\sup _{\left[0, \tau^{*}\right]}\|\psi\|_{\alpha} \geq \varepsilon^{-\frac{1}{2} \kappa}\right) \\
& -\mathbb{P}\left(\sup _{\left[0, \tau^{*}\right]}|b| \geq \varepsilon^{-\frac{5}{6} \kappa}\right)-\mathbb{P}\left(\sup _{\left[0, \tau^{*}\right]}|R| \geq \varepsilon^{1-6 \kappa}\right)
\end{aligned}
$$

Using Chebychev inequality and Lemmas 3.4.1, 3.6.2, 3.6.3 and Corollary 3.4.3 with arbitrarily $\kappa_{0} \leq \frac{1}{3} \kappa$, we obtain for sufficient large $q$

$$
\begin{equation*}
\mathbb{P}\left(\Omega^{*}\right) \geq 1-C\left[\varepsilon^{q \kappa}+\varepsilon^{\frac{1}{2} q \kappa-q \kappa_{0}}+\varepsilon^{\frac{1}{2} q \kappa}+\varepsilon^{q \kappa}\right] \geq 1-C \varepsilon^{\frac{1}{4} q \kappa} \geq 1-C \varepsilon^{p} \tag{3.36}
\end{equation*}
$$

Theorem 3.6.6 Assume that Assumptions 2.2.1, 3.3.1, 3.3.2 and 3.3.3 hold and suppose $|a(0)| \leq \delta_{\varepsilon}$ and $\|\psi(0)\|_{\alpha} \leq \delta_{\varepsilon}$. Let b be a solution of (3.8) and a as defined in (3.2). If the initial condition satisfies $a(0)=b(0)$, then

$$
\begin{equation*}
\sup _{T \in\left[0, \tau^{*}\right]}|a(T)-b(T)| \leq C\left(1+\delta_{\varepsilon}^{2}\right) \varepsilon^{1-12 \kappa} \tag{3.37}
\end{equation*}
$$

and for $\kappa<\frac{1}{12}$

$$
\begin{equation*}
\sup _{T \in\left[0, \tau^{*}\right]}|a(T)| \leq C\left(1+\delta_{\varepsilon}^{2}\right), \tag{3.38}
\end{equation*}
$$

on $\Omega^{*}$.

Proof. Define $\varphi(T)$ as

$$
\varphi(T):=a(T)-R(T)
$$

where $R$ is defined in (3.25). From (3.24) we obtain

$$
\begin{equation*}
\varphi(T)=a(0)+\int_{0}^{T} \mathcal{L}_{c}[\varphi+R] d \tau+\int_{0}^{T} \mathcal{F}_{c}(\varphi+R) d \tau+\sum_{k=n+1}^{N} \frac{3 \alpha_{k}^{2}}{2 \lambda_{k}} \int_{0}^{T} \mathcal{F}_{c}\left(\varphi+R, e_{k}, e_{k}\right) d \tau \tag{3.39}
\end{equation*}
$$

Subtracting (3.39) from (3.8) and defining $h(T):=b(T)-\varphi(T)$, we obtain

$$
\begin{aligned}
h(T)= & \int_{0}^{T} \mathcal{L}_{c} h d \tau-\int_{0}^{T} \mathcal{L}_{c} R d \tau+\int_{0}^{T}\left[\mathcal{F}_{c}(b)-\mathcal{F}_{c}(b-h+R)\right] d \tau \\
& +\sum_{k=n+1}^{N} \frac{3 \alpha_{k}^{2}}{2 \lambda_{k}} \int_{0}^{T} \mathcal{F}_{c}\left(h-R, e_{k}, e_{k}\right) d \tau
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\partial_{T} h=\mathcal{L}_{c} h-\mathcal{L}_{c} R+\mathcal{F}_{c}(b)-\mathcal{F}_{c}(b-h+R)+\sum_{k=n+1}^{N} \frac{3 \alpha_{k}^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(h-R, e_{k}, e_{k}\right) . \tag{3.40}
\end{equation*}
$$

Taking the scalar product $\langle\cdot, h\rangle$ on both sides of (3.40), we have

$$
\begin{aligned}
\frac{1}{2} \partial_{T}|h|^{2}= & \left\langle\mathcal{L}_{c} h, h\right\rangle-\left\langle\mathcal{L}_{c} R, h\right\rangle+\left\langle\mathcal{F}_{c}(b)-\mathcal{F}_{c}(b-h+R), h\right\rangle \\
& +\sum_{k=n+1}^{N} \frac{3 \alpha_{k}^{2}}{2 \lambda_{k}}\left\langle\mathcal{F}_{c}\left(h, e_{k}, e_{k}\right), h\right\rangle-\sum_{k=n+1}^{N} \frac{3 \alpha_{k}^{2}}{2 \lambda_{k}}\left\langle\mathcal{F}_{c}\left(R, e_{k}, e_{k}\right), h\right\rangle
\end{aligned}
$$

Using Cauchy-Schwarz inequality and Assumption 3.3.2, we obtain the following linear ordinary differential inequality

$$
\partial_{T}|h|^{2} \leq C\left[|h|^{2}+|h|^{4}\right]+C\left[|R|^{4}+|b|^{2}|R|^{2}+|b|^{4}|R|^{2}+|b|^{2}|R|^{4}\right] .
$$

Using (3.34) and (3.35) in the definition of $\Omega^{*}$, we obtain for $T \leq \tau^{*}$

$$
\partial_{T}|h|^{2} \leq C\left[|h|^{2}+|h|^{4}\right]+C\left(1+\delta_{\varepsilon}^{4}\right) \varepsilon^{2-24 \kappa} \text { on } \Omega^{*} .
$$

As long as $|h| \leq 1$, we obtain

$$
\partial_{T}|h|^{2} \leq 2 C|h|^{2}+C\left(1+\delta_{\varepsilon}^{4}\right) \varepsilon^{2-24 \kappa} .
$$

Using Gronwall's lemma, we obtain for $T \leq \tau^{*} \leq T_{0}$

$$
|h(T)|^{2} \leq C\left(1+\delta_{\varepsilon}^{4}\right) \varepsilon^{2-24 \kappa} \leq 1,
$$

for $\delta_{\varepsilon}<\varepsilon^{-\frac{1}{3} \kappa}, \varepsilon>0$ sufficiently small, and $\kappa<\frac{3}{38}$. Thus,

$$
\begin{equation*}
\sup _{\left[0, \tau^{*}\right]}|h| \leq C\left(1+\delta_{\varepsilon}^{2}\right) \varepsilon^{1-12 \kappa} \text { on } \Omega^{*} \tag{3.41}
\end{equation*}
$$

We finish the first part by using (3.34), (3.41) and

$$
\sup _{\left[0, \tau^{*}\right]}|a-b|=\sup _{\left[0, \tau^{*}\right]}|h-R| \leq \sup _{\left[0, \tau^{*}\right]}|h|+\sup _{\left[0, \tau^{*}\right]}|R| .
$$

For the second part of the theorem consider

$$
\sup _{\left[0, \tau^{*}\right]}|a| \leq \sup _{\left[0, \tau^{*}\right]}|a-b|+\sup _{\left[0, \tau^{*}\right]}|b| .
$$

Using the first part and (3.35), we obtain (3.38) as $\kappa<\frac{1}{12}$.
Now, we can use the results previously obtained to prove the main result of Theorem 3.3.6 for the approximation of the Solution (3.7) of the SPDE (3.1).
Proof of Theorem 3.3.6. For the stopping time, we note that provided $\delta_{\varepsilon}<\varepsilon^{-\frac{1}{3} \kappa}$

$$
\Omega \supset\left\{\tau^{*}=T_{0}\right\} \supseteq\left\{\sup _{T \in\left[0, T_{0}\right]}|a(T)|<\varepsilon^{-\kappa}, \sup _{T \in\left[0, T_{0}\right]}\|\psi(T)\|_{\alpha}<\varepsilon^{-\kappa}\right\} \supseteq \Omega^{*},
$$

where the last inclusion holds due to (3.33) and Theorem 3.6.6. Now let us turn to the approximation result. Using (3.2) and triangle inequality, yields

$$
\sup _{T \in\left[0, \tau^{*}\right]}\left\|u\left(\varepsilon^{-2} T\right)-\varepsilon b(T)-\varepsilon \mathcal{Q}(T)\right\|_{\alpha} \leq \varepsilon \sup _{\left[0, \tau^{*}\right]}\|a-b\|_{\alpha}+\varepsilon \sup _{\left[0, \tau^{*}\right]}\|\psi-\mathcal{Q}\|_{\alpha} .
$$

From (3.32) and (3.37), we obtain

$$
\begin{aligned}
\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha} & =\sup _{t \in\left[0, \varepsilon^{-2} \tau^{*}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha} \\
& \leq C \varepsilon^{2-\frac{38}{3} \kappa} \quad \text { on } \Omega^{*} .
\end{aligned}
$$

Thus,

$$
\mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T 0\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{2-\frac{38}{3} \kappa}\right) \leq 1-\mathbb{P}\left(\Omega^{*}\right) .
$$

Using the bound on $\Omega^{*}$ from (3.36), yields the main claim (3.16).
Proof of Corollary 3.3.7. Define $\Omega_{0} \subset \Omega$ as

$$
\Omega_{0}=\left\{w:\|u(0)\|_{\alpha} \leq \varepsilon \delta_{\varepsilon}\right\}
$$

and define

$$
\hat{u}(0)= \begin{cases}0 & \text { on } \Omega_{0}^{c} \\ u(0) & \text { on } \Omega_{0}\end{cases}
$$

Hence,

$$
u=\hat{u} \quad \text { on } \Omega_{0} .
$$

Thus,

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0]}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{2-\frac{38}{3} \kappa}\right) \\
& \quad=\mathbb{P}\left(\left\{\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{2-\frac{38}{3} \kappa}\right\} \cap \Omega_{0}\right) \\
& \quad+\mathbb{P}\left(\left\{\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{2-\frac{38}{3} \kappa}\right\} \cap \Omega_{0}^{c}\right) \\
& \quad \leq \mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|\hat{u}(t)-\varepsilon b\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{2-\frac{38}{3} \kappa}\right)+\mathbb{P}\left(\Omega_{0}^{c}\right) \\
& \quad \leq C \varepsilon^{p}+\mathbb{P}\left(\|u(0)\|_{\alpha}>\varepsilon \delta_{\varepsilon}\right),
\end{aligned}
$$

where we used (3.16).

### 3.7 Applications

In the literature there are numerous examples of equations with cubic nonlinearities where our theory applies. Examples studied here are Swift-Hohenberg equation, Ginzburg-Landau / Allen-Cahn equation and some Surface growth model. In all these examples we obtain that adding noise has the potential to stabilize the dynamics of the dominant modes. Furthermore, the amplitude equation is always the same type

$$
A^{\prime}=\nu A-C_{\alpha_{k}} A-C A|A|^{2},
$$

where $A$ is the amplitude of the domiant modes in $\mathcal{N}$.

### 3.7.1 Swift-Hohenberg Equation

The Swift-Hohenberg equation was defined in introduction( cf. (3.9)). It has been used as a toy model for the convective instability in the Rayleigh-Bénard problem ( see [16] or [22]). Now it is one of the celebrated models in the theory of pattern formation. For this model we note that

$$
\mathcal{A}=-\left(1+\partial_{x}^{2}\right)^{2}, \quad \mathcal{L}=\nu \mathcal{I}, \mathcal{F}(u)=-u^{3} .
$$

If we take

$$
e_{k}(x)= \begin{cases}\frac{1}{\sqrt{\pi}} \sin (k x) & \text { if } k>0 \\ \frac{1}{\sqrt{2 \pi}} & \text { if } k=0 \\ \frac{1}{\sqrt{\pi}} \cos (k x) & \text { if } k<0\end{cases}
$$

and

$$
\mathcal{H}=L^{2}([0,2 \pi]) \text { and } \mathcal{N}=\operatorname{span}\{\sin , \cos \},
$$

then the eigenvalues of $-\mathcal{A}=\left(1+\partial_{x}^{2}\right)^{2}$ are given by $\lambda_{k}=\left(1-k^{2}\right)^{2}$ with $m=4$, $\lambda_{0}=1>0$ and $\lim _{k \rightarrow \infty} \lambda_{k}=\infty$. So, the Assumption 2.2.1 is true. If we split $u=u_{1} \sin +u_{-1} \cos$ and $u=w_{1} \sin +w_{-1} \cos \in \mathcal{N}$, then the Assumption 3.3.2 is true as follows:

$$
\left\langle\mathcal{F}_{c}\left(u_{1} \sin +u_{-1} \cos \right), u_{1} \sin +u_{-1} \cos \right\rangle=-\frac{3 \pi}{4}\left(u_{1}^{2}+u_{-1}^{2}\right)^{2} \leq 0
$$

where

$$
\mathcal{F}_{c}\left(u_{1} \sin +u_{-1} \cos \right)=-\frac{3}{4}\left(u_{1}^{3}+u_{1} u_{-1}^{2}\right) \sin -\frac{3}{4}\left(u_{-1}^{3}+u_{1}^{2} u_{-1}\right) \cos .
$$

Moreover,

$$
\left\langle\mathcal{F}_{c}(u, u, w), w\right\rangle=-\frac{3 \pi}{4}\left(u_{1}^{2} w_{1}^{2}+w_{1}^{2} u_{-1}^{2}+w_{-1}^{2} u_{-1}^{2}+w_{-1}^{2} u_{1}^{2}\right) \leq 0
$$

and for $\alpha=1$ and $\beta=0$ we obtain

$$
\|\mathcal{F}(u, v, w)\|_{\mathcal{H}^{1}}=\|-u v w\|_{\mathcal{H}^{1}} \leq C\|u\|_{\mathcal{H}^{1}}\|v\|_{\mathcal{H}^{1}}\|w\|_{\mathcal{H}^{1}} .
$$

For Assumption 3.3.3, we consider many cases:
First case. The noise is a constant in the space (i.e., $W(t)=\frac{\alpha_{0}}{\sqrt{2 \pi}} \beta_{0}(t)$ ).
In this case our main theorem states that the solution of the (3.9) is of the type

$$
u(t, x)=\varepsilon v\left(\varepsilon^{2} t, x\right)
$$

and

$$
v(T, x) \simeq \gamma_{1}(T) \sin (x)+\gamma_{-1}(T) \cos (x)+\varepsilon \frac{\alpha_{0}}{\sqrt{2 \pi}} \partial_{T} \tilde{\beta}_{0}(T)+\mathcal{O}\left(\varepsilon^{1-}\right)
$$

where $\gamma_{1}$ and $\gamma_{-1}$ are the solution of the amplitude equation

$$
\gamma_{i}^{\prime}=\left(\nu-\frac{3 \alpha_{0}^{2}}{4 \pi}\right) \gamma_{i}-\frac{3}{4} \gamma_{i}\left(\gamma_{1}^{2}+\gamma_{-1}^{2}\right) \text { for } i= \pm 1 .
$$

Second case. If the noise acts on $\sin (k x)$ [or $\cos (k x)]$ for one $k \in\{2,3, \ldots .$.$\} ,$ then the amplitude equations for (3.9) in this case are

$$
\gamma_{i}^{\prime}=\left(\nu-\frac{3 \alpha_{k}^{2}}{2 \pi\left(k^{2}-1\right)^{2}}\right) \gamma_{i}-\frac{3}{4} \gamma_{i}\left(\gamma_{1}^{2}+\gamma_{-1}^{2}\right) \text { for } i= \pm 1,
$$

and our main theorem states that the solution of the (3.9) is of the type

$$
u(t, x)=\varepsilon v\left(\varepsilon^{2} t, x\right)
$$

and

$$
v(T, x) \simeq \gamma_{1}(T) \sin (x)+\gamma_{-1}(T) \cos (x)+\varepsilon \frac{\alpha_{k}}{\sqrt{\pi}} \partial_{T} \tilde{\beta}_{k}(T) \sin (k x)+\mathcal{O}\left(\varepsilon^{1-}\right)
$$

Third case. If the noise takes the form $W(t)=\sum_{k=2}^{N} \frac{\alpha_{k}}{\sqrt{\pi}} \beta_{k}(t) \sin (k x)$, then the amplitude equations for (3.9) in this case are

$$
\gamma_{i}^{\prime}=\left(\nu-\sum_{k=2}^{N} \frac{3 \alpha_{k}^{2}}{2 \pi\left(k^{2}-1\right)^{2}}\right) \gamma_{i}-\frac{3}{4} \gamma_{i}\left(\gamma_{1}^{2}+\gamma_{-1}^{2}\right) \text { for } i= \pm 1
$$

and our main theorem states that the solution of the (3.9) is of the type

$$
u(t, x)=\varepsilon v\left(\varepsilon^{2} t, x\right),
$$

and
$v(T, x) \simeq \gamma_{1}(T) \sin (x)+\gamma_{-1}(T) \cos (x)+\varepsilon \sum_{k=2}^{N} \frac{\alpha_{k}}{\sqrt{\pi}} \partial_{T} \tilde{\beta}_{k}(T) \sin (k x)+\mathcal{O}\left(\varepsilon^{1-}\right)$.

### 3.7.2 Ginzburg-Landau / Allen-Cahn Equation

The second example is the Ginzburg-Landau / Allen-Cahn equation

$$
\begin{equation*}
\partial_{t} u=\left(\partial_{x}^{2}+r\right) u+\nu \varepsilon^{2} u-u^{3}+\varepsilon \partial_{t} W_{k}(t) . \tag{3.42}
\end{equation*}
$$

We consider two cases depending on the boundary conditions. For Neumann boundary conditions we need $r=0$, while for Dirichlet boundary conditions we need $r=1$.

First case $r=0$. In this case, we consider (3.42) subject to Neumann boundary conditions on the interval $[0, \pi]$. We note that

$$
\mathcal{A}=\partial_{x}^{2}, \quad \mathcal{L}=\nu \mathcal{I}, \operatorname{and} \mathcal{F}(u)=-u^{3} .
$$

If we take

$$
\mathcal{H}=L^{2}([0, \pi]), \quad \mathcal{N}=\operatorname{span}\{1\},
$$

and

$$
e_{k}(x)=\left\{\begin{array}{lc}
\frac{1}{\sqrt{\pi}} & \text { if } k=0 \\
\sqrt{\frac{2}{\pi}} \cos (k x) & \text { if } k>0
\end{array}\right.
$$

then the Assumption 2.2.1 is true. For this we easily see that the eigenvalues of $-\mathcal{A}=-\partial_{x}^{2}$ are $\lambda_{k}=k^{2}$ with $m=2$ and $\lim _{k \rightarrow \infty} \lambda_{k}=\infty$. The condition (3.10) is satisfied for $\alpha=1$ and $\beta=0$. Furthermore, for $u=\gamma_{1}$ and $w=\gamma_{2} \in \mathcal{N}$ the Condition (3.11) is satisfied as follows:

$$
\left\langle\mathcal{F}_{c}(u), u\right\rangle=-\gamma_{1}^{4} \leq 0,
$$

where

$$
\mathcal{F}_{c}(u)=-\gamma_{1}^{3},
$$

and

$$
\left\langle\mathcal{F}_{c}(u, u, w), w\right\rangle=-\gamma_{1}^{2} \gamma_{2}^{2} \leq 0 .
$$

For Assumption 3.3.3, we consider two cases:
First case. The noise acts only on $\cos (x)$ (i.e., $N=1$ ).
In this case the amplitude equation (Landau equation) of (3.42) takes the form

$$
\begin{equation*}
\gamma^{\prime}=\left(\nu-\frac{3 \alpha_{1}^{2}}{2 \pi}\right) \gamma-\gamma^{3} . \tag{3.43}
\end{equation*}
$$

Second case. The noise acts on $\cos (x), \cos (2 x), \ldots ., \cos (N x)$ (i.e., $N \geq 1$ ).
In this case the amplitude equation of (3.42) takes the form

$$
\begin{equation*}
\gamma^{\prime}=\left(\nu-\frac{3}{2 \pi} \sum_{k=1}^{N} \frac{\alpha_{k}^{2}}{k^{2}}\right) \gamma-\gamma^{3}, \tag{3.44}
\end{equation*}
$$

where $\mathcal{F}_{c}\left(u, e_{k}, e_{k}\right)=-\frac{1}{\pi} u$.
The main theorem states that the solution of (3.42) takes the form

$$
u(t)=\varepsilon v\left(\varepsilon^{2} t\right)
$$

and

$$
v(T) \simeq \gamma(T)+\varepsilon \sum_{k=1}^{N} \frac{\alpha_{k}}{k^{2}} \partial_{T} \tilde{\beta}_{k}(T) \cos (k x)+\mathcal{O}\left(\varepsilon^{1-}\right)
$$

where $\gamma$ is the solution of the amplitude equation (3.43) or (3.44).

Second case $r=1$. In this case, we consider (3.42) subject to Dirichlet boundary conditions on the interval $[0, \pi]$. If we take

$$
e_{k}(x)=\sqrt{\frac{2}{\pi}} \sin (k x)=\delta \sin (k x) \quad \text { and } \mathcal{N}=\operatorname{span}\{\sin \}
$$

then the Assumption 2.2.1 is true, where the eigenvalues of $-\mathcal{A}=-\partial_{x}^{2}-1$ are $\lambda_{k}=k^{2}-1$ with $m=2$ and $\lim _{k \rightarrow \infty} \lambda_{k}=\infty$. Furthermore, for $u=\gamma_{1} \sin$ and $w=\gamma_{2} \sin \in \mathcal{N}$ the condition (3.11) is satisfied as follows:

$$
\left\langle\mathcal{F}_{c}(u), u\right\rangle=-\frac{3 \pi}{8} \gamma_{1}^{4} \leq 0
$$

where

$$
\mathcal{F}_{c}(u)=-\frac{3}{4} \gamma_{1}^{3} \sin
$$

and

$$
\left\langle\mathcal{F}_{c}(u, u, w), w\right\rangle=-\frac{3 \pi}{8} \gamma_{1}^{2} \gamma_{2}^{2} \leq 0 .
$$

For Assumption 3.3.3, we consider two cases:
First case. The noise acts only on $\sin (2 x)$.
In this case the amplitude equation (Landau equation) of (3.42) takes the form

$$
\begin{equation*}
\gamma^{\prime}=\left(\nu-\frac{\sigma^{2}}{4}\right) \gamma-\frac{3}{4} \gamma^{3} . \tag{3.45}
\end{equation*}
$$

Second case. The noise acts on $\sin (2 x), \sin (3 x), \ldots \ldots ., \sin (N x)$.
In this case the amplitude equation of (3.42) takes the form

$$
\begin{equation*}
\gamma^{\prime}=\left(\nu-\frac{3}{4} \sum_{k=2}^{N} \frac{\sigma_{k}^{2}}{k^{2}-1}\right) \gamma-\frac{3}{4} \gamma^{3}, \tag{3.46}
\end{equation*}
$$

If we assume that $\sigma_{2}=\sigma_{3}=\ldots \ldots=\sigma_{N}=\sigma$, then the amplitude equation for (3.42) in this case takes the form

$$
\gamma^{\prime}=\left(\nu-\frac{9 \sigma^{2}}{16}+\frac{3 \sigma^{2}(2 N+1)}{8 N(N+1)}\right) \gamma-\frac{3}{4} \gamma^{3},
$$

where we used that $\mathcal{F}_{c}\left(u, e_{k}, e_{k}\right)=-\frac{1}{2} \delta^{2} u, \sigma_{k}=\delta \alpha_{k}$ and $\delta=\sqrt{\frac{2}{\pi}}$.
The main theorem states that the solution of (3.42) takes the form

$$
u(t)=\varepsilon v\left(\varepsilon^{2} t\right),
$$

and

$$
v(T) \simeq \gamma(T) \sin +\varepsilon \sum_{k=2}^{N} \frac{\sigma_{k}}{k^{2}-1} \partial_{T} \tilde{\beta}_{k}(T) \sin (k x)+\mathcal{O}\left(\varepsilon^{1-}\right),
$$

where $\gamma$ is the solution of the amplitude equation (3.45) or (3.46).

### 3.7.3 Surface Growth Model

Another example arising in the theory of surface growth is

$$
\begin{equation*}
\partial_{t} u=-\triangle^{2} u-\mu \triangle u+\nabla\left(|\nabla u|^{2} \nabla u \mid\right)+\varepsilon \sum_{k=2}^{N} \alpha_{k} \partial_{t} \beta_{k}(t) e_{k} . \tag{3.47}
\end{equation*}
$$

subject to periodic boundary conditions on the interval $[0,2 \pi]$. Here we can consider $\mu=1+\varepsilon^{2} \nu$, hence

$$
\mathcal{A}=-\triangle^{2}-\triangle, \quad \mathcal{L}=-\nu \triangle \text { and } \mathcal{F}(u)=\nabla\left(|\nabla u|^{2} \nabla u \mid\right) .
$$

If we take

$$
e_{k}(x)= \begin{cases}\frac{1}{\sqrt{\pi}} \sin (k x) & \text { if } k>0, \\ \frac{1}{\sqrt{2 \pi}} & \text { if } k=0 \\ \frac{1}{\sqrt{\pi}} \cos (k x) & \text { if } k<0,\end{cases}
$$

and

$$
\mathcal{H}=L^{2}([0,2 \pi]) \text { and } \mathcal{N}=\operatorname{span}\{1, \sin , \cos \},
$$

then the eigenvalues of $-\mathcal{A}=\triangle^{2}+\triangle$ are $\lambda_{k}=k^{4}-k^{2}$ with $m=4$ and $\lim _{k \rightarrow \infty} \lambda_{k}=\infty$. So, the Assumption 2.2.1 is true. Moreover, if $u=\gamma_{0}+$ $\gamma_{1} \sin +\gamma_{-1} \cos \in \mathcal{N}$, then all conditions of Assumption 3.3.2 are satisfied as follows:

$$
\left\langle\mathcal{F}_{c}(u), u\right\rangle=-\frac{3 \pi}{4}\left(\gamma_{1}^{2}+\gamma_{-1}^{2}\right)^{2} \leq 0,
$$

where

$$
\mathcal{F}_{c}(u)=-\frac{3}{4}\left(\gamma_{1}^{3}+\gamma_{-1}^{2} \gamma_{1}\right) \sin -\frac{3}{4}\left(\gamma_{-1}^{3}+\gamma_{1}^{2} \gamma_{-1}\right) \cos .
$$

Moreover, for $\alpha=\beta=2$ we obtain

$$
\|\mathcal{F}(u)\|_{L^{2}}=\left\|\partial_{x}\left(\partial_{x} u\right)^{3}\right\|_{L^{2}} \leq\left\|\left(\partial_{x} u\right)^{3}\right\|_{\mathcal{H}^{1}} \leq C\left\|\partial_{x} u\right\|_{\mathcal{H}^{1}}^{3} \leq C\|u\|_{\mathcal{H}^{2}}^{3} .
$$

For Assumption 3.3.3, we consider two cases:
First case. The noise acts only on $\sin (2 x)$.
In this case the amplitude equation for (3.47) is a system of ordinary differential equations:

$$
\begin{gathered}
\gamma_{0}^{\prime}=0 \\
\gamma_{i}^{\prime}=\left(\nu-\frac{\alpha_{2}^{2}}{4 \pi}\right) \gamma_{i}-\frac{3}{4} \gamma_{i}\left(\gamma_{1}^{2}+\gamma_{-1}^{2}\right) \quad \text { for } i= \pm 1
\end{gathered}
$$

Second case. The noise acts on $\sin (2 x), \sin (3 x), \ldots \ldots . . . . . ., \sin (N x)$.
In this case the amplitude equation for (3.47) is a system of ordinary differential equations:

$$
\gamma_{0}^{\prime}=0,
$$

$$
\gamma_{i}^{\prime}=\left(\nu-\frac{3}{4} \sum_{k=2}^{N} \frac{\sigma_{k}^{2}}{k^{2}-1}\right) \gamma_{i}-\frac{3}{4} \gamma_{i}\left(\gamma_{1}^{2}+\gamma_{-1}^{2}\right) \quad \text { for } i= \pm 1,
$$

where we supposed $\sigma_{k}=\delta \alpha_{k}$ for $k \in\{2,3, \ldots \ldots, N\}$ and $\delta=\frac{1}{\sqrt{\pi}}$.
If we assume additionally that $\sigma_{2}=\sigma_{3}=\ldots . .=\sigma_{N}=\sigma$, then the amplitude equation for (3.47) in this case takes the form

$$
\begin{gathered}
\gamma_{0}^{\prime}=0 \\
\gamma_{i}^{\prime}=\left(\nu-\frac{9 \sigma^{2}}{16}+\frac{3 \sigma^{2}(2 N+1)}{8 N(N+1)}\right) \gamma_{i}-\frac{3}{4} \gamma_{i}\left(\gamma_{1}^{2}+\gamma_{-1}^{2}\right) \quad \text { for } i= \pm 1
\end{gathered}
$$

where $\mathcal{F}_{c}\left(\gamma_{0}+\gamma_{1} \sin +\gamma_{-1} \cos , e_{k}, e_{k}\right)=-\frac{k^{2}}{2} \delta^{2}\left(\gamma_{1} \sin +\gamma_{-1} \cos \right)$.

## Chapter 4

## Higher Order Correction for the Solution of SPDEs with Cubic Nonlinearities

### 4.1 Introduction

This chapter is devoted to study the higher order correction for the solution of equation (3.1). If we consider higher order corrections to (3.8), we obtain from the Itô-formula argument martingale terms of order $\varepsilon$. To get an equation for the higher order corrections we need to approximate this martingale term in order to have explicit error bounds. This approach relies on Lemma 6.1 from an article by Blömker, Hairer, and Pavioltis [9], which is based on the martingale representation theorem. Thus, we are limited in the final argument to $\operatorname{dim} \mathcal{N}=1$.

Moreover, we want to study higher order corrections to the amplitude equation, in oder to see the fluctuations induced by the impact of the noise on the dominant pattern. In this chapter we follow our work [13]. Related results in this direction are discussed by Roberts \& Wang [41].

So, our aim of this chapter is to improve the approximation of (3.1) from

$$
u(t) \simeq \varepsilon b_{1}\left(\varepsilon^{2} t\right)+\varepsilon \mathcal{Z}\left(\varepsilon^{2} t\right)+\mathcal{O}\left(\varepsilon^{2-}\right)
$$

to

$$
\begin{equation*}
u(t) \simeq \varepsilon b_{1}\left(\varepsilon^{2} t\right)+\varepsilon^{2} b_{2}\left(\varepsilon^{2} t\right)+\varepsilon \mathcal{Z}\left(\varepsilon^{2} t\right)+\mathcal{O}\left(\varepsilon^{3-}\right), \tag{4.1}
\end{equation*}
$$

where $b_{1}$ is again the solution of the amplitude equation

$$
\begin{equation*}
d b_{1}=\left[\mathcal{L}_{c} b_{1}+\mathcal{F}_{c}\left(b_{1}\right)+\sum_{k=2}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(b_{1}, e_{k}, e_{k}\right)\right] d T . \tag{4.2}
\end{equation*}
$$

The higher order correction $b_{2}$ is the solution of

$$
\begin{equation*}
d b_{2}=\left[\mathcal{L}_{c} b_{2}+3 \mathcal{F}_{c}\left(b_{2}, b_{1}, b_{1}\right)+\sum_{k=2}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(b_{2}, e_{k}, e_{k}\right)\right] d T+d \tilde{M}_{b_{1}}, \tag{4.3}
\end{equation*}
$$

where $\tilde{M}_{b_{1}}(T)$ is a martingale, which is defined by

$$
\begin{equation*}
\tilde{M}_{b_{1}}(T)=\int_{0}^{T}\left(\sum_{k=2}^{N} g_{k}\left(b_{1}\right)\right)^{\frac{1}{2}} d B(s) \tag{4.4}
\end{equation*}
$$

The integration is against a one-dimensional Brownian motion $B$ arising from a martingale representation argument (cf. Lemma 4.4.7) and the $g_{k}$ 's are polynomials of degree 4 in $b_{1}$ given later in (4.31).

As an application of our approximation result of Theorem 4.2.2, we discuss the stochastic Swift-Hohenberg equation and the Ginzburg-Landau equation. To illustrate our results consider the stochastic Swift-Hohenberg equation

$$
\begin{equation*}
\partial_{t} u=-\left(1+\partial_{x}^{2}\right)^{2} u+\nu \varepsilon^{2} u-u^{3}+\varepsilon \sigma \partial_{t} \beta . \tag{4.5}
\end{equation*}
$$

with respect to Neumann boundary conditions on the interval $[0, \pi]$. Our main theorem states that the solution of (4.5) is

$$
u(t, x) \simeq \varepsilon \gamma_{1}\left(\varepsilon^{2} t\right) \cos (x)+\varepsilon^{2} \gamma_{2}\left(\varepsilon^{2} t\right) \cos (x)+\varepsilon \mathcal{Z}_{0}\left(\varepsilon^{2} t\right)+\mathcal{O}\left(\varepsilon^{3-}\right)
$$

where $\gamma_{1}$ and $\gamma_{2}$ are the solution of

$$
\gamma_{1}^{\prime}=\left(\nu-\frac{3 \sigma^{2}}{2}\right) \gamma_{1}-\frac{3}{4} \gamma_{1}^{3},
$$

and

$$
d \gamma_{2}=\left[\left(\nu-\frac{3 \sigma^{2}}{2}\right) \gamma_{2}-\frac{3}{4} \gamma_{1}^{2} \gamma_{2}\right] d T+\frac{3 \sigma^{2}}{\sqrt{2}} \gamma_{1} d B
$$

This chapter is organized as follows. In the next section, we give assumptions and statements of the main results. Section 4.3 we recall the averaging results and dive higher order corrections, while Section 4.4, we study the approximation with higher order correction via amplitude equations. Finally, in Section 4.5 we apply our theory to the stochastic Swift-Hohenberg equation, and the Ginzburg-Landau / Allen-Cahn equation.

### 4.2 Assumptions and Main Result

In this chapter we work in the some setting as before, and assume that all assumptions of Chapter 3 hold.

For simplicity here we assume that in Assumption 3.3.3 one has $\alpha_{k}=\sigma \forall k$. this means the noise takes the form

$$
\begin{equation*}
W(t)=\sum_{k=n+1}^{N} \sigma \beta_{k}(t) e_{k} \text { for } N \geq n+1 \tag{4.6}
\end{equation*}
$$

This assumption is only for simplicity of presentation. The proofs can easily be modified to the general case.

In next definition we modify the stopping time as follows:
Definition 4.2.1 For the $\mathcal{N} \times S$-valued stochastic process $(a, \psi)$ defined in (3.2) we split a into $a=a_{1}+\varepsilon a_{2}$ with $a_{1}$ being a solution of the amplitude equation (4.2). We define, for some $T_{0}>0$ and $\kappa \in\left(0, \frac{1}{7}\right)$, the stopping time $\tau^{* *}$ as

$$
\begin{equation*}
\tau^{* *}:=T_{0} \wedge \inf \left\{T>0:\left\|a_{1}(T)\right\|_{\alpha}>\varepsilon^{-\kappa} \text { or }\left\|a_{2}(T)\right\|_{\alpha}>\varepsilon^{-\kappa} \text { or }\|\psi(T)\|_{\alpha}>\varepsilon^{-\kappa}\right\} . \tag{4.7}
\end{equation*}
$$

The main result of this chapter is the following approximation result.
Theorem 4.2.2 (Approximation) Under Assumptions 2.2.1, 3.3.1, 3.3.2 and 3.3.3 with all $\alpha_{k}=\sigma \forall k, n=1$, let $u$ be a solution of (3.1) defined in (3.2) with the initial condition $u(0)=\varepsilon a(0)+\varepsilon \psi(0)$ with $\|u(0)\|_{\alpha} \leq \varepsilon \delta_{\varepsilon}$ for some $\delta_{\varepsilon} \in$ $\left(0, \varepsilon^{-\frac{1}{3} \kappa}\right), a(0) \in \mathcal{N}$ and $\psi(0) \in S$. Suppose $b_{1}$ and $b_{2}$ are solutions of (4.2) and (4.3), respectively, with $b_{1}(0)=a(0)$ and $b_{2}(0)=0$. Then for all $p>1$ and $T_{0}>0$ and all $\kappa \in\left(0, \frac{1}{7}\right)$, there exists $C>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b_{1}\left(\varepsilon^{2} t\right)-\varepsilon^{2} b_{2}\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{\frac{7}{3}-7 \kappa}\right) \leq C \varepsilon^{p} \tag{4.8}
\end{equation*}
$$

for all $\varepsilon>0$ sufficiently small.
Corollary 4.2.3 Under the Assumptions of Theorem 3.3.6 and for arbitrary initial condition $u(0)$ we obtain

$$
\begin{align*}
& \mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon b_{1}\left(\varepsilon^{2} t\right)-\varepsilon^{2} b_{2}\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>\varepsilon^{\frac{7}{3}-7 \kappa}\right) \\
\leq & \mathbb{P}\left(\|u(0)\|_{\alpha}>\delta_{0} \varepsilon\right)+C \varepsilon^{p} . \tag{4.9}
\end{align*}
$$

### 4.3 Averaging over the Fast OU-Process

Let us expand the averaging result of Lemma 3.5.1 in order to have higher order corrections. These turn out to be all martingle term.

Lemma 4.3.1 Let $X$ be a real valued stochastic process and $X(0)=\mathcal{O}\left(\varepsilon^{-r}\right)$ for $r \geq 0$. If $d X=G d T$ with $G=\mathcal{O}\left(\varepsilon^{-r}\right)$, then, for all $k, l$ and $j$, all different,

1. $\int_{0}^{T} X \mathcal{Z}_{k} d \tau=\varepsilon \frac{\sigma}{\lambda_{k}} \int_{0}^{T} X d \tilde{\beta}_{k}+\mathcal{O}\left(\varepsilon^{2-r-\kappa_{0}}\right)$,
2. $\int_{0}^{T} X \mathcal{Z}_{k}^{2} d \tau=\frac{\sigma^{2}}{2 \lambda_{k}} \int_{0}^{T} X d \tau+\frac{\sigma}{\lambda_{k}} \varepsilon \int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{k}+\mathcal{O}\left(\varepsilon^{2-r-2 \kappa_{0}}\right)$,
3. $\int_{0}^{T} X \mathcal{Z}_{k} \mathcal{Z}_{l} d \tau=\frac{2 \varepsilon \sigma}{\lambda_{k}+\lambda_{l}} \int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{l}+\mathcal{O}\left(\varepsilon^{2-r-2 \kappa_{0}}\right)$,
4. $\int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tau=\frac{3 \varepsilon \sigma}{\left(\lambda_{k}+\lambda_{l}+\lambda_{j}\right)} \int_{0}^{T} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tilde{\beta}_{k}+\mathcal{O}\left(\varepsilon^{2-3 \kappa_{0}}\right)$,
5. $\int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} d \tau=\frac{\varepsilon \sigma^{3}}{\lambda_{l}\left(\lambda_{l}+2 \lambda_{k}\right)} \tilde{\beta}_{l}(T)+\frac{\varepsilon \sigma}{\left(\lambda_{l}+2 \lambda_{k}\right)}\left\{\int_{0}^{T} \mathcal{Z}_{k}^{2} d \tilde{\beta}_{l}+2 \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tilde{\beta}_{k}\right\}+$
6. $\int_{0}^{T} \mathcal{Z}_{k}^{3} d \tau=\varepsilon \frac{\sigma^{3}}{\lambda_{k}^{2}} \tilde{\beta}_{k}(T)+\frac{\varepsilon \sigma}{\lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tilde{\beta_{k}}+\mathcal{O}\left(\varepsilon^{2-3 \kappa_{0}}\right)$,
where $\mathcal{Z}_{k}$ is defined in (3.13).

Proof. We note first that

$$
\mathbb{E} \sup _{\left[0, T_{0}\right]}|X|^{p} \leq C \mathbb{E} \sup _{\left[0, T_{0}\right]}|G|^{p} \leq C \varepsilon^{-p r} .
$$

In order to prove the first part, we apply Itô formula to $X \mathcal{Z}_{k}$

$$
\begin{aligned}
d\left(X \mathcal{Z}_{k}\right) & =\mathcal{Z}_{k} d X+X d \mathcal{Z}_{k} \\
& =G \mathcal{Z}_{k} d T+\varepsilon^{-1} \sigma X d \tilde{\beta}_{k}-\lambda_{k} \varepsilon^{-2} \mathcal{Z}_{k} X d T
\end{aligned}
$$

Integrating from 0 to $T$, we obtain

$$
\begin{aligned}
\int_{0}^{T} X \mathcal{Z}_{k} d \tau & =-\frac{\varepsilon^{2}}{\lambda_{k}} X(T) \mathcal{Z}_{k}(T)+\frac{\varepsilon^{2}}{\lambda_{k}} \int_{0}^{T} G \mathcal{Z}_{k} d \tau+\varepsilon \frac{\sigma}{\lambda_{k}} \int_{0}^{T} X d \tilde{\beta}_{k} \\
& =\varepsilon \frac{\sigma}{\lambda_{k}} \int_{0}^{T} X d \tilde{\beta}_{k}+\mathcal{O}\left(\varepsilon^{2-r-\kappa_{0}}\right)
\end{aligned}
$$
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In order to prove the second part, we apply Itô formula to $X \mathcal{Z}_{k}^{2}$

$$
\begin{aligned}
d\left(X \mathcal{Z}_{k}^{2}\right) & =\mathcal{Z}_{k}^{2} d X+2 X \mathcal{Z}_{k} d \mathcal{Z}_{k}+X\left(d \mathcal{Z}_{k}\right)^{2} \\
& =G \mathcal{Z}_{k}^{2} d T-2 \lambda_{k} \varepsilon^{-2} X \mathcal{Z}_{k}^{2} d T+2 \varepsilon^{-1} \sigma \mathcal{Z}_{k} X d \tilde{\beta}_{k}+\varepsilon^{-2} \sigma^{2} X d T
\end{aligned}
$$

Integrating from 0 to $T$, we obtain

$$
\begin{aligned}
\int_{0}^{T} X \mathcal{Z}_{k}^{2} d \tau= & -\frac{\varepsilon^{2}}{2 \lambda_{k}} X(T) \mathcal{Z}_{k}^{2}(T)+\frac{\varepsilon^{2}}{2 \lambda_{k}} \int_{0}^{T} G \mathcal{Z}_{k}^{2} d \tau \\
& +\frac{\sigma}{\lambda_{k}} \varepsilon \int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{k}+\frac{\sigma^{2}}{2 \lambda_{k}} \int_{0}^{T} X d \tau \\
= & \frac{\sigma^{2}}{2 \lambda_{k}} \int_{0}^{T} X d \tau+\frac{\sigma}{\lambda_{k}} \varepsilon \int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{k}+\mathcal{O}\left(\varepsilon^{2-r-2 \kappa_{0}}\right) .
\end{aligned}
$$

For the third part, we apply Itô formula to $X \mathcal{Z}_{k} \mathcal{Z}_{l}$ and integrate from 0 to $T$

$$
\begin{aligned}
\int_{0}^{T} X \mathcal{Z}_{k} \mathcal{Z}_{l} d \tau= & -\frac{\varepsilon^{2}}{\lambda_{k}+\lambda_{l}} X \mathcal{Z}_{k}(T) \mathcal{Z}_{l}(T) \\
& +\frac{\varepsilon^{2}}{\lambda_{k}+\lambda_{l}} \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} G d \tau+\frac{2 \varepsilon \sigma}{\lambda_{k}+\lambda_{l}} \int_{0}^{T} X \mathcal{Z}_{l} d \tilde{\beta}_{k} \\
= & \frac{2 \varepsilon \sigma}{\lambda_{k}+\lambda_{l}} \int_{0}^{T} X \mathcal{Z}_{l} d \tilde{\beta}_{k}+\mathcal{O}\left(\varepsilon^{2-r-2 \kappa_{0}}\right) .
\end{aligned}
$$

For the fourth part, we apply Itô formula to $\mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j}$ and integrate from 0 to $T$ in order to obtain

$$
\begin{aligned}
\int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tau & =-\frac{\varepsilon^{2}}{\lambda_{k}+\lambda_{l}+\lambda_{j}} \mathcal{Z}_{k} \mathcal{Z}_{l} \mathcal{Z}_{j}+\frac{3 \varepsilon \sigma}{\lambda_{k}+\lambda_{l}+\lambda_{j}} \int_{0}^{T} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tilde{\beta}_{k} \\
& =\frac{3 \varepsilon \sigma}{\lambda_{k}+\lambda_{l}+\lambda_{j}} \int_{0}^{T} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tilde{\beta}_{k}+\mathcal{O}\left(\varepsilon^{2-3 \kappa_{0}}\right)
\end{aligned}
$$

For the fifth part, we apply Itô formula to $\mathcal{Z}_{k}^{2} \mathcal{Z}_{l}$ and integrate from 0 to $T$

$$
\begin{aligned}
\int_{0}^{T} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l} d \tau= & -\frac{\varepsilon^{2}}{\lambda_{l}+2 \lambda_{k}} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}+\frac{\varepsilon \sigma}{\lambda_{l}+2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tilde{\beta}_{l} \\
& +\frac{2 \varepsilon \sigma}{\lambda_{l}+2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tilde{\beta}_{k}+\frac{\sigma^{2}}{\lambda_{l}+2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{l} d \tau \\
= & \frac{\sigma^{2}}{\lambda_{l}+2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{l} d \tau+\frac{2 \sigma \varepsilon}{\lambda_{l}+2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tilde{\beta}_{k} \\
& +\frac{\varepsilon \sigma}{\lambda_{l}+2 \lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tilde{\beta}_{l}+\mathcal{O}\left(\varepsilon^{2-3 \kappa_{0}}\right),
\end{aligned}
$$

we finish the proof of the fifth part by using the first part for $X=1$.
For the sixth part, we apply Itô formula to $\mathcal{Z}_{k}^{3}$ and integrate from 0 to $T$ in order to obtain

$$
\begin{aligned}
\int_{0}^{T} \mathcal{Z}_{k}^{3} d \tau & =-\frac{\varepsilon^{2}}{3 \lambda_{k}} \mathcal{Z}_{k}^{3}(T)+\frac{\sigma}{\lambda_{k}} \varepsilon \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tilde{\beta}_{k}+\frac{\sigma^{2}}{\lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k} d \tau \\
& =\frac{\sigma^{2}}{\lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k} d \tau+\frac{\sigma}{\lambda_{k}} \varepsilon \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tilde{\beta}_{k}+\mathcal{O}\left(\varepsilon^{2-3 \kappa_{0}}\right)
\end{aligned}
$$

Using the first part for $X=1$, we obtain

$$
\int_{0}^{T} \mathcal{Z}_{k}^{3} d \tau=\varepsilon \frac{\sigma^{3}}{\lambda_{k}^{2}} \int_{0}^{T} d \tilde{\beta}_{k}+\frac{\varepsilon \sigma}{\lambda_{k}} \int_{0}^{T} \mathcal{Z}_{k}^{2} d \tilde{\beta}_{k}+\mathcal{O}\left(\varepsilon^{2-3 \kappa_{0}}\right) .
$$

Now, let us give some bounds on stochastic integrals containing $\mathcal{Z}_{k}$ 's. These bounds are improved bounds, using similar arguments of the previous lemma.

Lemma 4.3.2 Let $X$ be as in Lemma 4.3.1, then for $\kappa_{0}<\frac{1}{4}$ we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{l}\right|^{p} \leq C \varepsilon^{-p r}, \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tilde{\beta}_{j}\right|^{p} \leq C . \tag{4.11}
\end{equation*}
$$

Proof. In order to prove (4.10). We first use Burkholder-Davis-Gundy theorem to derive

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{l}\right|^{p} \leq C_{p} \mathbb{E}\left(\int_{0}^{T_{0}} X^{2} \mathcal{Z}_{k}^{2} d \tau\right)^{\frac{p}{2}}
$$

Using Lemma 3.5.1 and Hölder inequality, yields

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} X \mathcal{Z}_{k} d \tilde{\beta}_{l}\right|^{p} & \leq C_{p} \mathbb{E}\left(\frac{\alpha_{k}^{2}}{2} \int_{0}^{T_{0}} X^{2} d \tau+C \varepsilon^{1-2 r-2 \kappa_{0}}\right)^{\frac{p}{2}} \\
& \leq C \mathbb{E} \int_{0}^{T_{0}} X^{p} d \tau+C \varepsilon^{\frac{p}{2}-p r-p \kappa_{0}} \\
& \leq C \varepsilon^{-p r}+C \varepsilon^{\frac{p}{2}-p r-p \kappa_{0}} \\
& \leq C \varepsilon^{-p r} .
\end{aligned}
$$

For (4.11). We obtain by using Burkholder-Davis-Gundy theorem again,

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tilde{\beta}_{j}\right|^{p} \leq C_{p} \mathbb{E}\left(\int_{0}^{T_{0}} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2} d \tau\right)^{\frac{p}{2}} \tag{4.12}
\end{equation*}
$$

Applying Itô formula to $\mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2}$ and integrating from 0 to $T_{0}$

$$
\begin{aligned}
\int_{0}^{T_{0}} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2} d \tau= & \frac{1}{\left(\lambda_{k}+\lambda_{l}\right)}\left\{-\frac{1}{2} \varepsilon^{2} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2}+2 \varepsilon \sigma \int_{0}^{T_{0}} \mathcal{Z}_{l}^{2} \mathcal{Z}_{k} d \tilde{\beta}_{k}\right. \\
& \left.+\sigma^{2} \int_{0}^{T_{0}} \mathcal{Z}_{k}^{2} d \tau+2 \delta_{k, l} \sigma^{2} \int_{0}^{T_{0}} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tau\right\}
\end{aligned}
$$

where $\delta_{k, l}=\left\{\begin{array}{l}0 \text { if } l \neq k \\ 1 \text { if } l=k\end{array}\right.$. Using Lemma 3.5.1 with $X=1$, we get

$$
\begin{aligned}
\int_{0}^{T_{0}} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2} d \tau & =\frac{1}{\left(\lambda_{k}+\lambda_{l}\right)}\left\{-\frac{1}{2} \varepsilon^{2} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2}+2 \varepsilon \sigma \int_{0}^{T_{0}} \mathcal{Z}_{l}^{2} \mathcal{Z}_{k} d \tilde{\beta}_{k}\right\}+C+\mathcal{O}\left(\varepsilon^{1-2 \kappa_{0}}\right) \\
& =\frac{1}{\left(\lambda_{k}+\lambda_{l}\right)}\left\{-\frac{1}{2} \varepsilon^{2} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2}+2 \varepsilon \sigma \int_{0}^{T_{0}} \mathcal{Z}_{l}^{2} \mathcal{Z}_{k} d \tilde{\beta}_{k}\right\}+C
\end{aligned}
$$

for $\kappa_{0}<\frac{1}{2}$. Taking $|\cdot|^{\frac{p}{2}}$ on both sides before expectation and using Burkholder-Davis-Gundy theorem we obtain for $p>1$,

$$
\begin{align*}
\mathbb{E}\left|\int_{0}^{T_{0}} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2} d \tau\right|^{\frac{p}{2}} & \leq C \varepsilon^{p} \mathbb{E}\left|\mathcal{Z}_{k} \mathcal{Z}_{l}\right|^{p}+C \varepsilon^{\frac{p}{2}} \mathbb{E}\left(\int_{0}^{T_{0}} \mathcal{Z}_{l}^{4} \mathcal{Z}_{k}^{2} d \tau\right)^{\frac{p}{4}}+C \\
& \leq C \varepsilon^{p-2 \kappa_{0}}+C \varepsilon^{\frac{p}{2}-2 \kappa_{0}}+C \\
& \leq C, \quad \text { for } \kappa_{0}<\frac{p}{4} \tag{4.13}
\end{align*}
$$

From (4.12) and (4.13), we obtain

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tilde{\beta}_{j}\right|^{p} & \leq C_{p} \mathbb{E}\left(\int_{0}^{T_{0}} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2} d \tau\right)^{\frac{p}{2}} \\
& \leq C_{p} \mathbb{E}\left|\int_{0}^{T_{0}} \mathcal{Z}_{k}^{2} \mathcal{Z}_{l}^{2} d \tau\right|^{\frac{p}{2}} \leq C
\end{aligned}
$$

### 4.4 Proof of the Main Result

First we prove a technical lemma on ordinary differential equations.

Lemma 4.4.1 Let $X$ and $R_{\delta}$ be continuous functions from $[0, \tau]$ to $\mathcal{N}$ with $X(0)=$ $R_{\delta}(0)$. If $X$ is a solution of

$$
X(T)=\int_{0}^{T} Q_{a}(X) d s+\int_{0}^{T} Q_{b}(X) d s+R_{\delta}
$$

where $Q_{a}$ and $Q_{b}$ are linear and bounded operators on $\mathcal{N}$ such that

$$
\begin{equation*}
\left|Q_{a}(X)\right| \leq C_{a}|X|, \quad\left|Q_{b}(X)\right| \leq C_{b}|X|, \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle Q_{b}(X), X\right\rangle \leq 0, \tag{4.15}
\end{equation*}
$$

then

$$
\begin{equation*}
\sup _{[0, \tau]}|X|^{2} \leq\left[2+C_{0}\left(C_{a}^{2}+C_{b}^{2}\right)\right] \sup _{[0, \tau]}\left|R_{\delta}\right|^{2}, \tag{4.16}
\end{equation*}
$$

where $C_{0}=\frac{1}{C_{a}+1} e^{2\left[C_{a}+1\right] T_{0}}$.
We note that in the application of this lemma the constant $C_{b}$ grows with $\varepsilon$ while $C_{a}$ is independent of $\varepsilon$. Therefore the condition (4.15) is important in order to have no $C_{b}$ in the exponent.
Proof. Define $Y=X-R_{\delta}$, hence

$$
Y^{\prime}=Q_{a}(Y)+Q_{a}\left(R_{\delta}\right)+Q_{b}(Y)+Q_{b}\left(R_{\delta}\right)
$$

Taking the scalar product $\langle\cdot, Y\rangle$ on both sides, we obtain

$$
\frac{1}{2} \partial_{T}|Y|^{2}=\left\langle Q_{a}(Y), Y\right\rangle+\left\langle Q_{b}(Y), Y\right\rangle+\left\langle Q_{a}\left(R_{\delta}\right), Y\right\rangle+\left\langle Q_{b}\left(R_{\delta}\right), Y\right\rangle
$$

Using Cauchy-Schwarz and Young inequalities and (4.15), yields

$$
\partial_{T}|Y|^{2} \leq 2\left[C_{a}+1\right]|Y|^{2}+\left[C_{a}^{2}+C_{b}^{2}\right]\left|R_{\delta}\right|^{2} .
$$

Applying Gronwall's lemma, yields for all $T \leq \tau$

$$
\begin{align*}
|Y(T)|^{2} & \leq\left[C_{a}^{2}+C_{b}^{2}\right] \int_{0}^{T}\left|R_{\delta}\right|^{2} e^{2\left[C_{a}+1\right](T-s)} d s \\
& \leq C_{0}\left[C_{a}^{2}+C_{b}^{2}\right] \sup _{[0, \tau]}\left|R_{\delta}\right|^{2} . \tag{4.17}
\end{align*}
$$

To prove (4.16) we use

$$
|X|^{2}=\left|Y+R_{\delta}\right|^{2} \leq 2|Y|^{2}+2\left|R_{\delta}\right|^{2},
$$

and (4.17).
Let us recall Lemma 3.6.2 and look closer at the terms of order $\varepsilon$.

Lemma 4.4.2 Under Assumptions 2.2.1, 3.3.1, 3.3.2 and 3.3.3 with all $\alpha_{k}=\sigma$ for $k \in\{n+1, \ldots \ldots, N\}$, we obtain

$$
\begin{align*}
a(T)= & a(0)+\int_{0}^{T} \mathcal{L}_{c} a(\tau) d \tau+\int_{0}^{T} \mathcal{F}_{c}(a) d \tau+\sum_{k=n+1}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \int_{0}^{T} \mathcal{F}_{c}\left(a, e_{k}, e_{k}\right) d \tau \\
& +\varepsilon M_{a}(T)+\tilde{R}(T), \tag{4.18}
\end{align*}
$$

where $M_{a}(T)$ is a martingale and it is defined by

$$
\begin{equation*}
M_{a}(T)=\int_{0}^{T} \sum_{k=n+1}^{N} \Theta_{k}(a) d \tilde{\beta}_{k}(s) \tag{4.19}
\end{equation*}
$$

where all sums are from $n+1$ to $N$, if it is not explicity stated otherwise

$$
\begin{align*}
\Theta_{k}(a)= & \frac{3 \sigma}{\lambda_{k}} \mathcal{F}_{c}\left(a, a, e_{k}\right)+\sum_{l=n+1} \frac{6 \sigma \mathcal{F}_{c}\left(a, e_{k}, e_{l}\right)}{\lambda_{k}+\lambda_{l}} \mathcal{Z}_{l} \\
& +\sum_{l=n+1} \frac{3 \sigma^{3} \mathcal{F}_{c}\left(e_{k}, e_{l}, e_{l}\right)}{\lambda_{k}\left(\lambda_{k}+2 \lambda_{l}\right)}+\sum_{l \neq k} \frac{6 \sigma \mathcal{F}_{c}\left(e_{k}, e_{k}, e_{l}\right)}{\lambda_{l}+2 \lambda_{k}} \mathcal{Z}_{k} \mathcal{Z}_{l} \\
& +\sum_{l=n+1} \sum_{j=n+1} \frac{3 \sigma \mathcal{F}_{c}\left(e_{k}, e_{l}, e_{j}\right)}{\lambda_{k}+\lambda_{l}+\lambda_{j}} \mathcal{Z}_{l} \mathcal{Z}_{j}, \tag{4.20}
\end{align*}
$$

and

$$
\tilde{R}=R_{1}+\mathcal{O}\left(\varepsilon^{2-5 \kappa}\right),
$$

where $R_{1}=\mathcal{O}\left(\delta_{\varepsilon}^{2} \varepsilon^{2-2 \kappa}\right)$ is defined in (3.29).
Proof. Using (3.27) and Lemmas 4.3.1 and 4.3.2 in order to obtain (4.18).

Lemma 4.4.3 Under Assumptions 2.2.1, 3.3.1, 3.3.2 and 3.3.3 with all $\alpha_{k}=$ $\sigma \forall k$, consider some stochastic process $\xi=\mathcal{O}\left(\varepsilon^{-r}\right)$ for $r \geq 0$. Then for all $p>0$ there exists $C>0$ such that

$$
\begin{equation*}
\mathbb{E}\left(\sup _{T \in\left[0, \tau^{* *}\right]}\left|M_{\xi}(T)\right|^{p}\right) \leq C \varepsilon^{-2 p r} \tag{4.21}
\end{equation*}
$$

where $M_{\xi}$ is defined in (4.19). If $\xi$ is bounded upto $T_{0}$, then (4.21) holds with $T_{0}$ instead of $\tau^{* *}$.

Proof. In order to prove (4.21), we take $|\cdot|^{p}$ on both sides for (4.20) in order to obtain

$$
\begin{aligned}
\left|M_{\xi}(T)\right|^{p}= & \left|\int_{0}^{T} \sum_{k=2}^{N} \Theta_{k}\left(a_{1}\right) d \tilde{\beta}_{k}(s)\right|^{p} \\
\leq & C \sum_{k=n+1} \frac{1}{\lambda_{k}^{p}}\left|\int_{0}^{T} \mathcal{F}_{c}\left(\xi, \xi, e_{k}\right) d \tilde{\beta}_{k}\right|^{p} \\
& +C \sum_{k=n+1} \sum_{l=n+1} \frac{1}{\left(\lambda_{k}+\lambda_{l}\right)^{p}}\left|\int_{0}^{T} \mathcal{F}_{c}\left(\xi, e_{k}, e_{l}\right) \mathcal{Z}_{l} d \tilde{\beta}_{k}\right|^{p} \\
& +C \sum_{k=n+1} \sum_{l=n+1} \frac{\mathcal{F}_{c}\left(e_{k}, e_{k}, e_{l}\right)^{p}}{\lambda_{k}^{p}\left(\lambda_{k}+2 \lambda_{l}\right)^{p}}\left|\int_{0}^{T} d \tilde{\beta}_{k}(\tau)\right|^{p} \\
& +C \sum_{k=n+1} \sum_{l \neq k} \frac{\mathcal{F}_{c}\left(e_{k}, e_{k}, e_{l}\right)^{p}}{\left(\lambda_{l}+2 \lambda_{k}\right)^{p}}\left|\int_{0}^{T} \mathcal{Z}_{k} \mathcal{Z}_{l} d \tilde{\beta}_{k}\right|^{p} \\
& +C \sum_{k=n+1} \sum_{l=n+1} \sum_{j=n+1} \frac{\mathcal{F}_{c}\left(e_{k}, e_{l}, e_{j}\right)^{p}}{\left(\lambda_{k}+\lambda_{l}+\lambda_{j}\right)^{p}}\left|\int_{0}^{T} \mathcal{Z}_{l} \mathcal{Z}_{j} d \tilde{\beta}_{k}\right|^{p} .
\end{aligned}
$$

Taking expectation after supremum on both sides and using Assumptions 3.3.2, Lemma 4.3.2 and Burkholder-Davis-Gundy theorem, yields (4.21).

Lemma 4.4.4 Under Assumptions 2.2.1, 3.3.1, 3.3.2 and 3.3.3 with all $\alpha_{k}=$ $\sigma \forall k$. If we define $a$ as $a=a_{1}+\varepsilon a_{2}$ such that $a_{1}$ is a solution of the amplitude equation

$$
\begin{equation*}
d a_{1}=\left[\mathcal{L}_{c} a_{1}+\mathcal{F}_{c}\left(a_{1}\right)+\sum_{k=n+1}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(a_{1}, e_{k}, e_{k}\right)\right] d T \tag{4.22}
\end{equation*}
$$

then $a_{2}$ is a solution of

$$
\begin{equation*}
d a_{2}=\left[\mathcal{L}_{c} a_{2}+3 \mathcal{F}_{c}\left(a_{1}, a_{1}, a_{2}\right)+\sum_{k=n+1}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(a_{2}, e_{k}, e_{k}\right)\right] d T+d M_{a_{1}}+d R_{2} \tag{4.23}
\end{equation*}
$$

where

$$
\begin{align*}
R_{2}= & \varepsilon^{-1} \tilde{R}+3 \varepsilon \int_{0}^{T} \mathcal{F}_{c}\left(a_{1}, a_{2}, a_{2}\right) d \tau+\varepsilon^{2} \int_{0}^{T} \mathcal{F}_{c}\left(a_{2}\right) d \tau \\
& +\varepsilon \sum_{k=n+1}^{N} \frac{6 \sigma}{\lambda_{k}} \int_{0}^{T} \mathcal{F}_{c}\left(a_{1}, a_{2}, e_{k}\right) d \tilde{\beta}_{k}+\varepsilon^{2} \sum_{k=n+1}^{N} \frac{3 \sigma}{\lambda_{k}} \int_{0}^{T} \mathcal{F}_{c}\left(a_{2}, a_{2}, e_{k}\right) d \tilde{\beta}_{k} \\
& +\varepsilon \sum_{k=n+1}^{N} \sum_{l=n+1}^{N} \frac{6 \sigma}{\lambda_{k}+\lambda_{l}} \int_{0}^{T} \mathcal{F}_{c}\left(a_{2}, e_{k}, e_{l}\right) \mathcal{Z}_{l} d \tilde{\beta}_{k}, \tag{4.24}
\end{align*}
$$

with

$$
\begin{equation*}
R_{2}=\mathcal{O}\left(\varepsilon^{1-5 \kappa}\right) \tag{4.25}
\end{equation*}
$$

Proof. The equation for $a_{2}$ is a straight forward calculation using (4.18) and (4.22). To bound $R_{2}$, we take $\|\cdot\|_{\alpha}^{p}$ on both sides of (4.24) in order to obtain

$$
\begin{aligned}
\left\|R_{2}(T)\right\|_{\alpha}^{p} \leq & C \varepsilon^{-p}\|R(T)\|_{\alpha}^{p}+C \varepsilon^{p}\left\|\int_{0}^{T} \mathcal{F}_{c}\left(a_{1}, a_{2}, a_{2}\right) d \tau\right\|_{\alpha}^{p} \\
& +C \varepsilon^{2 p}\left\|\int_{0}^{T} \mathcal{F}_{c}\left(a_{2}\right) d \tau\right\|_{\alpha}^{p}+C \varepsilon^{p} \sum_{k=n+1} \frac{1}{\lambda_{k}^{p}}\left\|\int_{0}^{T} \mathcal{F}_{c}\left(a_{1}, a_{2}, e_{k}\right) d \tilde{\beta}_{k}\right\|_{\alpha}^{p} \\
& +C \varepsilon^{2 p} \sum_{k=n+1} \frac{1}{\lambda_{k}^{p}}\left\|\int_{0}^{T} \mathcal{F}_{c}\left(a_{2}, a_{2}, e_{k}\right) d \tilde{\beta_{k}}\right\|_{\alpha}^{p} \\
& +C \varepsilon^{p} \sum_{k=n+1} \frac{1}{\lambda_{k}^{p}}\left\|\int_{0}^{T} \mathcal{F}_{c}\left(a_{2}, e_{k}, e_{k}\right) \mathcal{Z}_{k} d \tilde{\beta}_{k}\right\|_{\alpha}^{p} \\
& +C \varepsilon^{p} \sum_{k=n+1} \sum_{l \neq k} \frac{1}{\left(\lambda_{k}+\lambda_{l}\right)^{p}}\left\|\int_{0}^{T} \mathcal{F}_{c}\left(a_{2}, e_{k}, e_{l}\right) \mathcal{Z}_{l} d \tilde{\beta}_{k}\right\|_{\alpha}^{p} .
\end{aligned}
$$

Taking expectation after supremum on both sides and using Assumption 3.3.2, Lemma 4.3.2, Burkholder-Davis-Gundy inequality and the definition of $\tau^{* *}$ (cf. (4.7)) in order to obtain (4.25).

Lemma 4.4.5 Under assumptions of Lemma 4.4.4. Let $a_{1}$ be a solution of (4.22) with initial condition $a_{1}(0)=\frac{1}{\varepsilon} P_{c} u(0)$. Define $\zeta$ in $\mathcal{N}$ with $\zeta(0)=0$ as the solution of

$$
\begin{equation*}
d \zeta=\left[\mathcal{L}_{c} \zeta+3 \mathcal{F}_{c}\left(a_{1}, a_{1}, \zeta\right)+\sum_{k=n+1}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(\zeta, e_{k}, e_{k}\right)\right] d T+d M_{a_{1}}(T) \tag{4.26}
\end{equation*}
$$

If $\left|a_{1}(0)\right| \leq \delta_{\varepsilon}$ for $\delta_{\varepsilon} \in\left(0, \varepsilon^{-\frac{1}{3} \kappa}\right)$, then for all $T_{0}>0$ and $p>0$ there exist a constant $C>0$ such that

$$
\begin{equation*}
\sup _{T \in\left[0, T_{0}\right]}\left|a_{1}(T)\right|^{p} \leq C \delta_{\varepsilon}^{p}, \tag{4.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{T \in\left[0, T_{0}\right]}|\zeta(T)| \leq C\left(1+\delta_{\varepsilon}\right) \sup _{T \in\left[0, T_{0}\right]}\left|M_{a_{1}}(T)\right| . \tag{4.28}
\end{equation*}
$$

Proof. The bound on $a_{1}$ follows from Lemma 3.6.3. Note that (cf. (3.31)) in the proof of Lemma 3.6.3, we get

$$
\begin{equation*}
\left|a_{1}(T)\right| \leq e^{C T}\left|a_{1}(0)\right| \forall T \leq T_{0} \tag{4.29}
\end{equation*}
$$

To bound $\zeta$ we integrate (4.26) from 0 to $T$ in order to obtain

$$
\zeta(T)=\int_{0}^{T} \mathcal{L}_{c} \zeta d \tau+3 \int_{0}^{T} \mathcal{F}_{c}\left(a_{1}, a_{1}, \zeta\right) d \tau+\sum_{k=n+1}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \int_{0}^{T} \mathcal{F}_{c}\left(\zeta, e_{k}, e_{k}\right) d \tau+M_{a_{1}}(T) .
$$

If we define

$$
Q_{a}(\zeta)=\mathcal{L}_{c} \zeta+\sum_{k=n+1}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(\zeta, e_{k}, e_{k}\right) \quad \text { and } \quad Q_{b}(\zeta)=3 \mathcal{F}_{c}\left(a_{1}, a_{1}, \zeta\right)
$$

then we obtain from Lemma 4.4.1

$$
\sup _{T \in\left[0, T_{0}\right]}|\zeta(T)|^{2} \leq C\left(1+\delta_{\varepsilon}^{2}\right) \sup _{T \in\left[0, T_{0}\right]}\left|M_{a_{1}}(T)\right|^{2}
$$

Taking the square root on both sides, yields (4.28).
Remark 4.4.6 Note that, from now on, we consider $n=1$ and identify $\mathcal{N}$ with $\mathbb{R}$ using the natural isomorphism $\gamma \cdot e_{1} \mapsto \gamma$. Thus, for example $\mathcal{F}_{c}$ is defined as $\left\langle\mathcal{F}, e_{1}\right\rangle$ and $\mathcal{F}_{c}^{2}$ is $\left\langle\mathcal{F}, e_{1}\right\rangle^{2}$. Moreover, it is easy to check that the quadratic variation of $M_{a_{1}}$ as a real valued process $\left\langle M_{a_{1}}, e_{1}\right\rangle$ is given by $\sum_{k=2}^{N} \int_{0}^{T} \Theta_{k}^{2}\left(a_{1}\right) d \tau$.

Before we prove the main result let us deduce the approximation $g_{k}$ of the quadratic variation function $\Theta_{k}^{2}$.

Taking the square on both sides of (4.20) and using Lemma 3.5.1, we obtain

$$
\begin{equation*}
\int_{0}^{T} \Theta_{k}^{2}\left(a_{1}\right) d \tau=\int_{0}^{T} g_{k}\left(a_{1}\right) d \tau+\mathcal{O}\left(\delta_{\varepsilon}^{2} \varepsilon^{1-4 \kappa_{0}}\right) \tag{4.30}
\end{equation*}
$$

where

$$
\begin{align*}
g_{k}\left(b_{1}\right)= & \frac{9 \sigma^{2}}{\lambda_{k}^{2}}\left[\mathcal{F}_{c}\left(b_{1}, b_{1}, e_{k}\right)\right]^{2}+\frac{9 \sigma^{4}}{2 \lambda_{k}^{3}}\left[\mathcal{F}_{c}\left(b_{1}, e_{k}, e_{k}\right)\right]^{2}  \tag{4.31}\\
& +\sum_{l \neq k}^{N} \frac{18 \sigma^{4}}{\lambda_{l}\left(\lambda_{k}+\lambda_{l}\right)^{2}}\left[\mathcal{F}_{c}\left(b_{1}, e_{k}, e_{l}\right)\right]^{2}+\theta_{1}^{(k)}\left[\mathcal{F}_{c}\left(b_{1}, b_{1}, e_{k}\right)\right]+\theta_{2}^{(k)},
\end{align*}
$$

with

$$
\theta_{1}^{(k)}=\sum_{l=n+1}^{N} \frac{9 \sigma^{4} \mathcal{F}_{c}\left(e_{k}, e_{l}, e_{l}\right)}{\lambda_{k}^{2} \lambda_{l}},
$$

and

$$
\begin{aligned}
\theta_{2}^{(k)}= & \frac{11 \sigma^{6} \mathcal{F}_{c}^{2}\left(e_{k}\right)}{4 \lambda_{k}^{4}}+\sum_{l \neq k}^{N} \frac{9 \sigma^{6}\left(3 \lambda_{k}^{2}+4 \lambda_{l} \lambda_{k}+4 \lambda_{l}^{2}\right) \mathcal{F}_{c}^{2}\left(e_{k}, e_{l}, e_{l}\right)}{4 \lambda_{k}^{2} \lambda_{l}\left(\lambda_{k}+2 \lambda_{l}\right)^{2}} \\
& +\sum_{l \neq k}^{N} \frac{9 \sigma^{6} \mathcal{F}_{c}^{2}\left(e_{k}, e_{k}, e_{l}\right)}{\lambda_{k} \lambda_{l}\left(\lambda_{l}+2 \lambda_{k}\right)^{2}}+\sum_{l \neq k}^{N} \sum_{j \notin\{l, k\}}^{N} \frac{9 \sigma^{6} \mathcal{F}_{c}^{2}\left(e_{k}, e_{l}, e_{j}\right)}{2 \lambda_{l} \lambda_{j}\left(\lambda_{k}+\lambda_{l}+\lambda_{j}\right)^{2}} \\
& +\sum_{l \neq k}^{N} \frac{\sigma^{6}\left(6 \lambda_{k}^{2}+18 \lambda_{l}+3 \lambda_{k}\right) \mathcal{F}_{c}\left(e_{k}, e_{k}, e_{l}\right) \mathcal{F}_{c}\left(e_{k}\right)}{2 \lambda_{l} \lambda_{k}^{3}\left(\lambda_{k}+2 \lambda_{l}\right)} \\
& +\sum_{l \neq k}^{N} \sum_{j \notin\{l, k\}}^{N} \frac{9 \sigma^{6}\left(4 \lambda_{l} \lambda_{j}+\lambda_{k}^{2}+\lambda_{l} \lambda_{k}\right) \mathcal{F}_{c}\left(e_{k}, e_{l}, e_{l}\right) \mathcal{F}_{c}\left(e_{k}, e_{j}, e_{j}\right)}{4 \lambda_{k}^{2} \lambda_{l} \lambda_{j}\left(\lambda_{k}+2 \lambda_{l}\right)\left(\lambda_{k}+2 \lambda_{j}\right)} .
\end{aligned}
$$

Let us state without proof Lemma 6.1 from [9] to bound $M_{a_{1}}(T)-\tilde{M}_{a_{1}}(T)$ where the martingale $M_{a_{1}}(T)$ defined in (4.19) and the martingale $\tilde{M}_{a_{1}}(T)$ defined in (4.4).

Lemma 4.4.7 Let $M_{a_{1}}(T)$ be a continuous martingale with respect to some filtration $\left(\digamma_{T}\right)_{T \geq 0}$. Denote the quadratic variation of $M_{a_{1}}$ by $f$ and let $g$ be an arbitrary $\digamma_{T}$-adapted increasing process with $g(0)=0$. Then, there exists a filtration $\tilde{\digamma}_{T}$ with $\digamma_{T} \subset \tilde{\digamma}_{T}$ and a continuos $\tilde{\digamma}_{T}$-martingale $\tilde{M}_{a_{1}}(T)$ with quadratic variation $g$ such that, for every $r_{0}<\frac{1}{2}$ there exists a constant $C$ with

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|M_{a_{1}}(T)-\tilde{M}_{a_{1}}(T)\right|^{p} \leq & C\left(\mathbb{E}\left|g\left(T_{0}\right)\right|^{2 p}\right)^{1 / 4}\left(\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}|f(T)-g(T)|^{p}\right)^{r_{0}} \\
& +\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}|f(T)-g(T)|^{p / 2}
\end{aligned}
$$

Remark 4.4.8 Using the martingale representation theorem, there exists a Brownian motion $B$ with respect to the filtration $\tilde{\digamma}_{T}$ such that $\tilde{M}_{a_{1}}(T)$ is given as a stochastic integral as in (4.4).

Lemma 4.4.9 Under conditions of Lemma 4.4.7, let $M_{a_{1}}(T)$ and $\tilde{M}_{a_{1}}(T)$ are martingales defined in (4.19) and (4.4) with $|a(0)| \leq \delta_{\varepsilon}$ for some $\delta_{\varepsilon} \in\left(0, \varepsilon^{-\frac{1}{3} \kappa}\right)$,
respectively. Let $f(T)=\int_{0}^{T} \sum_{k=2}^{N} \Theta_{k}^{2}\left(a_{1}\right) d s$ be the quadratic variation of $M_{b_{1}}(T)$ and $g(T)=\int_{0}^{T} \sum_{k=2}^{N} g_{k}\left(a_{1}\right) d s$ be the quadratic variation of the martingale $\tilde{M}_{a_{1}}(T)$, then for $r_{0}=\frac{1}{3}$ and $\kappa_{0} \leq \kappa$ we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|M_{a_{1}}(T)-\tilde{M}_{a_{1}}(T)\right|^{p} \leq C \delta_{\varepsilon}^{\frac{8}{3} p} \varepsilon^{\frac{1}{3} p-\frac{4}{3} p \kappa} . \tag{4.32}
\end{equation*}
$$

Proof. From (4.30), we obtain

$$
\begin{aligned}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}|f(T)-g(T)|^{p} & =\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\int_{0}^{T} \sum_{k=2}^{N}\left[\Theta_{k}^{2}\left(a_{1}\right)-g_{k}\left(a_{1}\right)\right] d s\right|^{p} \\
& \leq C \delta_{\varepsilon}^{2 p} \varepsilon^{p-4 p \kappa_{0}},
\end{aligned}
$$

and as $\theta_{i}^{(k)}$ are constants

$$
\left|g\left(T_{0}\right)\right|^{2 p}=\left|\int_{0}^{T_{0}} \sum_{k=2}^{N} g_{k}(s) d s\right|^{2 p} \leq C \sup _{\left[0, T_{0}\right]}\left|a_{1}\right|^{8 p}+C \sup _{\left[0, T_{0}\right]}\left|a_{1}\right|^{4 p},
$$

using (4.27)in order to obtain

$$
\mathbb{E} g\left(T_{0}\right)^{2 p} \leq C \delta_{\varepsilon}^{8 p}
$$

Applying Lemma 4.4.7, yields (4.32).
Let us now turn to the proof of the main result.
Definition 4.4.10 Given $\delta_{\varepsilon} \in\left(0, \varepsilon^{-\frac{1}{3} \kappa}\right)$. Define the set $\Omega^{* *} \subset \Omega$ such that all these estimates

$$
\begin{align*}
& \sup _{\left[0, \tau^{* *}\right]}\|\psi-\mathcal{Q}\|_{\alpha}<\varepsilon^{2-4 \kappa},  \tag{4.33}\\
& \sup _{\left[0, \tau^{* *}\right]}\|\psi\|_{\alpha}<\delta_{0}+\varepsilon^{-\frac{1}{2} \kappa},  \tag{4.34}\\
& \sup _{\left[0, \tau^{* * *}\right]}\left|R_{2}\right|<\varepsilon^{1-6 \kappa},  \tag{4.35}\\
& \sup _{\left[0, \tau^{* *}\right]}\left|M_{a_{1}}\right|<\varepsilon^{-\frac{1}{2} \kappa}, \tag{4.36}
\end{align*}
$$

and

$$
\begin{equation*}
\sup _{\left[0, \tau^{* *]}\right]}\left|M_{a_{1}}-\tilde{M}_{a_{1}}\right|<\delta_{\varepsilon}^{\frac{8}{3}} \varepsilon^{\frac{1}{3}-\frac{7}{3} \kappa}, \tag{4.37}
\end{equation*}
$$

hold on $\Omega^{* *}$.

## Ch. 4 Higher Order Correction

We will see later that the set $\Omega^{* *}$ has approximately probability 1 (cf. proof of Theorem 4.2.2) and that $\tau^{* *}=T_{0}$ on $\Omega^{* *}$.

The following theorem states that in (4.26), (4.23) we have a good approximation when leaving out the error $R_{2}$.

Theorem 4.4.11 We assume that Assumption 2.2.1, 3.3.1, 3.3.2 and 3.3.3 with all $\alpha_{k}=\sigma \forall k$ hold. Let $a_{1}$ be a solution of (4.22) and let $\zeta$ and $a_{2}$ are solution of (4.26) and (4.23), respectively. If the initial condition satisfies $a_{2}(0)=\zeta(0)=0$, then for $\kappa<\frac{1}{7}$ there is a constant $C>0$ such that

$$
\begin{equation*}
\sup _{T \in\left[0, \tau^{* *}\right]}\left|a_{2}(T)-\zeta(T)\right| \leq C \varepsilon^{1-7 \kappa}, \tag{4.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{T \in\left[0, \tau^{* *}\right]}\left|a_{2}(T)\right| \leq C\left(1+\delta_{\varepsilon}\right) \varepsilon^{-\frac{1}{2} \kappa} \tag{4.39}
\end{equation*}
$$

on $\Omega^{* *}$.
Proof. To prove (4.38) we subtract (4.23) from (4.26) and define $\eta(T):=\zeta(T)-$ $a_{2}(T)$ to obtain

$$
d \eta=\left[\mathcal{L}_{c} \eta+3 \mathcal{F}_{c}\left(a_{1}, a_{1}, \eta\right)+\sum_{k=n+1}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(\eta, e_{k}, e_{k}\right)\right] d T+d R_{2} .
$$

If we take

$$
Q_{a}(\eta)=\mathcal{L}_{c} \eta+\sum_{k=n+1}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(\eta, e_{k}, e_{k}\right) \quad \text { and } \quad Q_{b}(\eta)=3 \mathcal{F}_{c}\left(a_{1}, a_{1}, \eta\right)
$$

then we obtain from Lemma 4.4.1

$$
\begin{equation*}
\sup _{\left[0, \tau^{* *}\right]}|\eta|^{2} \leq C \varepsilon^{-2 \kappa} \sup _{\left[0, \tau^{* *}\right]}\left|R_{2}\right|^{2} \text { on } \Omega^{* *} . \tag{4.40}
\end{equation*}
$$

From (4.35) we obtain

$$
\sup _{\left[0, \tau^{* *}\right]}\left|\zeta-a_{2}\right|=\sup _{\left[0, \tau^{* *}\right]}|\eta| \leq C \varepsilon^{1-7 \kappa} \text { on } \Omega^{* *} .
$$

For the second part of the Theorem (cf. (4.39)), consider

$$
\sup _{\left[0, \tau^{* *}\right]}\left|a_{2}\right| \leq \sup _{\left[0, \tau^{* *}\right]}\left|\zeta-a_{2}\right|+\sup _{\left[0, \tau^{* *}\right]}|\zeta| \text { on } \Omega^{* *} .
$$

Using (4.36) together with (4.28) and (4.38), yields (4.39) in case $\kappa<\frac{1}{7}$.
In the following theorem we approximate the martingale part $\tilde{M}_{a_{1}}$, that still depends on the fast OU-process. Here we need $n=1$.

Theorem 4.4.12 Under assumptions of Theorem 4.4.11 . Let $a_{1}$ be a solution of (4.22) and let $a_{2}$ be a solution of (4.23). Define $b_{2}$ in $\mathcal{N}$ as a solution of

$$
\begin{equation*}
d b_{2}=\left[\mathcal{L}_{c} b_{2}+3 \mathcal{F}_{c}\left(a_{1}, a_{1}, b_{2}\right)+\sum_{k=2}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(b_{2}, e_{k}, e_{k}\right)\right] d T+d \tilde{M}_{a_{1}}, \tag{4.41}
\end{equation*}
$$

where $\tilde{M}_{a_{1}}$ is defined in (4.4). If the initial condition satisfies $\zeta(0)=b_{2}(0)=0$, then for every $p>0, \varepsilon \in(0,1)$ and every $\kappa>0$ there exists a constant $C$ such

$$
\begin{equation*}
\sup _{T \in\left[0, \tau^{* *}\right]}\left|b_{2}(T)-\zeta(T)\right| \leq C \delta_{\varepsilon}^{\frac{11}{3}} \varepsilon^{\frac{1}{3}-\frac{7}{3} \kappa} . \tag{4.42}
\end{equation*}
$$

Proof. Subtracting (4.26) from (4.41) and defining $\phi=b_{2}-\zeta$ we obtain

$$
\begin{aligned}
\phi(T)= & \int_{0}^{T} \mathcal{L}_{c} \phi d \tau+3 \int_{0}^{T} \mathcal{F}_{c}\left(\phi, a_{1}, a_{1}\right) d \tau \\
& \left.+\sum_{k=2}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \int_{0}^{T} \mathcal{F}_{c}\left(\phi, e_{k}, e_{k}\right)\right] d \tau+\tilde{M}_{a_{1}}(T)-M_{a_{1}}(T) .
\end{aligned}
$$

Let

$$
Q_{a}(\phi)=\mathcal{L}_{c} \phi+\sum_{k=2}^{N} \frac{3 \sigma^{2}}{2 \lambda_{k}} \mathcal{F}_{c}\left(\phi, e_{k}, e_{k}\right) \text { and } \quad Q_{b}(\phi)=3 \mathcal{F}_{c}\left(a_{1}, a_{1}, \phi\right),
$$

then all conditions of Lemma 4.4.1 satisfy as follows

$$
\left|Q_{a}(\phi)\right| \leq C|\phi| \text { and } \quad\left|Q_{b}(\phi)\right| \leq\left|a_{1}\right|^{2}|\phi| \leq C \delta_{\varepsilon}^{2}|\phi| \text { on } \Omega^{* *},
$$

and from Assumption 3.3.2

$$
\left\langle Q_{b}(\phi), \phi\right\rangle \leq 0 .
$$

Hence, we apply Lemma 4.4.1 to obtain

$$
\sup _{\left[0, \tau^{* *}\right]}|\phi|^{2} \leq C\left(1+\delta_{\varepsilon}^{2}\right) \sup _{\left[0, \tau^{* * \pi}\right]}\left|\tilde{M}_{a_{1}}(T)-M_{a_{1}}(T)\right|^{2} .
$$

Using (4.37) finishes the proof.

Finally, we use the results previously obtained to prove the main result of Theorem 4.2.2 for the approximation of the solution of the SPDE (3.1).
Proof of Theorem 4.2.2. We note that provided $\delta_{\varepsilon}<\varepsilon^{-\frac{1}{3} \kappa}$

$$
\begin{gathered}
\Omega \supset\left\{\tau^{* *}=T_{0}\right\} \supseteq\left\{\sup _{T \in\left[0, T_{0}\right]}\left\|a_{1}(T)\right\|_{\alpha}<\varepsilon^{-\kappa}, \sup _{T \in\left[0, T_{0}\right]}\left\|a_{2}(T)\right\|_{\alpha}<\varepsilon^{-\kappa}\right. \\
\left., \sup _{T \in\left[0, T_{0}\right]}\|\psi(T)\|_{\alpha}<\varepsilon^{-\kappa}\right\} \supseteq \Omega^{* *},
\end{gathered}
$$

where the last inclusion holds due to (4.34) with Lemma 4.4.5 and Theorem 4.4.11. Moreover, $\Omega^{*} \supset \Omega^{* *}$ by the definition if we identify $b$ with $a_{1}$. Hence,

$$
\begin{aligned}
\mathbb{P}\left(\Omega^{* *}\right) \geq & 1-\mathbb{P}\left(\sup _{\left[0, \tau^{*}\right]}\|\psi-\mathcal{Q}\|_{\alpha} \geq \varepsilon^{2-4 \kappa}\right)-\mathbb{P}\left(\sup _{\left[0, \tau^{* *}\right]}\|\psi\|_{\alpha} \geq \varepsilon^{-\frac{1}{2} \kappa}\right)-\mathbb{P}\left(\sup _{\left[0, \tau^{* *}\right]}\left\|R_{2}\right\|_{\alpha} \geq \varepsilon^{1-6 \kappa}\right) \\
& -\mathbb{P}\left(\sup _{\left[0, \tau^{* *}\right]}\left|M_{a_{1}}-\tilde{M}_{a_{1}}\right| \geq \varepsilon^{\frac{1}{3}-\frac{29}{3} \kappa}\right)-\mathbb{P}\left(\sup _{\left[0, \tau^{* *}\right]}\left|M_{a_{1}}\right| \geq \varepsilon^{-\frac{\kappa}{2}}\right) .
\end{aligned}
$$

Using Chebychev inequality and Lemmas 3.4.1, 4.4.3, 4.4.5, 4.4.9 and Corollary 3.4.3, we obtain

$$
\begin{equation*}
\mathbb{P}\left(\Omega^{* *}\right) \geq 1-C\left[\varepsilon^{q \kappa}+\varepsilon^{\frac{1}{2} q \kappa-q \kappa_{0}}+\varepsilon^{\frac{1}{2} q \kappa}\right] \geq 1-C \varepsilon^{\frac{1}{2} q \kappa} \geq 1-C \varepsilon^{p} \tag{4.43}
\end{equation*}
$$

if $q$ is sufficiently large. Now let us turn to the approximation result. Using (3.2) and triangle inequality, yields

$$
\begin{aligned}
& \sup _{T \in\left[0, \tau^{* *}\right]}\left\|u\left(\varepsilon^{-2} T\right)-\varepsilon a_{1}(T)-\varepsilon^{2} b_{2}(T)-\varepsilon \mathcal{Q}(T)\right\|_{\alpha} \\
= & \sup _{T \in\left[0, \tau^{* *}\right]}\left\|\varepsilon a(T)-\varepsilon a_{1}(T)-\varepsilon^{2} b_{2}(T)+\varepsilon \psi(T)-\varepsilon \mathcal{Q}(T)\right\|_{\alpha} \\
= & \sup _{T \in\left[0, \tau^{*}\right]}\left\|\varepsilon^{2} a_{2}(T)-\varepsilon^{2} b_{2}(T)+\varepsilon \psi(T)-\varepsilon \mathcal{Q}(T)\right\|_{\alpha} \\
\leq & \varepsilon^{2} \sup _{\left[0, \tau^{* *}\right]}\left\|a_{2}-b_{2}\right\|_{\alpha}+\varepsilon \sup _{\left[0, \tau^{* * *}\right]}\|\psi-\mathcal{Q}\|_{\alpha} \\
\leq & \varepsilon^{2} \sup _{\left[0, \tau^{* *}\right]}\left\|a_{2}-\zeta\right\|_{\alpha}+\varepsilon^{2} \sup _{\left[0, \tau^{*}\right]}\left\|\zeta-b_{2}\right\|_{\alpha}+\varepsilon \sup _{\left[0, \tau^{* *}\right]}\|\psi-\mathcal{Q}\|_{\alpha} .
\end{aligned}
$$

From (4.33), (4.38) and (4.42), we obtain

$$
\begin{aligned}
& \sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon a_{1}\left(\varepsilon^{2} t\right)-\varepsilon^{2} b_{2}\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha} \\
= & \sup _{t \in\left[0, \varepsilon^{-2} \tau^{* *}\right]}\left\|u(t)-\varepsilon a_{1}\left(\varepsilon^{2} t\right)-\varepsilon^{2} b_{2}\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha} \\
\leq & C \varepsilon^{\frac{7}{3}-7 \kappa} \text { on } \Omega^{* *} .
\end{aligned}
$$

Thus,
$\mathbb{P}\left(\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|u(t)-\varepsilon a_{1}\left(\varepsilon^{2} t\right)-\varepsilon^{2} b_{2}\left(\varepsilon^{2} t\right)-\varepsilon \mathcal{Q}\left(\varepsilon^{2} t\right)\right\|_{\alpha}>C \varepsilon^{\frac{7}{3}-7 \kappa}\right) \leq 1-\mathbb{P}\left(\Omega^{* *}\right)$.
Using (4.43), yields (4.8).
Proof of Corollary 4.2.3. We follow exactly the same proof as in Corollary 3.3.7.

### 4.5 Applications

To apply our main theorem, we will take the Swift-Hohenberg equation (4.5) with respect to Neumann boundary conditions on the interval $[0, \pi]$ and GinzburgLandau / Allen-Cahn equation (3.42) as examples and we will discuss several cases depending on the form of the noise.

### 4.5.1 Swift-Hohenberg Equation

Define

$$
e_{k}(x)=\left\{\begin{array}{lc}
\frac{1}{\sqrt{\pi}} & \text { if } k=0 \\
\sqrt{\frac{2}{\pi}} \cos (k x) & \text { if } k>0
\end{array}\right.
$$

and

$$
\mathcal{H}=L^{2}([0, \pi]) \text { and } \mathcal{N}=\operatorname{span}\{\cos \}
$$

In this case our main theorem states that the solution of (4.5) is

$$
u(t, x) \simeq \varepsilon \gamma_{1}\left(\varepsilon^{2} t\right) \cos (x)+\varepsilon^{2} \gamma_{2}\left(\varepsilon^{2} t\right) \cos (x)+\varepsilon \mathcal{Z}_{k}\left(\varepsilon^{2} t\right) \cos (k x)+\mathcal{O}\left(\varepsilon^{3-}\right)
$$

where $\gamma_{1}$ and $\gamma_{2}$ are the solution of the following amplitude equations, we will discuss three cases depending on the noise as follow,

First case. If the noise is a constant in the space, i.e.

$$
W(t)=\sigma \beta_{0}(t),
$$

then

$$
\gamma_{1}^{\prime}=\left(\nu-\frac{3 \sigma^{2}}{2}\right) \gamma_{1}-\frac{3}{4} \gamma_{1}^{3},
$$

and

$$
d \gamma_{2}=\left[\left(\nu-\frac{3 \sigma^{2}}{2}\right) \gamma_{2}-\frac{3}{4} \gamma_{1}^{2} \gamma_{2}\right] d T+\frac{3 \sigma^{2}}{\sqrt{2}} \gamma_{1} d B
$$

Second case: If the noise acts on $\cos (k x)$ for one $k \in\{2,4,5,6, \ldots$.$\} , then$

$$
\gamma_{1}^{\prime}=\left(\nu-\frac{3 \sigma^{2}}{2\left(k^{2}-1\right)^{2}}\right) \gamma_{1}-\frac{3}{4} \gamma_{1}^{3},
$$

and

$$
d \gamma_{2}=\left[\left(\nu-\frac{3 \sigma^{2}}{2\left(k^{2}-1\right)^{2}}\right) \gamma_{2}-\frac{3}{4} \gamma_{1}^{2} \gamma_{2}\right] d T+\frac{3 \sigma^{2}}{2 \sqrt{2}\left(k^{2}-1\right)^{3}} \gamma_{1} d B
$$

Third case: If the noise takes the form

$$
W(t)=\sigma \beta_{3}(t) \cos (3 x),
$$

then

$$
\gamma_{1}^{\prime}=\left(\nu-\frac{3 \sigma^{2}}{128}\right) \gamma_{1}-\frac{3}{4} \gamma_{1}^{3},
$$

and

$$
d \gamma_{2}=\left[\left(\nu-\frac{3 \sigma^{2}}{128}\right) \gamma_{2}-\frac{3}{4} \gamma_{1}^{2} \gamma_{2}\right] d T+\frac{3 \sigma}{256} \gamma_{1} \sqrt{\left(\gamma_{1}^{2}+\frac{\sigma^{2}}{32}\right)} d B .
$$

### 4.5.2 Ginzburg-Landau / Allen-Cahn Equation

First case $r=0$ (i.e., the Ginzburg-Landau Equation (3.42) subject to Neumann boundary conditions on the interval $[0, \pi]$ ). In this case, our main theorem states that the solution of (3.42) takes the form

$$
u(t, x) \simeq \varepsilon \gamma_{1}\left(\varepsilon^{2} t\right)+\varepsilon^{2} \gamma_{2}\left(\varepsilon^{2} t\right)+\varepsilon \sum_{k=1}^{N} \mathcal{Z}_{k}\left(\varepsilon^{2} t\right) \cos (k x)+\mathcal{O}\left(\varepsilon^{3-}\right),
$$

where $\gamma_{1}$ and $\gamma_{2}$, we will discuss two cases depending on the noise, are the solution of the amplitude equations

First case. The noise acts on $\cos (k x)$ for one $k \in\{1,2, \ldots$.$\} , in this case$

$$
\gamma_{1}^{\prime}=\left(\nu-\frac{3 \alpha_{k}^{2}}{2 \pi k^{2}}\right) \gamma_{1}-\gamma_{1}^{3},
$$

and

$$
d \gamma_{2}=\left[\left(\nu-\frac{3 \sigma^{2}}{4 \pi k^{2}}\right) \gamma_{2}-3 \gamma_{1}^{2} \gamma_{2}\right] d T+\frac{3 \sigma^{2}}{\sqrt{2} \pi k^{3}} \gamma_{1} d B
$$

Second case: The noise takes the form

$$
W(t)=\sum_{k=1}^{N} \sigma \beta_{k}(t) e_{k} .
$$

In this case

$$
\gamma_{1}^{\prime}=\left(\nu-\sum_{k=1}^{N} \frac{3 \sigma^{2}}{2 \pi k^{2}}\right) \gamma_{1}-\gamma_{1}^{3},
$$

and

$$
d \gamma_{2}=\left[\left(\nu-\sum_{k=1}^{N} \frac{3 \sigma^{2}}{2 \pi k^{2}}\right) \gamma_{2}-3 \gamma_{1}^{2} \gamma_{2}\right] d T+\frac{3 \sigma^{2}}{\sqrt{2} \pi}\left(\sum_{k=1}^{N} \frac{1}{k^{6}}\right)^{\frac{1}{2}} \gamma_{1} d B .
$$

Remark 4.5.1 Either $\gamma_{1}$ tends to be 0 in case $\nu<\sum_{k=1}^{N} \frac{3 \sigma^{2}}{2 \pi k^{2}}$ and $\gamma_{2}$ tends thus to 0 , too. $\operatorname{Or} \gamma_{1}^{2} \approx\left(\nu-\sum_{k=1}^{N} \frac{3 \sigma^{2}}{2 \pi k^{2}}\right)>0$ for large $T$, and thus $\gamma_{2}$ behaves like an Ornstein-Uhlenbeck process.

Second case $r=1$ (i.e., the Ginzburg-Landau Equation (3.42) subject to Dirichlet boundary conditions on the interval $[0, \pi]$ ). In this case, our main theorem states that the solution of (3.42) takes the form

$$
u(t, x) \simeq \varepsilon \gamma_{1}\left(\varepsilon^{2} t\right) \sin (x)+\varepsilon^{2} \gamma_{2}\left(\varepsilon^{2} t\right) \sin (x)+\varepsilon \mathcal{Z}_{k}\left(\varepsilon^{2} t\right) \sin (k x)+\mathcal{O}\left(\varepsilon^{3-}\right),
$$

where $\gamma_{1}$ and $\gamma_{2}$, we will discuss three cases depending on the noise, are the solution of

First case. The noise acts on $\sin (k x)$ for one $k \in\{2,4,5,6, \ldots$.$\} , in this case$

$$
\gamma_{1}^{\prime}=\left(\nu-\frac{3 \sigma^{2}}{4\left(k^{2}-1\right)}\right) \gamma_{1}-\frac{3}{4} \gamma_{1}^{3},
$$

and

$$
d \gamma_{2}=\left[\left(\nu-\frac{3 \sigma^{2}}{4\left(k^{2}-1\right)}\right) \gamma_{2}-\frac{3}{4} \gamma_{1}^{2} \gamma_{2}\right] d T+\frac{3 \sigma^{2}}{2 \sqrt{2\left(k^{2}-1\right)^{3}}} \gamma_{1} d B
$$

Second case: The noise acts on $\sin (3 x)$, in this case

$$
\gamma_{1}^{\prime}=\left(\nu-\frac{3 \sigma^{2}}{32}\right) \gamma_{1}-\frac{3}{4} \gamma_{1}^{3},
$$

and

$$
d \gamma_{2}=\left[\left(\nu-\frac{3 \sigma^{2}}{32}\right) \gamma_{2}-\frac{3}{4} \gamma_{1}^{2} \gamma_{2}\right] d T+\frac{3 \sigma}{32} \gamma_{1} \sqrt{\left(\gamma_{1}^{2}+\frac{\sigma^{2}}{16}\right)} d B .
$$

## Ch. 4 Higher Order Correction

Third case: The noise takes the form

$$
W(t)=\sum_{k=2}^{3} \sigma \beta_{k}(t) e_{k}
$$

in this case

$$
\gamma_{1}^{\prime}=\left(\nu-\sum_{k=2}^{3} \frac{3 \sigma^{2}}{4\left(k^{2}-1\right)}\right) \gamma_{1}-\frac{3}{4} \gamma_{1}^{3},
$$

and

$$
d \gamma_{2}=\left[\left(\nu-\sum_{k=2}^{3} \frac{3 \sigma^{2}}{4\left(k^{2}-1\right)}\right) \gamma_{2}-\frac{3}{4} \gamma_{1}^{2} \gamma_{2}\right] d T+d \tilde{M},
$$

where

$$
d \tilde{M}=\frac{\sigma}{32}\left(9 \gamma_{1}^{4}+\frac{3713 \sigma^{2}}{84} \gamma_{1}^{2}+\frac{16819 \sigma^{4}}{19494}\right)^{1 / 2} d B
$$

## Chapter 5

## Modulation Equation for the Stochastic Swift-Hohenberg Equation

### 5.1 Introduction

We consider the stochastic Swift-Hohenberg equation on an unbounded domain near its change of stability. This equation has been used as a toy model for the convective instability in Rayleigh-Bénard problem (see [16] or [22]). Now it is one of the celebrated models in the theory of pattern formation. For a scalar field $U(t, x)$ it takes the form

$$
\begin{equation*}
\partial_{t} U=\mathcal{L} U+\varepsilon^{2} \nu U-U^{3}+\varepsilon \sigma \partial_{t} \beta, \tag{SH}
\end{equation*}
$$

where the linear differential operator is $\mathcal{L}=-\left(1+\partial_{x}^{2}\right)^{2}$ and its eigenvalues are $-\lambda_{k}=-\left(1-k^{2}\right)^{2}$ for $k \in \mathbb{R}$ corresponding to eigenfunctions $e^{i k x}$. The noise is the derivative of a standard Brownian motion $\{\beta(t)\}_{t \geq 0}$ in $\mathbb{R}$. In this article we restrict ourselves to the case of noise constant in space, because on one hand, this is the case where we are able to study the stabilization effect. On the other hand noise in space and time may lead to spatially unbounded solutions of (SH). So, this result is only the starting point for modulation equations on unbounded domains. The stochastic Swift-Hohenberg model was first studied in the context of amplitude equations with non-degenerate noise in [10] and later in [6].

For (SH) on the whole real line with degenerate additive noise, Axel Hutt and collaborators [23], [24] used a formal argument based on center manifold theory. They showed that noise constant in space leads to a deterministic amplitude equation, which is stabilized by the impact of additive noise. The aim of this chapter is to make their results rigorous.

Blömker, Hairer, and Pavliotis [8] considered the stochastic Swift-Hohenberg Equation (SH) near its change of stability on a large domain $[-L / \varepsilon, L / \varepsilon]$ with additive noise, where the noise is assumed to be real-valued homogeneous spacetime noise. They showed that, under appropriate scaling, its solutions can be approximated by the solution $A$ of the stochastic Ginzburg-Landau equation.

$$
U(t, x) \approx \varepsilon A\left(\varepsilon^{2} t, \varepsilon x\right) e^{i x}+c . c .
$$

One severe problem is, that solutions of stochastic PDEs are not very regular in space and time. They are at most Hölder continuous and only for (SH) we have one spacial derivative. In [8] the amplitude $A(T)$ was shown to split into a more regular $H^{1}$-part and a Gaussian.

For the deterministic Swift-Hohenberg equation on an unbounded domain (i.e., $\sigma=0$ ). Kirrmann, Mielke, and Schneider [26] approximated solutions of the Swift-Hohenberg equation via the Ginzburg-Landau equation

$$
\partial_{T} A=4 \partial_{X}^{2} A+\nu A-3|A|^{2} A,
$$

but this method of approximation depends on high regularity of the modulation equation, as they needed $A \in C_{b}^{1,4}([0, T] \times \mathbb{R})$, which means one bounded derivative in time and four bounded spatial derivatives. For more results on the deterministic Swift-Hohenberg equation, see for instance [15], [33], [34] and [43].

Our method of approximation relies on very low regularity of the modulation equation, which is necessary when turning to spatial noise. Unfortunately, we still need too much regulatity for $A$, as we need $A \in C^{0}\left([0, T], \mathcal{H}^{1 / 2+}\right)$. But as a solution of the stochastic Ginzburg-Landau, $A$ is at most Hölder continuous with exponent less than $1 / 2$.

The main aim of this chapter is to show that the solution $U(t, x)$ of (SH) is well approximated by

$$
U(t, x) \simeq \varepsilon A\left(\varepsilon^{2} t, \varepsilon x\right) e^{i x}+\varepsilon \bar{A}\left(\varepsilon^{2} t, \varepsilon x\right) e^{-i x}+\varepsilon \mathcal{Z}_{\varepsilon}\left(\varepsilon^{2} t\right),
$$

where the complex amplitude $A(T, X)$ is the solution of the Ginzburg-Landau equation

$$
\begin{equation*}
\partial_{T} A=4 \partial_{X}^{2} A+\left(\nu-\frac{3}{2} \sigma^{2}\right) A-3|A|^{2} A, \tag{GL}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{Z}_{\varepsilon}(T)=\varepsilon^{-1} \sigma \int_{0}^{T} e^{-\varepsilon^{-2}(T-\tau)} d \tilde{\beta}(\tau) \tag{5.1}
\end{equation*}
$$

is a fast Ornstein-Uhlenbeck process (OU, for short) with $\tilde{\beta}(T):=\varepsilon \beta\left(\varepsilon^{-2} T\right)$ being a rescaled version of the Brownian motion.

The remainder of this chapter is organised as follows. In the next section we define the standard fractional Sobolev space $\mathcal{H}^{\alpha}$. We also state and prove the relation between the norm in $\mathcal{H}^{\alpha}$ and the norm in $C^{0}(\mathbb{R})$. In Section 5.3 we give a formal derivation of the modulation equation and state the main result. In Section 5.4 we recall the Green's functions $\mathcal{G}_{t}(x)$ of the Swift-Hohenberg operator, and give estimates on it. In Section 5.5 we bound the Ornstein-Uhlenbeck process $\mathcal{Z}_{\varepsilon}(T)$. Finally, in Section 5.6 we give the proof of the main result.

### 5.2 The $\mathcal{H}^{\alpha}$-Space

In this section we define the well known Sobolev space $\mathcal{H}^{\alpha}$, where we rely on weighted $L^{2}$-norms of Fourier transforms. We also recall the relation between the norm in $\mathcal{H}^{\alpha}$ and the norm in $C^{0}(\mathbb{R})$ by stating the Sobolev embedding theorem.

Definition 5.2.1 For $\alpha \in \mathbb{R}$, we define the space $\mathcal{H}^{\alpha}$ by

$$
\mathcal{H}^{\alpha}=\left\{u: \mathbb{R} \rightarrow \mathbb{R}: \int_{-\infty}^{\infty}\left(1+y^{2}\right)^{\alpha}|\mathcal{F}(u)(y)|^{2} d y<\infty\right\},
$$

with norm

$$
\|u\|_{\alpha}^{2}=\int_{-\infty}^{\infty}\left(1+y^{2}\right)^{\alpha}|\mathcal{F}(u)(y)|^{2} d y
$$

where $\mathcal{F}(u)$ is the Fourier transform of $u$, which takes the form

$$
\mathcal{F}(u)(y)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} u(k) e^{-i k y} d k .
$$

Note that in the space $\mathcal{H}^{\alpha}$ functions still decay to 0 at $\infty$. Thus if $A \in \mathcal{H}^{\alpha}$ we are still in a setting, where the solutions of ( SH ) and the amplitude $A$ decay to 0 for $|x| \rightarrow \infty$.

Let us now consider semigroups in the space $\mathcal{H}^{\alpha}$.

Lemma 5.2.2 Let $\mathcal{A}$ be a non-positive operator with eigenvalues $P(k)$ such that $P(k) \leq 0$ defined by $\mathcal{F}(\mathcal{A} u)=P(\cdot) \mathcal{F}(u)$. Then for $t \geq 0$ and $u \in \mathcal{H}^{\alpha}$

$$
\begin{equation*}
\left\|e^{t \mathcal{A}} u\right\|_{\alpha} \leq\|u\|_{\alpha} \tag{5.2}
\end{equation*}
$$

It is well known that $e^{t \mathcal{A}}$ defined by $\mathcal{F}\left(e^{t \mathcal{A}} u\right)=e^{t P} \mathcal{F}(u)$ generates a contraction semigroup.

Proof. We note from Definition 5.2.1 that $\left(e^{-2 t P(k)} \leq 1\right)$

$$
\begin{aligned}
\left\|e^{t \mathcal{A}} u\right\|_{\alpha}^{2} & =\int_{-\infty}^{\infty}\left(1+y^{2}\right)^{\alpha}\left|\mathcal{F}\left(e^{t \mathcal{A}} u\right)(y)\right|^{2} d y \\
& =\int_{-\infty}^{\infty}\left(1+y^{2}\right)^{\alpha}\left|e^{-t P(k)} \mathcal{F}(u)(y)\right|^{2} d y \leq\|u\|_{\alpha}^{2}
\end{aligned}
$$

The next Lemma states the relation between the norm $\|\cdot\|_{\alpha}$ and the supremumnorm in $C^{0}(\mathbb{R})$.

Lemma 5.2.3 For $\alpha>\frac{1}{2}$ there is a constant $C>0$ such that

$$
\begin{equation*}
\|u\|_{\infty} \leq C\|u\|_{\alpha} \quad \text { for all } u \in \mathcal{H}^{\alpha} . \tag{5.3}
\end{equation*}
$$

Proof. Using Sobolev Embedding Theorems (See Theorem 5.4 in [2]), yields (5.3).

The following lemma is necessary in order to estimate the nonlinearity. It states that $\mathcal{H}^{\alpha}$ is up to the constant a Banach algebra for $\alpha>\frac{1}{2}$.

Lemma 5.2.4 For $\alpha>\frac{1}{2}$ and $m \in \mathbb{N}$ there exist a constant $C>0$ such that

$$
\begin{equation*}
\left\|u^{m}\right\|_{\alpha} \leq C\|u\|_{\alpha}^{m}, \text { for } u \in \mathcal{H}^{\alpha} . \tag{5.4}
\end{equation*}
$$

For simplicity of presentation, here let us give an elementary proof of (5.4) in case of $\frac{1}{2}<\alpha \leq 1$. For the complete proof, see proof of Theorem 4 in [42].

Proof. To prove (5.4) in case $\frac{1}{2}<\alpha \leq 1$, we study two cases depending on $\alpha$.
First case, $\frac{1}{2}<\alpha<1$. In this case, we use that the norm in $\mathcal{H}^{\alpha}$ is equivalent to

$$
\left\|D^{\alpha} u\right\|_{L^{2}}=\left(\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|u(x+y)-u(y)|^{2}}{|y|^{2 \alpha+1}} d y d x\right)^{1 / 2}
$$

where $D^{\alpha}$ is a fractional derivative. We note that, if $u=f \cdot g$, then

$$
\begin{aligned}
u(x+y)-u(y) & =f(x+y) g(x+y)-f(y) g(y) \\
& =f(x+y)[g(x+y)-g(y)]+g(y)[f(x+y)-f(y)]
\end{aligned}
$$

Hence,

$$
\left\|D^{\alpha} f g\right\|_{L^{2}} \leq\|f\|_{\infty}\left\|D^{\alpha} g\right\|_{L^{2}}+\|g\|_{\infty}\left\|D^{\alpha} f\right\|_{L^{2}}
$$

From Lemma 3.5.1 in [1], there exist a constant $C>0$ such that

$$
C^{-1}\|u\|_{\alpha} \leq\|u\|_{L^{2}}+\left\|D^{\alpha} u\right\|_{L^{2}} \leq C\|u\|_{\alpha} .
$$

Thus

$$
\begin{aligned}
\left\|u^{m}\right\|_{\alpha} & =\left\|u^{m}\right\|_{L^{2}}+\left\|D^{\alpha} u^{m}\right\|_{L^{2}} \\
& \leq\left\|u^{m-1}\right\|_{\infty}\|u\|_{L^{2}}+\left\|u^{m-1}\right\|_{\infty}\left\|D^{\alpha} u\right\|_{L^{2}}+\|u\|_{\infty}\left\|D^{\alpha} u^{m-1}\right\|_{L^{2}} \\
& \leq\|u\|_{\infty}^{m-1}\|u\|_{L^{2}}+m\|u\|_{\infty}^{m-1}\left\|D^{\alpha} u\right\|_{L^{2}} \\
& \leq m\|u\|_{\infty}^{m-1}\left(\|u\|_{L^{2}}+\left\|D^{\alpha} u\right\|_{L^{2}}\right) \\
& =m\|u\|_{\infty}^{m-1}\|u\|_{\alpha} .
\end{aligned}
$$

Using Lemma 5.2.3, yields (5.4).
Second case, $\alpha=1$. In this case

$$
\begin{aligned}
\left\|u^{m}\right\|_{\mathcal{H}^{1}} & =\left\|u^{m}\right\|_{L^{2}}+\left\|D u^{m}\right\|_{L^{2}} \\
& \leq\|u\|_{\infty}^{m-1}\|u\|_{L^{2}}+m\|u\|_{\infty}^{m-1}\|D u\|_{L^{2}} \\
& \leq m\|u\|_{\infty}^{m-1}\|u\|_{\mathcal{H}^{1}} .
\end{aligned}
$$

Using Lemma 5.2.3, yields (5.4).

### 5.3 Formal Derivation and the Main Result

In this section let us discuss a formal derivation of the amplitude equation or modulation equation corresponding to Equation ( $S H$ ). This is based on the approach in [26] and uses high regularity of the amplitude $A$. Let us first rescale (SH). If we assume that

$$
U(t, x)=\varepsilon u\left(\varepsilon^{2} t, \varepsilon x\right),
$$

then Equation (SH) takes the form

$$
\partial_{T} u=\mathcal{L}_{\varepsilon} u+\nu u-u^{3}+\varepsilon^{-1} \sigma \partial_{T} \tilde{\beta}(T),
$$

with differential operator $\mathcal{L}_{\varepsilon}=-\varepsilon^{-2}\left(1+\varepsilon^{2} \partial_{X}^{2}\right)^{2}$ on the slow time $T=\varepsilon^{2} t$ and the "slow" space $X=\varepsilon x$. Now define $w$ via

$$
\begin{equation*}
u(T, X)=w(T, X)+\mathcal{Z}_{\varepsilon}(T) \tag{5.5}
\end{equation*}
$$

where $\mathcal{Z}_{\varepsilon}$ was defined in (5.1). Plugging (5.5) into $\left(S H_{\varepsilon}\right)$, we obtain

$$
\begin{equation*}
\partial_{T} w=\mathcal{L}_{\varepsilon} w+\nu w-w^{3}-3 w^{2} \mathcal{Z}_{\varepsilon}-3 w \mathcal{Z}_{\varepsilon}^{2}+\nu \mathcal{Z}_{\varepsilon}-\mathcal{Z}_{\varepsilon}^{3} \tag{5.6}
\end{equation*}
$$

Leaving out the error term for simplicity of presentation, we make the following ansatz:
$w_{A}(T, X)=A(T, X) e^{i x}+\varepsilon^{2} B(T, X) e^{2 i x}+\varepsilon^{2} H(T, X) e^{3 i x}+\varepsilon^{2} J(T, X)+c . c .$,
where $c . c$. denotes the complex conjugate. The higher order terms of order $\mathcal{O}\left(\varepsilon^{2}\right)$ are used to cancel various terms that appear due to the nonlinearity. We assume that all functions are sufficiently smooth.

Plugging (5.7) into (5.6) and using the relation

$$
\begin{align*}
\mathcal{L}_{\varepsilon}\left(f(X) e^{i \frac{n}{\varepsilon} X}\right) & =-\left[\varepsilon^{-2}\left(1-n^{2}\right)^{2} f+4 i \varepsilon^{-1} n\left(1-n^{2}\right) f^{\prime}\right.  \tag{5.8}\\
& \left.+\left(2-6 n^{2}\right) f^{\prime \prime}+4 i \varepsilon n f^{\prime \prime \prime}+\varepsilon^{2} f^{\prime \prime \prime \prime \prime}\right] \cdot e^{i \frac{n}{\varepsilon} X},
\end{align*}
$$

in order to obtain

$$
\begin{aligned}
& \partial_{T} A e^{i x}+\varepsilon^{2} \partial_{T} B e^{2 i x}+\varepsilon^{2} \partial_{T} H e^{3 i x}+\varepsilon^{2} \partial_{T} J+c . c . \\
& =\left[4 A^{\prime \prime}-4 i \varepsilon A^{\prime \prime \prime}-\varepsilon^{2} A^{\prime \prime \prime \prime}\right] e^{i x}-\left[9 B-24 i \varepsilon B^{\prime}-22 \varepsilon^{2} B^{\prime \prime}\right. \\
& \left.+8 i \varepsilon^{3} B^{\prime \prime \prime}+\varepsilon^{4} B^{\prime \prime \prime \prime}\right] e^{2 i x}-\left[64 H-96 i \varepsilon H^{\prime}-52 \varepsilon^{2} H^{\prime \prime}\right. \\
& \left.+12 i \varepsilon^{3} H^{\prime \prime \prime}+\varepsilon^{4} H^{\prime \prime \prime \prime}\right] e^{3 i x}-\left[J+2 \varepsilon^{2} J^{\prime \prime}+\varepsilon^{4} J^{\prime \prime \prime \prime}\right] \\
& +\nu\left[A e^{i x}+\varepsilon^{2}\left(B e^{2 i x}+H e^{3 i x}+J+c . c .\right)\right] \\
& -\left[\left(A e^{i x}+\bar{A} e^{-i x}\right)+\varepsilon^{2}\left(B e^{2 i x}+H e^{3 i x}+J+c . c .\right)\right]^{3} \\
& -3 \mathcal{Z}_{\varepsilon}\left[\left(A e^{i x}+\bar{A} e^{-i x}\right)+\varepsilon^{2}\left(B e^{2 i x}+H e^{3 i x}+J+c . c .\right)\right]^{2} \\
& -3 \mathcal{Z}_{\varepsilon}^{2}\left[\left(A e^{i x}+\bar{A} e^{-i x}\right)+\varepsilon^{2}\left(B e^{2 i x}+H e^{3 i x}+J+c . c .\right)\right] \\
& +c . c .+\nu \mathcal{Z}_{\varepsilon}-\mathcal{Z}_{\varepsilon}^{3} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\partial_{T} A e^{i x}+\text { c.c. } & =\left[4 A^{\prime \prime}-4 i \varepsilon A^{\prime \prime \prime}\right] e^{i x}-\left[9 B-24 i \varepsilon B^{\prime}\right] e^{2 i x} \\
& -\left[64 H-96 i \varepsilon H^{\prime}\right] e^{3 i x}+\nu A e^{i x}-A^{3} e^{3 i x} \\
& -3|A|^{2} A e^{i x}-3 \mathcal{Z}_{\varepsilon} A^{2} e^{2 i x}-3 \mathcal{Z}_{\varepsilon}^{2} A e^{i x}+c . c . \\
& -J+\nu \mathcal{Z}_{\varepsilon}-\mathcal{Z}_{\varepsilon}^{3}-6 \mathcal{Z}_{\varepsilon}|A|^{2}+\mathcal{O}\left(\varepsilon^{2}\right) .
\end{aligned}
$$

Removing all unwanted $\mathcal{O}(1)$-terms by defining

$$
\begin{equation*}
B=\frac{-1}{3} \mathcal{Z}_{\varepsilon} A^{2}, H=\frac{-1}{64} A^{3} \text { and } J=\nu \mathcal{Z}_{\varepsilon}-\mathcal{Z}_{\varepsilon}^{3}-6 \mathcal{Z}_{\varepsilon}|A|^{2} \tag{5.9}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\partial_{T} A e^{i x}+c . c . & =\left[4 A^{\prime \prime}-4 i \varepsilon A^{\prime \prime \prime}+\nu A-3|A|^{2} A-3 \mathcal{Z}_{\varepsilon}^{2} A\right] e^{i x} \\
& +24 i \varepsilon B^{\prime} e^{2 i x}+96 i \varepsilon H^{\prime} e^{3 i x}+\text { c.c. }+\mathcal{O}\left(\varepsilon^{2}\right) \tag{5.10}
\end{align*}
$$

Before we proceed this formal derivation, let us state the following two lemmas on the approximation of $\mathcal{Z}_{\varepsilon}$. In the following we will rely on the important fact that due to averaging we can replace $\mathcal{Z}_{\varepsilon}^{2}$ approximately by the constant $\sigma^{2} / 2$. Here we state the result in a way, which is useful for the mild formulation later.

Lemma 5.3.1 For every $\kappa_{0}>0$ and $p>1$ there is a constant $C>0$, depending only on $p, \sigma, \kappa_{0}$, and $T_{0}$, such that

$$
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\left|\mathcal{Z}_{\varepsilon}(T)\right|^{p} \leq C \varepsilon^{-\kappa_{0}}
$$

where the fast $O U \mathcal{Z}_{\varepsilon}(T)$ is defined in (5.1).

Lemma 5.3.2 Let $y$ be a complex function with $y=\mathcal{O}\left(\varepsilon^{-r}\right)$ in $\mathcal{H}^{\alpha}$ and initial condition $\|y(0)\|_{\infty}=\mathcal{O}\left(\varepsilon^{-r}\right)$ for some $r \geq 0$.
$\operatorname{If} Y(T, s)=e^{4(T-s) \partial_{X}^{2}} y(s)$ and $d Y(T, s)=e^{4(T-s) \partial_{X}^{2}} G(s) d s$ with $G=\mathcal{O}\left(\varepsilon^{-r}\right)$ in $\mathcal{H}^{\alpha}$, then for any small $\kappa_{0} \in(0,1)$

$$
\begin{equation*}
\int_{0}^{T} Y(T, s)\left\{\mathcal{Z}_{\varepsilon}^{2}-\frac{\sigma^{2}}{2}\right\} d \tau=\mathcal{O}\left(\varepsilon^{1-r-2 \kappa_{0}}\right) \tag{5.11}
\end{equation*}
$$

These two lemmas will be proved in Section 5.5.
Now let us complete our formal derivation. Collecting all coefficients in front of $e^{i x}$ in (5.10), yields

$$
\partial_{T} A=4 A^{\prime \prime}+\nu A-3|A|^{2} A-3 \mathcal{Z}_{\varepsilon}^{2} A+\mathcal{O}(\varepsilon) .
$$

Using the averaging result of Lemma 5.3.2, we obtain

$$
\partial_{T} A=4 \partial_{X}^{2} A+\left(\nu-\frac{3 \sigma^{2}}{2}\right) A-3|A|^{2} A+\mathcal{O}\left(\varepsilon^{1-}\right)
$$

Neglecting all small terms in $\varepsilon$, yields (GL).
The main result of the chapter is the following approximation result for the stochastic Swift-Hohenberg Equation (SH) through the Ginzburg-Landau Equation (GL).

Theorem 5.3.3 (Approximation) Let $U(t, x)$ be a solution of $(S H), w_{A}(T, X)$ the formal approximation defined as

$$
\begin{equation*}
w_{A}(T, X)=A(T, X) e^{i X \frac{1}{\varepsilon}}+c . c, \tag{5.12}
\end{equation*}
$$

where $A(T, X)$ is a solution of $(G L)$ such that $A \in C^{0}\left(\left[0, T_{0}\right], \mathcal{H}^{\alpha}\right)$ for $\alpha>\frac{1}{2}$. Suppose for the initial condition $\left\|U(0)-\varepsilon A(0) e^{i x}-\varepsilon \bar{A}(0) e^{-i x}\right\|_{\infty} \leq d \varepsilon^{1-3 \kappa_{0}} \phi_{\varepsilon}$ for some fixed $d>0$ and for $\kappa_{0} \in\left(0, \frac{1}{8}\right)$ such that $\varepsilon^{-8 \kappa_{0}} \phi_{\varepsilon}^{2} \rightarrow 0$ for $\varepsilon \rightarrow 0$.

Then for each $T_{0}>0$ and $p>1$ there exist $C>0$, depending on $\sup _{\left[0, T_{0}\right]}\|A\|_{\alpha}$, such that

$$
\begin{equation*}
\mathbb{P}\left\{\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|U(t, x)-\varepsilon w_{A}\left(\varepsilon^{2} t, \varepsilon x\right)-\varepsilon \mathcal{Z}_{\varepsilon}\left(\varepsilon^{2} t\right)\right\|_{\infty}>C \varepsilon^{1-4 \kappa_{0}} \phi_{\varepsilon}\right\} \leq C \varepsilon^{p} \tag{5.13}
\end{equation*}
$$

where $\mathcal{Z}_{\varepsilon}(T)$ is the fast $O U$ defined in (5.1) and

$$
\phi_{\varepsilon}^{2}= \begin{cases}\varepsilon^{2} & \text { if } \alpha>3 / 2  \tag{5.14}\\ \varepsilon^{2} \ln (1 / \varepsilon) & \text { if } \alpha=3 / 2 \\ \varepsilon^{2 \alpha-1} & \text { if } \alpha<3 / 2\end{cases}
$$

### 5.4 Green's Function and Semigroup Estimation

For the first part of this section we follow the ideas of Collet and Eckmann [15] which they apply to a slightly different operator. We define the Green's functions $\mathcal{G}_{t}(x)$ of the Swift-Hohenberg operator, and we give estimates on it.

Definition 5.4.1 Define the Green's function $\mathcal{G}_{t}(x)$ of the operator $\mathcal{L}$ for $t>0$ and $x \in \mathbb{R}$ as

$$
\begin{equation*}
\mathcal{G}_{t}(x)=\int_{-\infty}^{\infty} e^{i k x} e^{-t\left(1-2 k^{2}+k^{4}\right)} d k \tag{5.15}
\end{equation*}
$$

The next lemma states that the Green's function $\mathcal{G}_{t}(x)$ is bounded with respect to the norm $\|\cdot\|_{L^{1}}$.

Lemma 5.4.2 There exists a constant $C>0$ such that for all $t>0$

$$
\begin{equation*}
\left\|\mathcal{G}_{t}\right\|_{L^{1}} \leq C . \tag{5.16}
\end{equation*}
$$

In order to prove this lemma, let us state and prove the following two lemmas:
Lemma 5.4.3 Define the function $g_{\tau}(y)$ as

$$
g_{\tau}(y)=\int_{-\infty}^{\infty} e^{i m y} e^{-Q_{1}(m, \tau)} d m
$$

where $Q_{1}(m, \tau)=\tau^{-2}-2 m^{2}+\tau^{2} m^{4}$. Then there exists a constant $C>0$ such that for $0<\tau \leq 1$

$$
\sup _{y \in \mathbb{R}}\left|\left(4+y^{2}\right) g_{\tau}(y)\right| \leq C .
$$

Proof. Using integration by parts, we obtain

$$
\begin{aligned}
\left(4+y^{2}\right) g_{\tau}(y) & =\int_{-\infty}^{\infty} P_{1}(m, \tau) e^{i m y} e^{-Q_{1}(m, \tau)} d m \\
& =\int_{0}^{\infty} P_{1}(m, \tau) e^{i m y} e^{-Q_{1}(m, \tau)} d m+\int_{-\infty}^{0} P_{1}(m, \tau) e^{i m y} e^{-Q_{1}(m, \tau)} d m \\
& :=I_{1}+I_{2}
\end{aligned}
$$

where

$$
P_{1}(m, \tau)=12 m^{2} \tau^{2}-16 m^{6} \tau^{4}+32 m^{4} \tau^{2}-16 m^{2}
$$

For $m \geq 0$ and $0<\tau \leq 1$ we not that

$$
Q_{1}(m, \tau)=(m \tau-1)^{2} \underbrace{\left(m+\tau^{-1}\right)^{2}}_{\geq \tau^{-2}} \geq\left(m-\tau^{-1}\right)^{2},
$$

and

$$
P_{1}(m, \tau)=\tau^{2} m^{2}\left[12-16\left(m-\tau^{-1}\right)^{2}(1+\tau m)^{2}\right] .
$$

Hence,

$$
\left|P_{1}(m, \tau)\right| \leq C\left[1+(\tau m)^{4}\right]\left[1+\left(m-\tau^{-1}\right)^{2}\right]
$$

Thus,

$$
\left|P_{1}\left(m+\tau^{-1}, \tau\right)\right| \leq C\left[1+(\tau m+1)^{4}\right]\left[1+m^{2}\right] \leq C\left(1+m^{6}\right)
$$

Now we bound $I_{1}$ and $I_{2}$ separately. For the first integral $I_{1}$ we obtain

$$
\begin{aligned}
I_{1} & =\int_{-\tau^{-1}}^{\infty} P_{1}\left(r+\tau^{-1}, \tau\right) e^{i\left(r+\tau^{-1}\right) y} e^{-Q_{1}\left(r+\tau^{-1}, \tau\right)} d r \\
& \leq \int_{-\tau^{-1}}^{\infty} P_{1}\left(r+\tau^{-1}, \tau\right) e^{i\left(r+\tau^{-1}\right) y} e^{-r^{2}} d r
\end{aligned}
$$

where we substituted $r=m-\tau^{-1}$. Thus

$$
\left|I_{1}\right| \leq \int_{-\tau^{-1}}^{\infty}\left(c+c r^{6}\right) e^{-r^{2}} d r \leq \int_{-\infty}^{\infty}\left(c+c r^{6}\right) e^{-r^{2}} d r=C
$$

For the second integral $I_{2}$, we put $-m$ instead of $m$ to obtain

$$
I_{2}=\int_{0}^{\infty} P_{1}(m, \tau) e^{-i m y} e^{-Q_{1}(m, \tau)} d m
$$

where $P_{1}$ and $Q_{1}$ are even polynomials in $m$. Analogously to the first integral, we derive

$$
\left|I_{2}\right| \leq C .
$$

Hence, from the bounds on $I_{1}$ and $I_{2}$ we obtain

$$
\sup _{y \in \mathbb{R}}\left|\left(4+y^{2}\right) g_{\tau}(y)\right| \leq C \text { for } 0<\tau \leq 1
$$

Lemma 5.4.4 Define the function $h_{\eta}(y)$ as

$$
h_{\eta}(y)=\int_{-\infty}^{\infty} e^{i k y} e^{-Q_{2}(k, \eta)} d k
$$

where $Q_{2}(k, \eta)=\eta^{4}-2 \eta^{2} k^{2}+k^{4}$. Then there exists a constant $C>0$ such that for $0<\eta<1$

$$
\sup _{y \in \mathbb{R}}\left|\left(1+y^{2}\right) h_{\eta}(y)\right| \leq C
$$

Proof. Using integration by parts, we obtain

$$
\begin{aligned}
\left(1+y^{2}\right) h_{\eta}(y) & =\int_{-\infty}^{\infty} P_{2}(k, \eta) e^{i k y} e^{-Q_{2}(k, \eta)} d k \\
& =\int_{1}^{\infty} P_{2}(k, \eta) e^{i k y} e^{-Q_{2}(k, \eta)} d k+\int_{-\infty}^{-1} P_{2}(k, \eta) e^{i k y} e^{-Q_{2}(k, \eta)} d k \\
& +\int_{-1}^{1} P_{2}(k, \eta) e^{i k y} e^{-Q_{2}(k, \eta)} d k \\
& :=I_{1}+I I_{2}+I I_{3}
\end{aligned}
$$

where

$$
P_{2}(k, \eta)=1+12 k^{2}-4 \eta^{2}-16 k^{6}+32 k^{4} \eta^{2}-16 k^{2} \eta^{4} .
$$

We note that for $k \geq 1$ and $0<\eta<1$

$$
Q_{2}(k, \eta)=(k-\eta)^{2} \underbrace{(k+\eta)^{2}}_{\geq 1} \geq(k-\eta)^{2},
$$

and

$$
\left|P_{2}(k, \tau)\right| \leq c\left(1+k^{6}\right) .
$$

We now bound all three terms separately. To bound $I I_{1}$ and $I I_{2}$, we follow the same steps as in the case of Lemma 5.4.3. For the third term

$$
\begin{aligned}
\left|I I_{3}\right| & \leq \int_{-1}^{1}\left|P_{2}(k, \eta)\right|\left|e^{-Q_{2}(k, \eta)}\right| d k \leq \int_{-1}^{1}\left|P_{2}(k, \eta)\right| d k \\
& \leq c \int_{-1}^{1}\left(1+k^{6}\right) d k=C
\end{aligned}
$$

Hence, combining all three estimates on $I I_{1}, I I_{2}$ and $I I_{3}$ we obtain for $0<\eta<1$ that

$$
\sup _{y \in \mathbb{R}}\left|\left(1+y^{2}\right) h_{\eta}(y)\right| \leq C .
$$

Proof of Lemma 5.4.2. In order to prove (5.16), we consider two cases:
First case $t \geq 1$. In this case we note that

$$
\mathcal{G}_{t}(x)=\tau g_{\tau}(\tau x),
$$

with $\tau=t^{-\frac{1}{2}}$ and

$$
\begin{aligned}
\left\|\mathcal{G}_{t}\right\|_{L^{1}} & =\int_{-\infty}^{\infty}\left|\mathcal{G}_{t}(x)\right| d x=\int_{-\infty}^{\infty}\left|\tau g_{\tau}(\tau x)\right| d x \\
& =\int_{-\infty}^{\infty}\left|g_{\tau}(y)\right| d y=\int_{-\infty}^{\infty} \frac{1}{4+y^{2}}\left|\left(4+y^{2}\right) g_{\tau}(y)\right| d y \\
& \leq \sup _{y \in \mathbb{R}}\left|\left(4+y^{2}\right) g_{\tau}(y)\right| \int_{-\infty}^{\infty} \frac{1}{4+y^{2}} d y \\
& \leq C \sup _{y \in \mathbb{R}}\left|\left(4+y^{2}\right) g_{\tau}(y)\right|,
\end{aligned}
$$

where $y=\tau x$. Using Lemma 5.4.3, we obtain for $t \geq 1$

$$
\begin{equation*}
\left\|\mathcal{G}_{t}\right\|_{L^{1}} \leq C . \tag{5.17}
\end{equation*}
$$

Second case $t \in(0,1)$. In this case we note that

$$
\mathcal{G}_{t}(x)=\eta^{-1} h_{\eta}\left(\eta^{-1} x\right),
$$

with $\eta=t^{\frac{1}{4}}$ and

$$
\begin{aligned}
\left\|\mathcal{G}_{t}\right\|_{L^{1}} & =\int_{-\infty}^{\infty} \frac{1}{1+y^{2}}\left|\left(1+y^{2}\right) h_{\eta}(y)\right| d y \\
& \leq \sup _{y \in \mathbb{R}}\left|\left(1+y^{2}\right) h_{\eta}(y)\right| \int_{-\infty}^{\infty} \frac{1}{1+y^{2}} d y \\
& \leq C \sup _{y \in \mathbb{R}}\left|\left(1+y^{2}\right) h_{\eta}(y)\right|,
\end{aligned}
$$

where $y=\eta^{-1} x$. Using Lemma 5.4.4, we obtain for $t \in(0,1)$

$$
\begin{equation*}
\left\|\mathcal{G}_{t}\right\|_{L^{1}} \leq C . \tag{5.18}
\end{equation*}
$$

Combining (5.17) and (5.18), yields (5.16) for all $t>0$.
Lemma 5.4.5 There exists a constant $C>0$ such that

$$
\begin{equation*}
\left\|e^{t \mathcal{L}} u\right\|_{\infty} \leq C\|u\|_{\infty} \quad \text { for all } t \geq 0 \text { and } u \in C^{0}(\mathbb{R}) \tag{5.19}
\end{equation*}
$$

Proof. Let $\mathcal{F}^{-1}$ denotes the inverse Fourier transform. Then

$$
\begin{align*}
e^{t \mathcal{L}} u(x) & =\mathcal{F}^{-1} \mathcal{F} e^{t \mathcal{L}} u(x)=\mathcal{F}^{-1}\left(e^{-t \lambda_{k}} \mathcal{F} u(x)\right) \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i k(x-y)} e^{-t \lambda_{k}} u(y) d y d k \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} u(y) \mathcal{G}_{t}(x-y) d y . \tag{5.20}
\end{align*}
$$

We obtain

$$
\left\|e^{t \mathcal{L}} u\right\|_{\infty} \leq C\|u\|_{\infty}\left\|\mathcal{G}_{t}\right\|_{L^{1}}
$$

Using Lemma 5.4.2, yields (5.19).

Corollary 5.4.6 For $T \geq 0$, there exists a constant $C>0$ such that

$$
\left\|e^{T \mathcal{L}_{\varepsilon}} u\right\|_{\infty} \leq C\|u\|_{\infty} \quad \text { for all } T \geq 0 \text { and } u \in C^{0}(\mathbb{R})
$$

## Proof.

$$
\begin{aligned}
e^{T \mathcal{L}_{\varepsilon}} u(X) & =e^{\varepsilon^{-2} T\left(1+\left(\varepsilon \partial_{X}\right)^{2}\right)^{2}} u(X)=e^{\varepsilon^{-2} T\left(1+\partial_{X}^{2}\right)^{2}} u(\varepsilon X) \\
& =e^{\varepsilon^{-2} T \mathcal{L}} u(\varepsilon X)=e^{t \mathcal{L}} u_{\varepsilon}(X),
\end{aligned}
$$

where $u_{\varepsilon}(X)=u(\varepsilon X)$. Using Lemma 5.4.5, we obtain

$$
\left\|e^{T \mathcal{L}_{\varepsilon}} u\right\|_{\infty}=\left\|e^{t \mathcal{L}} u_{\varepsilon}\right\|_{\infty} \leq C\left\|u_{\varepsilon}\right\|_{\infty}=C\|u\|_{\infty} .
$$

The following lemma provides a result on how to change from semigroup $e^{T \mathcal{L}_{\varepsilon}}$ to $e^{4 T \partial_{X}^{2}}$ when they are applied to $A e^{i X \varepsilon^{-1}}$.

Lemma 5.4.7 There is a constant $C>0$ such that for all $T>0$ and all $A \in \mathcal{H}^{\alpha}$ with $\alpha>\frac{1}{2}$

$$
\sup _{X \in \mathbb{R}}\left|e^{T \mathcal{L}_{\varepsilon}} A(X) e^{i X \varepsilon^{-1}}-\left(e^{4 T \partial_{X}^{2}} A\right)(X) e^{i X \varepsilon^{-1}}\right| \leq C\|A\|_{\alpha} \phi_{\varepsilon},
$$

where $\phi_{\varepsilon}$ is defined in (5.14).
Proof. We write $e^{t \mathcal{L}} A(\varepsilon x) e^{i x}$ as a convolution with the Green's function of $\mathcal{L}$, as in (5.20),

$$
\begin{aligned}
e^{t \mathcal{L}} A(\varepsilon x) e^{i x} & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i k(x-y)} e^{-t \lambda_{k}} A(\varepsilon y) e^{i y} d y d k \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i(k-1)(x-y)} e^{-t \lambda_{k}} A(\varepsilon y) d y d k \cdot e^{i x} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i k(\varepsilon x-y)} e^{-t \lambda_{\varepsilon k+1}} A(y) d y d k \cdot e^{i x}
\end{aligned}
$$

where we used the substitution $y=\varepsilon y$ and $k=\varepsilon^{-1}(k-1)$. Hence,

$$
\begin{equation*}
e^{T \mathcal{L}_{\varepsilon}} A(X) e^{i X \varepsilon^{-1}}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i k(\varepsilon x-y)} e^{-T\left(\varepsilon k^{2}+2 k\right)^{2}} A(y) d y d k \cdot e^{i x} \tag{5.21}
\end{equation*}
$$

Analogously, we can write $\left(e^{4 T \partial_{X}^{2}} A\right)(X) \cdot e^{i X \varepsilon^{-1}}$ as

$$
\begin{equation*}
\left(e^{4 T \partial_{X}^{2}} A\right)(X) e^{i X \varepsilon^{-1}}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i k(\varepsilon x-y)} e^{-4 T k^{2}} A(y) d y d k \cdot e^{i x} \tag{5.22}
\end{equation*}
$$

Let

$$
\Theta=e^{T \mathcal{L}_{\varepsilon}} A(X) e^{i X \varepsilon^{-1}}-\left(e^{4 T \partial_{X}^{2}} A\right)(X) \cdot e^{i X \varepsilon^{-1}}
$$

Hence,

$$
\begin{aligned}
\Theta & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(y) e^{i k(\varepsilon x-y)}\left[e^{-T\left(\varepsilon k^{2}+2 k\right)^{2}}-e^{-4 T k^{2}}\right] d y d k \cdot e^{i x} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathcal{F}(A)(k)\left[e^{-T\left(\varepsilon k^{2}+2 k\right)^{2}}-e^{-4 T k^{2}}\right] e^{i \varepsilon k x} d k \cdot e^{i x}
\end{aligned}
$$

Using Cauchy-Schwarz inequality, yields

$$
|\Theta|^{2} \leq C\|A\|_{\alpha}^{2} \int_{-\infty}^{\infty} \Psi(k) d k
$$

where

$$
\Psi(k)=\frac{1}{\left(1+k^{2}\right)^{\alpha}} e^{-8 T k^{2}}\left[e^{-T\left(\varepsilon^{2} k^{4}+4 \varepsilon k^{3}\right)}-1\right]^{2} .
$$

In order to bound $\Theta$ it is sufficient to bound

$$
\begin{aligned}
\int_{-\infty}^{\infty} \Psi(k) d k= & \int_{0}^{\frac{1}{2} \varepsilon^{-1}} \Psi(k) d k+\int_{-\frac{1}{2} \varepsilon^{-1}}^{0} \Psi(k) d k \\
& +\int_{\frac{1}{2} \varepsilon^{-1}}^{\infty} \Psi(k) d k+\int_{-\infty}^{-\frac{1}{2} \varepsilon^{-1}} \Psi(k) d k \\
:= & I_{1}+I_{2}+I_{3}+I_{4}
\end{aligned}
$$

where we consider all terms separately. For $I_{1}$, we note that $\varepsilon k^{3}(\varepsilon k+4)$ is nonnegative for all $k \in\left[0, \frac{1}{2} \varepsilon^{-1}\right]$. Thus, we can use the following inequality, which follows directly from the intermediate value theorem:

$$
\begin{equation*}
\left|e^{x}-1\right| \leq|x| \max \left\{1, e^{x}\right\} . \tag{5.23}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
I_{1} & \leq \int_{0}^{\frac{1}{2} \varepsilon^{-1}} \frac{1}{\left(1+k^{2}\right)^{\alpha}} e^{-8 T k^{2}}\left[\varepsilon T k^{3}(\varepsilon k+4)\right]^{2} d k \\
& \leq C \varepsilon^{2} \int_{0}^{\frac{1}{2} \varepsilon^{-1}} \frac{k^{2}}{\left(1+k^{2}\right)^{\alpha}}\left(T k^{2}\right)^{2} e^{-8 T k^{2}} d k,
\end{aligned}
$$

where we used $(\varepsilon k+4)<5$ for all $k \in\left[0, \frac{1}{2} \varepsilon^{-1}\right]$. Now, using the fact

$$
\begin{equation*}
\sup _{z>0}\left\{z^{m} e^{-z}\right\}<\infty \text { for all } m \geq 0 \tag{5.24}
\end{equation*}
$$

we get

$$
I_{1} \leq C \varepsilon^{2} \int_{0}^{\frac{1}{2} \varepsilon^{-1}} \frac{k^{2}}{\left(1+k^{2}\right)^{\alpha}} d k \leq C \varepsilon^{2}+C \varepsilon^{2} \int_{1}^{\frac{1}{2} \varepsilon^{-1}} k^{2-2 \alpha} d k \leq C \phi_{\varepsilon}^{2}
$$

Let us now turn to $I_{2}$. Substituting $k=-k$, yields

$$
I_{2}=\int_{0}^{\frac{1}{2} \varepsilon^{-1}} \frac{1}{\left(1+k^{2}\right)^{\alpha}} e^{-8 T k^{2}}\left[e^{\varepsilon T k^{3}(4-\varepsilon k)}-1\right]^{2} d k
$$

We note that $\varepsilon k^{3}(4-\varepsilon k)$ is non-negative for all $k \in\left[0, \frac{1}{2} \varepsilon^{-1}\right]$. Using (5.23), yields

$$
\begin{aligned}
I_{2} & \leq \int_{0}^{\frac{1}{2} \varepsilon^{-1}} \frac{1}{\left(1+k^{2}\right)^{\alpha}} e^{-8 T k^{2}}\left[4 \varepsilon T k^{3} e^{4 \varepsilon T k^{3}}\right]^{2} d k \\
& \leq \varepsilon^{2} \int_{0}^{\frac{1}{2} \varepsilon^{-1}} \frac{k^{2}}{\left(1+k^{2}\right)^{\alpha}}\left(4 T k^{2}\right)^{2} e^{-4 T k^{2}} d k
\end{aligned}
$$

where we used $\varepsilon k \leq \frac{1}{2}$ for all $k \in\left[0, \frac{1}{2} \varepsilon^{-1}\right]$. Now (5.24) implies

$$
I_{2} \leq C \varepsilon^{2} \int_{0}^{\frac{1}{2} \varepsilon^{-1}} \frac{k^{2}}{\left(1+k^{2}\right)^{\alpha}} d k \leq C \phi_{\varepsilon}^{2}
$$

To bound $I_{3}$ :

$$
\begin{aligned}
I_{3} & \leq C \int_{\frac{1}{2} \varepsilon^{-1}}^{\infty} \frac{1}{\left(1+k^{2}\right)^{\alpha}}\left[e^{-T\left(\varepsilon k^{2}+2\right)^{2}}+e^{-8 T k^{2}}\right]^{2} d k \\
& \leq C \int_{\frac{1}{2} \varepsilon^{-1}}^{\infty} \frac{1}{\left(1+k^{2}\right)^{\alpha}} d k \leq C \varepsilon^{2 \alpha-1} \text { for } \alpha>\frac{1}{2} .
\end{aligned}
$$

Analogously for $I_{4}$ :

$$
I_{4} \leq C \varepsilon^{2 \alpha-1} \text { for } \alpha>\frac{1}{2}
$$

Collecting all four results together, we obtain $\|\Theta\|_{\infty}^{2} \leq C\|A\|_{\alpha}^{2} \phi_{\varepsilon}^{2}$.
Let us now state a bound for the semigroup $e^{T \mathcal{L}_{\varepsilon}}$, when applied to $B(X) e^{i n \varepsilon^{-1} X}$. The case $n= \pm 1$ was treated in Lemma 5.4.7 before.

Lemma 5.4.8 Let $n \in \mathbb{Z} \backslash\{ \pm 1\}$ and $\alpha>\frac{1}{2}$. There are two constants $C>0$ and $c_{n}>0$, depending on $n$, such that, for $T>0$ and $B \in \mathcal{H}^{\alpha}$,

$$
\begin{equation*}
\sup _{X \in \mathbb{R}}\left|e^{T \mathcal{L}_{\varepsilon}} B(X) e^{i n \varepsilon^{-1} X}\right|^{2} \leq C\|B\|_{\alpha}^{2}\left\{e^{-c_{n} \varepsilon^{-2} T}+\varepsilon^{2 \alpha-1}\right\} . \tag{5.25}
\end{equation*}
$$

Proof. Writing $e^{t \mathcal{L}} B(\varepsilon x) e^{i n x}$ as a convolution with the Green's function of $\mathcal{L}$ as in Lemma 5.4.7

$$
\begin{aligned}
e^{t \mathcal{L}} B(\varepsilon x) e^{i n x} & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i k(x-y)} e^{-t \lambda_{k}} B(\varepsilon y) e^{i n y} d y d k \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i(k-n)(x-y)} e^{-t \lambda_{k}} B(\varepsilon y) d y d k \cdot e^{i n x} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i k(\varepsilon x-y)} e^{-t \lambda_{\varepsilon k+n}} B(y) d y d k \cdot e^{i n x}
\end{aligned}
$$

where we used the substitution $y=\varepsilon y$ and $k=\varepsilon^{-1}(k-n)$. Hence, using the definition of $\lambda_{k}$ and $X=\varepsilon x$, we obtain

$$
e^{T \mathcal{L}_{\varepsilon}} B(X) e^{i n \varepsilon^{-1} X}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i k(X-y)} e^{-t\left[1-(\varepsilon k+n)^{2}\right]^{2}} B(y) d y d k \cdot e^{i n \varepsilon^{-1} X}
$$

Taking the absolute value $|\cdot|$ on both sides and using Cauchy-Schwarz inequality, yields

$$
\begin{equation*}
\left|e^{T \mathcal{L}_{\varepsilon}} B(X) e^{i n \varepsilon^{-1} X}\right|^{2} \leq C\|B\|_{\alpha}^{2} \int_{-\infty}^{\infty} \frac{1}{\left(1+k^{2}\right)^{\alpha}} e^{-2 t\left[1-(\varepsilon k+n)^{2}\right]^{2}} d k \tag{5.26}
\end{equation*}
$$

Now, we want to bound the integral in (5.26)

$$
\int_{-\infty}^{\infty} \Phi(k) d k \leq \int_{0}^{\frac{1}{2 \varepsilon}} \Phi(k) d k+\int_{\frac{-1}{2 \varepsilon}}^{0} \Phi(k) d k+2 \int_{\frac{1}{2 \varepsilon}}^{\infty} \frac{1}{\left(1+k^{2}\right)^{\alpha}} d k
$$

with

$$
\Phi(k)=\frac{1}{\left(1+k^{2}\right)^{\alpha}} e^{-2 t q(k)} \text { and } \quad q(k)=\left[1-(\varepsilon k+n)^{2}\right]^{2} .
$$

Now, let us bound $q(k)$ on $\left[0, \pm \frac{1}{2 \varepsilon}\right]$. We consider several cases depending on $n$ and $k$.

First case $n=0$ and $k \in\left[-\frac{1}{2 \varepsilon}, \frac{1}{2 \varepsilon}\right]$. In this case as $|k| \leq \frac{1}{2 \varepsilon}$

$$
q(k)=\left[1-\varepsilon^{2} k^{2}\right]^{2} \geq \frac{9}{16}
$$

Second case $n \geq 2$ and $k \in\left[0, \frac{1}{2 \varepsilon}\right]$, (or $n \leq-2$ and $k \in\left[\frac{-1}{2 \varepsilon}, 0\right]$ ). In this case as $\varepsilon k \geq 0$

$$
q(k)=[n+1+\varepsilon k]^{2}[n-1+\varepsilon k]^{2} \geq[n+1]^{2}[n-1]^{2}=\left(n^{2}-1\right)^{2} .
$$

Third case $n \geq 2$ and $k \in\left[\frac{-1}{2 \varepsilon}, 0\right]$, (or $n \leq-2$ and $k \in\left[0, \frac{1}{2 \varepsilon}\right]$ ). In this case as $k \leq \frac{1}{2 \varepsilon}$

$$
q(k)=[n-1-\varepsilon k]^{2}[n+1-\varepsilon k]^{2} \geq \frac{1}{16}\left[n+\frac{1}{2}\right]^{2} .
$$

We deduce from the previous three cases that

$$
q(k) \geq \frac{1}{2} c_{n}>0 .
$$

Thus,

$$
\begin{align*}
\int_{-\infty}^{\infty} \Phi(k) d k & \leq 2 \int_{0}^{\frac{1}{2 \varepsilon}} \frac{1}{\left(1+k^{2}\right)^{\alpha}} e^{-c_{n} t} d k+2 \int_{\frac{1}{2 \varepsilon}}^{\infty} \frac{1}{\left(1+k^{2}\right)^{\alpha}} d k \\
& \leq 2 e^{-c_{n} t} \int_{0}^{\infty} \frac{1}{\left(1+k^{2}\right)^{\alpha}} d k+2 \int_{\frac{1}{2 \varepsilon}}^{\infty} k^{-2 \alpha} d k \\
& \leq C e^{-c_{n} t}+C \varepsilon^{2 \alpha-1} . \tag{5.27}
\end{align*}
$$

Plugging (5.27) into (5.26), yields (5.25).

### 5.5 General Bounds on $\mathcal{Z}_{\varepsilon}$

In this section, we prove Lemmas 5.3.1 and 5.3.2.
Proof of Lemma 5.3.1. See the first part of the proof of Lemma 3.4.2 with $\lambda_{k}=1$.

Proof of Lemma 5.3.2. First, we note from Lemma 5.2.2 that

$$
\mathbb{E} \sup _{s \in\left[0, T_{0}\right]}\|Y(T, s)\|_{\alpha}^{p}=\mathbb{E} \sup _{s \in\left[0, T_{0}\right]}\left\|e^{(T-s) \mathcal{A}} y(s)\right\|_{\alpha}^{p} \leq C \mathbb{E} \sup _{\left[0, T_{0}\right]}\|y\|_{\alpha}^{p} \leq C \varepsilon^{-p r}
$$

Applying Itô formula to $Y \mathcal{Z}_{\varepsilon}^{2}$, yields

$$
\begin{aligned}
& d\left(Y \mathcal{Z}_{\varepsilon}^{2}\right)=\mathcal{Z}_{\varepsilon}^{2} d Y+2 Y \mathcal{Z}_{\varepsilon} d \mathcal{Z}_{\varepsilon}+Y\left(d \mathcal{Z}_{\varepsilon}\right)^{2} \\
&=G \mathcal{Z}_{\varepsilon}^{2} d s-2 \varepsilon^{-2} Y \mathcal{Z}_{\varepsilon}^{2} d s+2 \varepsilon^{-1} \sigma \mathcal{Z}_{\varepsilon} Y d \tilde{\beta}+\varepsilon^{-2} \sigma^{2} Y d s \\
& d\left(Y \mathcal{Z}_{\varepsilon}^{2}\right)=e^{4(T-s) \partial_{X}^{2}} G(s) \mathcal{Z}_{\varepsilon}^{2} d s-2 \varepsilon^{-2} Y \mathcal{Z}_{\varepsilon}^{2} d s+2 \varepsilon^{-1} \sigma \mathcal{Z}_{\varepsilon} d \tilde{\beta}+\varepsilon^{-2} \sigma^{2} Y d s
\end{aligned}
$$

Integrating from 0 to $T$, taking $\|\cdot\|_{\infty}^{p}$ norms, and using triangle inequality, yields

$$
\begin{aligned}
\left\|\int_{0}^{T} Y\left\{\mathcal{Z}_{\varepsilon}^{2}-\frac{\sigma^{2}}{2}\right\} d s\right\|_{\infty}^{p} \leq & c \varepsilon^{2 p}\left\|Y \mathcal{Z}_{\varepsilon}^{2}\right\|_{\infty}^{p}+c \varepsilon^{2 p}\left\|\int_{0}^{T} e^{4(T-s) \partial_{X}^{2}} G(s) \mathcal{Z}_{\varepsilon}^{2} d s\right\|_{\infty}^{p} \\
& +c \varepsilon^{p}\left\|\int_{0}^{T} Y \mathcal{Z}_{\varepsilon} d \tilde{\beta}(s)\right\|_{\infty}^{p} \\
\leq & C \varepsilon^{2 p-p r} \sup _{\left[0, T_{0}\right]}\left|\mathcal{Z}_{\varepsilon}\right|^{2 p}+c \varepsilon^{p}\left\|\int_{0}^{T} Y(T, s) \mathcal{Z}_{\varepsilon} d \tilde{\beta}(s)\right\|_{\infty}^{p}
\end{aligned}
$$

Taking expectation after supremum on both sides, we obtain
$\mathbb{E} \sup _{\left[0, T_{0}\right]}\left\|\int_{0}^{T} Y\left\{\mathcal{Z}_{\varepsilon}^{2}-\frac{\sigma^{2}}{2}\right\} d s\right\|_{\infty}^{p} \leq C \varepsilon^{2 p-p r-2 \kappa_{0}}+C \varepsilon^{p} \mathbb{E} \sup _{\left[0, T_{0}\right]}\left\|\int_{0}^{T} Y(T, s) \mathcal{Z}_{\varepsilon} d \tilde{\beta}(s)\right\|_{\infty}^{p}$.
In order to obtain (5.11), let us bound the last term on the right hand side of (5.28). Using Sobolev embedding from Lemma 5.2.3, yields

$$
\mathbb{E} \sup _{\left[0, T_{0}\right]}\left\|\int_{0}^{T} Y(T, s) \mathcal{Z}_{\varepsilon}(s) d \tilde{\beta}(s)\right\|_{\infty}^{p} \leq \mathbb{E} \sup _{\left[0, T_{0}\right]}\left\|\int_{0}^{T} Y(T, s) \mathcal{Z}_{\varepsilon}(s) d \tilde{\beta}(s)\right\|_{\alpha}^{p}
$$

By a variant Burkholder-Davis-Gundy theorem (see, Theorem 1.2.5 in [32] or the paper of Hausenblas and Seidler [21]), we obtain for $p \geq 2$

$$
\begin{aligned}
\underset{\left[0, T_{0}\right]}{\mathbb{E}} \sup _{0}\left\|\int_{0}^{T} e^{4(T-s) \partial_{X}^{2}} y(s) \mathcal{Z}_{\varepsilon}(s) d \tilde{\beta}(s)\right\|_{\infty}^{p} & \leq C \mathbb{E}\left(\int_{0}^{T_{0}}\left\|y(s) \mathcal{Z}_{\varepsilon}(s)\right\|_{\alpha}^{2} d s\right)^{\frac{p}{2}} \\
& \leq C \mathbb{E}\left(\int_{0}^{T_{0}}\left|\mathcal{Z}_{\varepsilon}(s)\right|^{2}\|y(s)\|_{\alpha}^{2} d s\right)^{\frac{p}{2}} \\
& \leq C \varepsilon^{-p r-\kappa_{0}}
\end{aligned}
$$

As a final result in this section, we prove an averaging result for a mild formulation of (GL).

Lemma 5.5.1 If $A$ is a solution of (GL) with $\sup _{\left[0, T_{0}\right]}\|A\|_{\alpha} \leq C$, then

$$
\begin{equation*}
\int_{0}^{T} e^{4(T-s) \partial_{X}^{2}} A(s)\left\{\mathcal{Z}_{\varepsilon}^{2}(s)-\frac{\sigma^{2}}{2}\right\} d s=\mathcal{O}\left(\varepsilon^{1-2 \kappa_{0}}\right) \tag{5.29}
\end{equation*}
$$

for any $\kappa_{0}>0$.

Proof. Define for $s \in[0, T]$

$$
Y(T, s)=e^{4(T-s) \partial_{X}^{2}} A(s)
$$

with

$$
d Y=\left(-4 \partial_{X}^{2}\right) e^{4(T-s) \partial_{X}^{2}} A(s) d s+e^{4(T-s) \partial_{X}^{2}} d A
$$

Using ( $G L$ ), we obtain

$$
d Y=e^{4(T-s) \partial_{X}^{2}}\left[\left(\nu-\frac{3}{2} \sigma^{2}\right) A-3|A|^{2} A\right] d s=e^{4(T-s) \partial_{X}^{2}} G(s) d s
$$

Using Lemmas 5.2.3, 5.2.2 and 5.2.4, we derive

$$
\|G\|_{\infty} \leq C\|G\|_{\alpha} \leq C\|A\|_{\alpha}+C\|A\|_{\alpha}^{3} .
$$

Thus

$$
\sup _{\left[0, T_{0}\right]}\|G\|_{\infty} \leq C .
$$

Now applying Lemma 5.3.2, yields (5.29).

### 5.6 Main Results

In this section, we give the proof of the main result.

Definition 5.6.1 Define the residual $\rho(T)$ as

$$
\begin{equation*}
\rho(T)=w_{A}(T)-e^{T \mathcal{L}_{\varepsilon}} w_{A}(0)-\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}}\left[\nu\left(w_{A}+\mathcal{Z}_{\varepsilon}\right)-\left(w_{A}+\mathcal{Z}_{\varepsilon}\right)^{3}\right] d s \tag{5.30}
\end{equation*}
$$

where $w_{A}$ is defined in (5.12).

Lemma 5.6.2 If $\sup _{\left[0, T_{0}\right]}\|A\|_{\alpha} \leq C$ for $\alpha>\frac{1}{2}$, then for all $p>1$ there is $a$ constant $C>0$ such that

$$
\begin{equation*}
\mathbb{E} \sup _{T \in\left[0, T_{0}\right]}\|\rho(T)\|_{\infty}^{p} \leq C \varepsilon^{-3 p \kappa_{0}} \phi_{\varepsilon}^{p} \tag{5.31}
\end{equation*}
$$

where $\phi_{\varepsilon}$ is defined in (5.14).
Proof. From (5.12), we obtain

$$
\begin{aligned}
\rho(T)= & A(T) e^{i x}+\text { c.c. }-e^{T \mathcal{L}_{\varepsilon}} A(0) e^{i x}+\text { c.c. }-\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} \nu\left(A e^{i x}+\text { c.c. }\right) d s \\
& +\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}}\left(A e^{i x}+\text { c.c. }+\mathcal{Z}_{\varepsilon}\right)^{3} d s-\nu \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} \mathcal{Z}_{\varepsilon} d s .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\rho(T)= & A(T) e^{i x}-e^{T \mathcal{L}_{\varepsilon}} A(0) e^{i x}-\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}}\left(\nu A-3 A \mathcal{Z}_{\varepsilon}^{2}-3|A|^{2} A\right) e^{i x} d s \\
& +\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} A^{3} e^{3 i x} d s+3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} A^{2} \mathcal{Z}_{\varepsilon} e^{2 i x} d s \\
& +3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}}|A|^{2} \mathcal{Z}_{\varepsilon} e^{2 i x} d s+\text { c.c. } \\
& -\nu \int_{0}^{T} e^{-(T-s) \mathcal{L}_{\varepsilon}} \mathcal{Z}_{\varepsilon} d s+\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} \mathcal{Z}_{\varepsilon}^{3} d s .
\end{aligned}
$$

Using Lemma 5.4.7, we obtain

$$
\begin{aligned}
\rho(T)= & {\left[A(T)-e^{4 T \partial_{X}^{2}} A(0)-\int_{0}^{T} e^{4(T-s) \partial_{X}^{2}}\left(\nu A-3 A \mathcal{Z}_{\varepsilon}^{2}-3|A|^{2} A\right) d s\right] e^{i x} } \\
& +\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} A^{3} e^{3 i x} d s+3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} A^{2} \mathcal{Z}_{\varepsilon} e^{2 i x} d s \\
& +3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}}|A|^{2} \mathcal{Z}_{\varepsilon} e^{2 i x} d s+\text { c.c. }-\nu \int_{0}^{T} e^{-\varepsilon^{-2}(T-s)} \mathcal{Z}_{\varepsilon} d s \\
& +\int_{0}^{T} e^{-\varepsilon^{-2}(T-s)} \mathcal{Z}_{\varepsilon}^{3} d s+\mathcal{O}\left(\varepsilon^{-3 \kappa_{0}} \phi_{\varepsilon}\right) .
\end{aligned}
$$

From (GL) we have

$$
\begin{aligned}
\rho(T)= & {\left[3 \int_{0}^{T} e^{4(T-s) \partial_{X}^{2}} A\left(\mathcal{Z}_{\varepsilon}^{2}-\frac{1}{2} \sigma^{2}\right) d s\right] e^{i x}+\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} A^{3} e^{3 i x} d s } \\
& +3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} A^{2} \mathcal{Z}_{\varepsilon} e^{2 i x} d s+3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}}|A|^{2} \mathcal{Z}_{\varepsilon} e^{2 i x} d s \\
& + \text { c.c. }+\mathcal{O}\left(\varepsilon^{-3 \kappa_{0}} \phi_{\varepsilon}\right) .
\end{aligned}
$$

Taking the norm $\|\cdot\|_{\infty}^{p}$ on both sides and using Lemma 5.4.8 in order to obtain

$$
\begin{aligned}
\|\rho\|_{\infty}^{p} \leq & C\left\|\int_{0}^{T} e^{4(T-s) \partial_{X}^{2}} A\left(\mathcal{Z}_{\varepsilon}^{2}-\frac{1}{2} \sigma^{2}\right) d s\right\|_{\infty}^{p} \\
& +C\left(\varepsilon^{2 p}+\varepsilon^{p \alpha-\frac{p}{2}}\right)\left[\left\|A^{3}\right\|_{\alpha}^{p}+\left|\mathcal{Z}_{\varepsilon}\right|^{p}\left\|A^{2}\right\|_{\alpha}^{p}+\left|\mathcal{Z}_{\varepsilon}\right|^{p}\left\||A|^{2}\right\|_{\alpha}^{p}\right] \\
& +C \varepsilon^{-3 p \kappa_{0}} \phi_{\varepsilon}^{p} .
\end{aligned}
$$

Taking expectation after supremum and using the bound on $\mathcal{Z}_{\varepsilon}$ from Lemma 5.3.1, the fact $\mathcal{H}^{\alpha}$ is a Banach Algebra from Lemma 5.2.4 and averaging result for a mild formulation from Lemma 5.5.1, yields (5.31).

Definition 5.6.3 Define the set $\Omega_{0} \subset \Omega$ such that all these estimates

$$
\begin{gather*}
\sup _{T \in\left[0, T_{0}\right]}\left|\mathcal{Z}_{\varepsilon}(T)\right|<\varepsilon^{-\kappa_{0}},  \tag{5.32}\\
\left|\int_{0}^{T_{0}}\left\{\left|\mathcal{Z}_{\varepsilon}\right|^{2}-\frac{\sigma^{2}}{2}\right\} d \tau\right|<\varepsilon^{1-3 \kappa_{0}}, \tag{5.33}
\end{gather*}
$$

and

$$
\sup _{T \in\left[0, T_{0}\right]}\|\rho(T)\|_{\infty}<\varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon},
$$

hold on $\Omega_{0}$.
Corollary 5.6.4 For all $p>0$ there exist a constant $C_{p}$ such that on $\Omega_{0}$

$$
\begin{equation*}
\mathbb{P}\left(\Omega_{0}\right) \geq 1-C_{p} \varepsilon^{p} \text { for all } \varepsilon \in(0,1) . \tag{5.34}
\end{equation*}
$$

Proof. We note that

$$
\begin{aligned}
& \mathbb{P}\left(\Omega_{0}\right) \geq 1-\mathbb{P}\left(\sup _{\left[0, T_{0}\right]}\left|\mathcal{Z}_{\varepsilon}(T)\right| \geq \varepsilon^{-\kappa_{0}}\right)-\mathbb{P}\left(\int_{0}^{T_{0}}\left\{\left|\mathcal{Z}_{\varepsilon}\right|^{2}-\frac{\sigma^{2}}{2}\right\} d \tau \geq \varepsilon^{1-3 \kappa_{0}}\right) \\
& -\mathbb{P}\left(\sup _{\left[0, T_{0}\right]}|\rho(T)| \geq \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}\right) .
\end{aligned}
$$

Using Chebychev's inequality

$$
\begin{aligned}
\mathbb{P}\left(\Omega_{0}\right) & \geq 1-\varepsilon^{q \kappa_{0}} \mathbb{E} \sup _{\left[0, T_{0}\right]}\left|\mathcal{Z}_{\varepsilon}\right|^{q}-\varepsilon^{4 q \kappa_{0}} \phi_{\varepsilon}^{-q} \mathbb{E} \sup _{\left[0, T_{0}\right]}\|\rho\|_{\infty}^{q} \\
& -\varepsilon^{-q+3 q \kappa_{0}} \mathbb{E}\left(\int_{0}^{T_{0}}\left\{\left|\mathcal{Z}_{\varepsilon}\right|^{2}-\frac{\sigma^{2}}{2}\right\} d \tau\right)^{q} .
\end{aligned}
$$

From Lemmas 5.3.1,5.3.2 and 5.6.2, we obtain

$$
\mathbb{P}\left(\Omega_{0}\right) \geq 1-C_{q} \varepsilon^{q \kappa_{0}-\kappa_{0}}-C_{q} \varepsilon^{q \kappa_{0}} .
$$

For sufficiently large $q$, we obtain

$$
\mathbb{P}\left(\Omega_{0}\right) \geq 1-C_{p} \varepsilon^{p} \text { for all } p>0
$$

Finally, we use the results previously obtained to prove the main result of Theorem 5.3.3 for the approximation of the solution of the $\operatorname{SPDE}\left(S H_{\varepsilon}\right)$.

Proof of Theorem 5.3.3. Define

$$
\begin{equation*}
R(T)=u(T)-w_{A}(T)-\mathcal{Z}_{\varepsilon}(T) \tag{5.35}
\end{equation*}
$$

Integrating $\left(S H_{\varepsilon}\right)$ from 0 to $T$, we obtain

$$
\begin{equation*}
u(T)=e^{T \mathcal{L}_{\varepsilon}} u(0)+\nu \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} u(s) d s-\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} u(s)^{3} d s+\mathcal{Z}_{\varepsilon}(T) \tag{5.36}
\end{equation*}
$$

Substituting from (5.35) into (5.36), we obtain

$$
\begin{aligned}
R(T) & =e^{T \mathcal{L}_{\varepsilon}} R(0)+\nu \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} R d s-3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} \mathcal{Z}_{\varepsilon} R^{2} d s \\
& -3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} \mathcal{Z}_{\varepsilon}^{2} R d s-\int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} R^{3} d s-3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} w_{A}^{2} R d s \\
& -6 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} w_{A} \mathcal{Z}_{\varepsilon} R d s-3 \int_{0}^{T} e^{(T-s) \mathcal{L}_{\varepsilon}} w_{A} R^{2} d s+\rho(T),
\end{aligned}
$$

where the residual $\rho(T)$ is defined in (5.30). Taking the norm $\|\cdot\|_{\infty}$ on both sides and using Corollary 5.4.6, yields on $\Omega_{0}$

$$
\begin{aligned}
\|R(T)\|_{\infty} & \leq C\|R(0)\|_{\infty}+C \int_{0}^{T}\|R\|_{\infty} d s+C \int_{0}^{T}\left|\mathcal{Z}_{\varepsilon}\right|\|R\|_{\infty}^{2} d s \\
& +C \int_{0}^{T}\left|\mathcal{Z}_{\varepsilon}^{2}\right|\|R\|_{\infty} d s+C \int_{0}^{T}\|R\|_{\infty}^{3} d s+C \int_{0}^{T}\left|\mathcal{Z}_{\varepsilon}\right|\|R\|_{\infty} d s \\
& +C \int_{0}^{T}\|R\|_{\infty}^{2} d s+C \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon} .
\end{aligned}
$$

where we used $\left\|w_{A}\right\|_{\infty} \leq C$. As long as $\|R(T)\|_{\infty} \leq D \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}$, we obtain

$$
\begin{aligned}
\|R(T)\|_{\infty} & \leq\left(C \varepsilon^{\kappa_{0}} d+C\right) \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon} \\
& +C\left[1+D \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}+\left|\mathcal{Z}_{\varepsilon}^{2}\right|+D^{2} \varepsilon^{-8 \kappa_{0}} \phi_{\varepsilon}^{2}+\left|\mathcal{Z}_{\varepsilon}\right|\right] \int_{0}^{T}\|R\|_{\infty} d s \\
& \leq C_{1} \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}+C\left[\frac{3}{2}+D \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}+\frac{1}{2}\left|\mathcal{Z}_{\varepsilon}\right|^{2}+D^{2} \varepsilon^{-8 \kappa_{0}} \phi_{\varepsilon}^{2}\right] \int_{0}^{T}\|R\|_{\infty} d s \\
& \leq C_{1} \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}+\int_{0}^{T}\left[C_{2}+\frac{1}{2} C\left|\mathcal{Z}_{\varepsilon}\right|^{2}\right]\|R\|_{\infty} d s,
\end{aligned}
$$

where $C_{1}=C \varepsilon^{\kappa_{0}} d+C$ and

$$
C\left[\frac{3}{2}+D \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}+D^{2} \varepsilon^{-8 \kappa_{0}} \phi_{\varepsilon}^{2}\right] \leq C\left[2+\frac{3}{2} D^{2} \varepsilon^{-8 \kappa_{0}} \phi_{\varepsilon}^{2}\right]=C_{2} .
$$

Note that by Assumption on $\kappa_{0}$, we can choose $C_{2}$ independent of $D$, provided $\varepsilon>0$ is sufficiently small. Using Gronwall's inequality, we obtain

$$
\begin{aligned}
\|R(T)\|_{\infty} & \leq C_{1} \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}\left[1+\int_{0}^{T}\left[C_{2}+\frac{1}{2} C\left|\mathcal{Z}_{\varepsilon}\right|^{2}\right] \exp \left\{\int_{s}^{T}\left[C_{2}+\frac{1}{2} C\left|\mathcal{Z}_{\varepsilon}\right|^{2}\right] d r\right\} d s\right] \\
& \leq C_{1} \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}\left[1+\int_{0}^{T_{0}}\left[C_{2}+\frac{1}{2} C\left|\mathcal{Z}_{\varepsilon}\right|^{2}\right] \exp \left\{C_{2} T+\frac{1}{2} C \int_{0}^{T_{0}}\left|\mathcal{Z}_{\varepsilon}\right|^{2} d r\right\} d s\right] .
\end{aligned}
$$

Taking the supremum over $\left[0, T_{\star}\right]$ yields

$$
\begin{equation*}
\sup _{T \in\left[0, T_{\star}\right]}\|R(T)\|_{\infty} \leq C_{1} \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon}\left[1+\tilde{C}_{2}\right] \quad \text { on } \Omega_{0}, \tag{5.37}
\end{equation*}
$$

where we used (see (5.33))

$$
\begin{equation*}
\int_{0}^{T_{0}}\left|\mathcal{Z}_{\varepsilon}\right|^{2} d \tau \leq \varepsilon^{1-3 \kappa_{0}}+\frac{\sigma^{2}}{2} T_{0} \leq \tilde{C} \quad \text { on } \Omega_{0} \tag{5.38}
\end{equation*}
$$

and defined

$$
\tilde{C}_{2}=\left(C_{2} T_{0}+\frac{1}{2} C \tilde{C}\right) e^{\left(C_{2} T_{0}+\frac{1}{2} C \tilde{C}\right)}
$$

Now fix $D>C_{1}\left[1+\tilde{C}_{2}\right]$. Hence, (5.37) shows that

$$
\sup _{T \in\left[0, T_{\nless}\right]}\|R(T)\|_{\infty}<D \varepsilon^{-4 \kappa_{0}} \phi_{\varepsilon} .
$$

Hence, $T_{\star}=T_{0}$ and finally

$$
\begin{aligned}
\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|U(t, x)-\varepsilon w_{A}\left(\varepsilon^{2} t, \varepsilon x\right)-\varepsilon \mathcal{Z}_{\varepsilon}\left(\varepsilon^{2} t\right)\right\|_{\infty} & \leq \varepsilon \sup _{T \in\left[0, T_{0}\right]}\|R(T)\|_{\infty} \\
& \leq C \varepsilon^{1-4 \kappa_{0}} \phi_{\varepsilon} .
\end{aligned}
$$

Thus,
$\mathbb{P}\left\{\sup _{t \in\left[0, \varepsilon^{-2} T_{0}\right]}\left\|U(t, x)-\varepsilon w_{A}\left(\varepsilon^{2} t, \varepsilon x\right)-\varepsilon \mathcal{Z}_{\varepsilon}\left(\varepsilon^{2} t\right)\right\|_{\infty}>C \varepsilon^{1-4 \kappa_{0}} \phi_{\varepsilon}\right\} \leq 1-\mathbb{P}\left(\Omega_{0}\right)$.
Using (5.34), yields (5.13).
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