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Abstract

Mobile communications are an integral part of modern society. People want to talk
to their friends, play on-line games, or watch YouTube videos while they are on
the go. This forces Mobile Network Operators (MNOs) to continuously upgrade
and extend their mobile networks in order to keep up with the ever growing data
rate requirements and provide the users with satisfactory Quality of Service (QoS).
However, user are not willing to pay more for mobile communications leading to
a decrease in the price per data unit. Due to this development, MNOs are faced
with a serious pressure to reduce their Operational Expenditure (OPEX). The fo-
cus, thereby, lies on the reduction of manual e�orts in network operations, i.e.,
the con�guration and control of the Base Stations (BSs) such that the operational
objectives by the MNO, de�ned as target values for network Key Performance In-
dicators (KPIs), are satis�ed.
Self-Organizing Network (SON) is a concept for automating the operation of mo-

bile networks by relieving human operators from repetitive, low-level network oper-
ations tasks. In principle, a SON consists of a set of close-loop control functions,
referred to as SON functions, which perform speci�c operations tasks. For instance,
Coverage and Capacity Optimization (CCO) improves the network capacity and
Mobility Robustness Optimization (MRO) optimizes the handover performance.
The introduction of SON lifts the work of human operators from network opera-
tions to SON operations: instead of analyzing and con�guring all the BSs in the
network, the operational personnel has to con�gure and control the SON functions
in order to adapt them to the network environment and speci�c operational objec-
tives. This is due to the gap between the objectives and the low-level, technical
con�guration interface of the SON functions. As a result, MNOs ask for a further
increase in the level of automation.
This thesis introduces the Objective-Driven SON Operations (ODSO) concept

that enables autonomic mobile network operations, i.e., the control of network op-
erations through operational objectives on network KPIs. ODSO is built on top of
SON and automates three manual tasks of SON operations: SON management that
con�gures the SON functions, SON coordination that detects and resolves run-time
con�icts between the concurrently running SON functions, and SON self-healing
that detects and resolves failures in the network and the SON system. The speci�c
contributions of this thesis are:

1. We analyze the speci�c requirements for autonomic operations of a mobile
network and develop an architecture that extends an existing SON system with
the ability to process the operational objectives of the MNO. The architecture
integrates three components, one for each SON operations task, in order to
reduce the manual control e�orts.

2. We develop a generic decision making process that enables the ODSO compo-
nents to autonomically control SON functions based on two types of informa-
tion: a formalized representation of the operational objectives in an objective
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model, and a formalized representation of the task-speci�c technical knowl-
edge in several technical models. On the foundation of Multiattribute Utility
Theory (MAUT), the ODSO components are able to process these models in
order to automatically operate the SON functions such that they optimize
the network to satisfy the operational objectives. In this way, the MNO's
objectives serve as a uni�ed, high-level operations interface for SON.

3. We apply the generic decision making process to each of the three SON op-
erations tasks which enables them to determine the best con�guration of the
SON functions, the best approach to resolve run-time con�icts, and the best
recovery action to overcome failures with respect to the provided operational
objectives. Thereby, we are able to account for the diverse characteristics of
each task with our �exible approach.

4. We evaluate the feasibility and performance of the ODSO approach in a sim-
ulation of a realistic mobile network. As a result, we are able to show that
the increased automation in SON operations reduces manual e�orts and may
also lift additional optimization potential in network operations. This leads to
improved network performance compared to SON-based network operations.
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1
Introduction

Information and Communications Technology (ICT) is a major economic and so-
cial driver in the modern connected world. Thereby, mobile cellular communica-
tions manifested as the key means of access: in 2015, 96.8% of the world pop-
ulation had mobile telephone access while only 10.8% had access to a �xed-line
telephone [ITU15]. The total direct and indirect contribution, e.g., through in-
creasing productivity of other sectors, to the worldwide gross domestic product by
mobile telecommunications was 3.8% in 2014 [GSM15]. And mobile telecommunica-
tion is expected to grow tremendously in the future, mainly driven by three forces:
First, the extended growth of mobile broadband users. Today, only 47.2% of the
world population has mobile broadband access with at least Third Generation (3G)
level [ITU15]. However, between 2015 and 2021, the number of subscriptions is
expected to grow annually by 15% [Eri15]. Second, the increased data require-
ments by the users. Driven by the user growth, but even more by the prevalence
of high data rate applications like mobile video streaming via YouTube, the mo-
bile tra�c will multiply by 10 in the next years from 5.3 exabytes per month in
2015 to 51 exabytes per month in 2021 [Eri15]. Third, the amount of Machine-to-
Machine (M2M) communications, driven by trends like Internet of Things (IoT),
will constitute an increasing share of mobile connections, growing form 4% in 2015
to 10% in 2020 [GSM15]. As a result of this enormous dynamic in mobile communi-
cations, the total contribution to the worldwide gross domestic product is expected
to increase to 4.2% by 2020 [GSM15].

In order to keep up with the dynamic growth, Mobile Network Operators (MNOs)
are continuously extending their networks along two dimensions: On the one hand,
new Base Stations (BSs) that span up the mobile network are deployed. This aims at
extending the spatial range of the network such that mobile network coverage is pro-
vided in new areas of the world. However, the deployment of small cells as a new cell
layer can also densify the mobile network in order to increase its capacity such that
the data throughput is increased. On the other hand, the vendors of mobile networks
are developing new, improved Radio Access Technologies (RATs) that MNOs often
quickly adopt. Whereas 3G networks, e.g., Universal Mobile Telecommunications
System (UMTS), provided up to 14 megabits per second (Mbps) peak data rate, the
subsequent Fourth Generation (4G) technology, e.g., Long Term Evolution (LTE),
can provide up to 1 gigabits per second (Gbps), and future Fifth Generation (5G)
networks are expected to increase this to 50 Gbps peak data rate [Sam15]. The exten-
sion of mobile networks along these two dimensions turns them into Heterogeneous
Networks (HetNets) that consist of multiple cell layers and RATs [Sar+11]. This
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1 Introduction

trend results in an increased di�culty of operating such complex mobile networks.

Although the growth in mobile communications increases the revenue of MNOs
worldwide, the price per data unit is constantly decreasing [ITU15]. In the devel-
oped countries, e.g., Germany [Bun15], the revenue is even stagnating. For instance,
the price per minute for a mobile telephone connection decreased by 62% from 2004
to 2014 [GSM15]. In the future, this is expected to continue as the International
Telecommunication Union (ITU) set the goal that �[w]orldwide, telecommunica-
tion/ICT should be 40% more a�ordable by 2020� [ITU15, p. 6]. At the same time,
MNOs face huge Capital Expenditures (CAPEXs) of 1.4 trillion US$ in their mobile
networks between 2014 and 2020 in order to meet future requirements [GSM15].
Hence, MNOs need to decrease the Operational Expenditure (OPEX) to manage
an ever growing network in order to stay pro�table as the revue per bit decreases.
As a result of the expected future development, MNOs see the need to control their
costs and increase network capacity as two major drivers for the further develop-
ment of mobile networks [Sch+13]. Thereby, a shift �away from classical, human
operator-driven network management towards automated and autonomous manage-
ment� [Sch+13, p. 25] of mobile networks, also referred to as Operations, Adminis-
tration, and Maintenance (OAM), is the key. This is underpinned by the decreasing
number of employees in telecommunications, e.g., in Germany going down from
225 300 in 2004 to 168 900 in 2014 [Bun15].

Self-Organizing Network (SON) is an approach, driven mainly by the Next Gen-
eration Mobile Networks Alliance (NGMN) and 3rd Generation Partnership Project
(3GPP), to increase the automation in OAM of mobile networks [HSS11]. Specif-
ically, SON identi�es and describes several concrete OAM tasks, also referred to
use cases, as candidates for automation. These span a broad range of con�gura-
tion, optimization, and troubleshooting tasks. In traditional network operations,
these use cases are performed manually by the operational personnel. A typically
SON use case, e.g., Coverage and Capacity Optimization (CCO), involves moni-
toring the Performance Management (PM), Con�guration Management (CM), and
Failure Management (FM) data from the mobile network for speci�c problem pat-
terns, compiling a new network con�guration, and deploying it to the network. The
goal is to achieve the operational objectives regarding a set of Key Performance
Indicators (KPIs) that describe the desired mobile network's performance. With
the introduction of SON, these use cases are implemented as SON functions which
performs the steps automatically in closed-loop control. Consequently, all SON
functions together are supposed to provide self-con�guration, self-optimization, and
self-healing capabilities for mobile networks.

The introduction of SON lifts traditional mobile network operations to SON op-
erations as depicted in Figure 1.1. Instead of directly controlling the network, the
operational personnel needs to con�gure and control the execution of SON functions.
This is important since the SON functions a�ect the performance of the mobile net-
work. SON operations comprises three tasks: First, SON management refers to
the con�guration of SON functions, particularly regarding network optimization. A
SON function con�guration usually comprises low-level parameters, e.g., thresholds
on PM measurements or constraints for allowed network con�gurations, which con-
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trol the automatic algorithm. Second, SON coordination refers to the control of the
concurrent execution of SON functions. This is necessary due to the interactions
between them resulting in negative network performance if they are uncontrolled
executed. Third, SON self-healing refers to the identi�cation and resolution of fail-
ures in the network. Con�guring and coordinating a set of SON functions is not
enough to ensure smooth operations as there can be unforeseen problems that a�ect
the SON and, so, network performance.

Context Data
(PM / FM / CM)

SON Configuration

SON Function
SON Function

Operational 
Objectives

Network 
Configuration

SON Data

SO
N

 O
p

er
at
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n

s
N
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Network

SON Function

Operator

Technical
Expertise

Figure 1.1: Overview of SON operations.

The goal of network as well as SON operations is to satisfy the mobile network's
users with respect to their Quality of Service (QoS) requirements like data rates,
network coverage, and voice quality. These user-related goals cannot be directly
measured by the MNO so that they are mapped to several network-related KPIs
which are directly measurable and allow QoS estimations. Consequently, the MNO
derives KPI objectives from the QoS goals that drive the operation of the SON. Just
as neither the network topology nor the user requirements are uniform in space and
time, so are the KPI objectives usually not the same in the whole network and at all
times. For instance, it may be important to provide high data rates in urban areas
so that, consequently, the objective for the cell load, a KPI indicating the possible
data rate, may be more challenging in urban areas than in rural area.
As shown in Figure 1.1, the human operator is the connecting link between the

objectives and the SON. Speci�cally, they compile con�gurations for SON func-
tions, coordination and self-healing policies that control the automatic algorithms
to satisfy the objectives. Therefore, they rely on deep technical knowledge of the
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1 Introduction

SON system as well as the underlying network in order to determine the expected
performance e�ects of a con�guration in speci�c situations. However, operational
personnel faces two main problems when doing this: First, the complexity of current
networks makes is already now impossible to continuously adapt the con�guration of
a SON to changing objectives. Instead, MNOs often deploy a �xed, general con�g-
uration which produces acceptable performance in most scenarios. Second, MNOs
actually only have limited knowledge of the SON. Speci�cally algorithms of SON
functions are kept secret by the vendors of SON systems as part of their valuable
intellectual property. This results in the practice that the SON is con�gured once by
the vendor when it is rolled out according to the MNO's objectives at that time. If
the objectives change later, however, this is seldom re�ected in the SON con�gura-
tion due to the risk of negative impacts. The growing complexity of mobile networks
in the future, especially driven by HetNets, in terms of size, i.e., number of BSs in
multiple layers, and necessary knowledge, i.e., multiple RATs and vendors, will even
increase the required manual e�orts. Due to the parallel pressure to reduce OPEX,
it can be foreseen that MNOs will have the SON con�gured uniformly once during
deployment in order get an acceptable performance with minimal e�orts. This not
optimal SON con�guration, however, leaves a lot of optimization potential provided
by the SON unused: On the one hand, SON functions may con�gure the network
poorly leading to inferior network performance and the need for additional network
extension, thereby, increasing CAPEX. On the other hand, the operator misses
opportunities to diversify itself from competitors through, e.g., paramount network
performance in speci�c hot spot areas, which may lead to missed revenues.
The manual e�orts for SON operations originate from the fact that SON is de-

signed as an automatic system in which �xed procedures are executed mechanically
according to a low-level con�guration. In contrast to that, an autonomic SON sys-
tem would be designed to directly process the MNO's objectives and act accordingly.
Therefore, we propose and describe Objective-Driven SON Operations (ODSO), an
extension on top of the established SON approach that automates SON operations.
The goal is to make a SON autonomic by automatically transforming a formalized
model of the operational objectives of the MNO into a SON con�guration driven
by separate, formalized models that capture the required technical expertise. Thus,
the e�orts for the creation of the SON con�guration are shifted from the human
personnel to the computer. In this way, ODSO's objective model provides a single,
uniform, high-level interface to operate a whole SON which reduces OPEX for SON
operations. Additionally, the close and timely alignment of the SON to the operator
objectives allows the MNO to lift its full optimization potential.

1.1 Problems and Objectives

This chapter describes the problems in SON operations that are the subject of this
thesis in more detail and derives the objectives to be solved. Following that, we take
a detailed look at the three task of SON operations and derive speci�c problems and
objectives for each of them.
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1.1 Problems and Objectives

SON Operations

The current, automatic mode of SON operation introduces a manual gap between
the MNO's objectives on the network performance and the SON con�guration. In
principle, this gap can be split into two speci�c problems that need to be solved:
the automation gap and the dynamics gap.
The automation gap refers to the manual e�orts to derive the SON con�guration

from the operational objectives based on personal technical expertise. Therefore, the
personnel needs to understand the objectives, the network technology, and the SON
system. This also involves handling a multitude of di�erent con�guration interfaces
for SON management, SON coordination, and SON self-healing. Even more, since
these SON operations tasks are handled separately, the operators have to perform a
similar intellectual reasoning three times. In summary, the automation gap causes
considerable manual e�orts for SON operations.
The dynamics gap is related to the rate at which a SON needs to be recon�g-

ured. Since the SON con�guration mingles both the operational objectives and the
technical expertise, the SON, potentially, needs to be recon�gured whenever either
changes. Due to the �erce competition in the telecommunication sector, MNOs
quickly need to adjust their focus to the needs of the customers in order to minimize
churn. Even more, the need for ever higher data rates makes them introduce new
technologies requiring new technical expertise at an increasing pace. However, the
highest rate of change is caused by the fact that the objectives as well as the e�ects
of the SON functions may depend on the operational context. For example, the
importance of saving energy might change with every alternation of day and night.
In summary, the dynamics gap causes the manual e�orts caused by the automation
gap to multiply with the rate of change.

Objective 1. The concept of SON should evolve to be holistic and autonomic, i.e.,
SON management, SON coordination and SON self-healing should be integrated, and
consistently controlled through a high-level interface in form of a formalized objective
model that de�nes network-wide performance objectives. The objectives need to be
automatically processed in order to con�gure and coordinate the SON functions as
well as to control self-healing. The necessary technical expertise for this step should
be provided in technical models that enable automatic reasoning. The technical and
objective models should be separated in order to allow for an independent evolution
of both. In this way, the manual gap of SON operations can be closed leading to less
manual e�orts and Operational Expenditure.

SON Management

In order to con�gure the SON functions such that they optimize the network con-
�guration to satisfy the operator objectives, the operational personnel requires an
in-depth knowledge about the active SON functions and the properties of the mobile
network. This is necessary in order to estimate and evaluate the network perfor-
mance of the combination of the SON Function Con�gurations (SFCs). Whereas
the network knowledge is available through years of experience with mobile networks
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management, the SON function knowledge is di�cult to gain for an MNO. The rea-
son is that the vendors of SON functions invested huge amounts in research on the
implemented algorithms and, thus, want to ensure that their intellectual property
is kept secret in order to prevent others to simply copy them. As a result, the SON
functions are typically seen as black-boxes by the operators. Furthermore, the func-
tions are not independent of each other and might interact. Thus, it needs to be
ensured that they are not con�gured inconsistently such that they work against each
other. Hence, the SFCs, especially if they are provided by di�erent vendors, need to
be aligned in order to avoid negative performance. As a result of the di�culty and
complexity of SON management, MNOs are inclined to not touch a running system
and leave the SON con�guration as initially installed. This way, however, they miss
potential gains by an optimized SON con�guration.

Objective 2. The SON Function Con�gurations should be determined autonom-
ically based on the SON operations-wide objective model and technical models as
described in Objective 1. Thereby, the technical models need to provide information
about the SON functions that enable to estimate their e�ects on network performance
whilst allowing the vendors to keep their intellectual property secret. Furthermore,
it needs to be automatically ensured that the SON functions are not con�gured in a
way that they optimize the network inconsistently.

SON Coordination

The concurrent execution of several SON functions may lead to inferior network per-
formance if two SON functions negatively interfere with each other. These so-called
SON function con�icts may even occur between SON functions running on di�erent
BSs. SON coordination aims to detect such con�icts and resolve them, typically by
blocking one of the con�ict partners, such that a con�ict-free execution is enforced.
As a result, some SON functions are not executed simultaneously but successively.
In principle, a SON function is active if it identi�ed a performance problem. Thus, a
SON function con�ict implies that there are two identi�ed performance issues in the
network that cannot be resolved at the same time. Instead, the con�ict resolution
needs to decide which problem to resolve �rst. This decision may depend on either
technical constraints that require one speci�c execution order of the SON functions,
or on the operational objectives of the MNO regarding which performance issue is
more severe and should be resolved �rst.
Since the need for SON coordination has already been identi�ed in the early

stages of SON research [Sch+08], there are some proposals for con�ict resolution.
Typically, they are based on the assignment of priorities to the SON functions or
a set of decision rules. These approaches, however, have three drawbacks: First,
the priorities and rules mix up the technical constraints and operational objectives
that led to their creation. Hence, in case the operational objectives change, it is
not possible to identify the a�ected rules but instead, the whole con�ict resolution
policy needs to be recreated. Second, these approaches solely allow for �xed, ab-
stract operational objectives since they neglect the actual network performance in
their decision. Especially, they do not allow evaluating which network performance
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issue is most severe with respect the MNO's objectives and, thus, which con�icting
SON function promises the highest improvement in network performance. Third,
the naive con�ict pair-based selection may not make the best decision if there are
complex, non-transitive con�icts spanning several network cells.

Objective 3. The resolution of SON function con�icts in SON coordination should
be autonomic as described in Objective 1. Thereby, the technical models describing
the technical resolution constraints as well as the expected e�ects of SON functions
(see Objective 2) need to be separated from the operations-wide objective model. The
con�ict resolution needs to adhere to the technical constraints while maximizing the
expected improvement in network performance with respect to the Mobile Network
Operator's objectives. Furthermore, it should ensure optimal decisions even in com-
plex con�ict situation.

SON Self-Healing

Self-healing capabilities for mobile networks have been a requirement for SON from
the beginning. Consequently, there has already been considerable research on con-
cepts for the detection of failures in the network and for the diagnosis of their root
causes. Especially probabilistic approaches show promising results, however, they
are commonly missing two important aspects for comprehensive SON self-healing:
the SON itself and degradation recovery.
SON self-healing is focusing solely on the mobile network, i.e., detecting and

diagnosing failures in the hardware, software, and con�guration of the BSs based
on PM, CM, and FM data from the network. Thereby, they neglect an important
source of failures in the network: the SON itself. That is, a SON function may act
unexpected and, consequently, may cause failures in the network. This can be for
two reasons: Obviously, it can be caused by a bug in the SON function algorithm,
which is also just a piece of software. However, the erroneous activity may also be
the consequence of an undetected network failure that a SON function encounters
and cannot overcome. In other words, the SON function behavior is a symptom for
a network problem. Neither is considered in state-of-the-art self-healing concepts.
In contrast to detection and diagnosis approaches, the concepts for the recov-

ery of failures, i.e., the selection of suitable countermeasures, are rather sparsely
researched. Either, this self-healing step is seen as a manual task performed by
the operational personnel or simple rule systems are proposed. However, both ap-
proaches have severe shortcomings. The former renders self-healing into an open-
loop, partially automated process which requires considerable manual e�ort by the
MNO. Actually, this approach does also not �t to the automation vision of SON.
The latter does only allow for simple decision making without considering root cause
probabilities, the severity of a failure regarding the objectives, or the e�orts for the
recovery actions. Consider that a failure causes a minor but still acceptable degra-
dation of the network performance. In this case, the MNO may be inclined to try
some automatic recovery attempt, e.g., an automatic reboot, even if it has only a
little chance of recovery, before assigning a human engineer to troubleshooting. The
reason is that these actions are less costly than a manual inspection. However, if the
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degradation is severe and the root cause of the failure is not clear then the MNO
might actually prefer an immediate manual inspection in order to waste no time.
This simple example already shows that autonomic decision making is important to
the MNO.

Objective 4. The objective regarding SON self-healing is twofold: First, it needs
to take the SON as an additional source of failures and information into account.
Second, the degradation recovery should be autonomic as described in Objective 1.
Thereby, it is necessary to consider the diagnosed root causes, the e�ects of the ac-
tions described in the technical models, the SON-wide operational objectives regarding
the network performance, and preferences regarding the recovery actions.

1.2 Solution Approach and Contributions

This chapter gives an overview of the solution approach for achieving autonomic
network operations with SON and outlines the speci�c contributions of this thesis to
the state of the art. Similar to the previous chapter, this presentation is subsequently
detailed out for each of the tasks of SON operations.

SON Operations

In order to achieve an autonomic mode of network operations with SON that closes
the manual gap as required by Objective 1, we propose to tackle the problems from
two sides: we develop an autonomic decision making concept and we integrate the
three operational tasks into an ODSO architecture.
The generic, autonomic decision making concept is based on Multiattribute Util-

ity Theory (MAUT). It considers two separate inputs: On the one hand, we de�ne
a formalized, SON-wide objective model that enables expressing context-dependent,
prioritized and weighted target values for KPIs. This expressive model allows cap-
turing the MNO's objectives accurately in order to automate decision making. On
the other hand, the technical models contain the technical expertise for SON opera-
tions. In principle, they allow the determination of feasible actions and their e�ects
in a speci�c operational situation. Due to the uncertainty in the behavior of mobile
networks in their physical environment, the e�ects are probabilistic. For autonomic
decision making, both models are combined and evaluated automatically at run
time. This generic concept provides the following approaches solving Objective 2,
Objective 3, and Objective 4 with a tool to implement autonomic behavior.
We integrate SON management, SON coordination, and SON self-healing into the

ODSO architecture depicted in Figure 1.2. Since each task solves a separate problem,
they all require their speci�c technical model to determine possible decision options.
However, all of them are controlled by the very same general objective model that
represents the MNO's objectives on the KPIs. Furthermore, the tight integration
allows the components to share speci�c technical knowledge which makes the ODSO
architecture more e�cient. ODSO is not designed as an alternative to conventional,
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automatic SON but instead it lies on top of the SON functions and instruments
them. This becomes obvious by comparing Figure 1.1 with Figure 1.2.

Context Data
(PM / FM / CM)

SON Configuration,
SON Actions

SON Function
SON Function

Operational 
Objectives

Network 
Configuration

SON Data

Management

Coordination Self-Healing

Objective-Driven SON Operations

SO
N

 O
p

er
at

io
n

s
N

et
w

o
rk

 O
pe

ra
ti

o
ns

Network

SON Function

Operator
Objective

Model

Technical 
Models

Operator

Technical
Expertise

Figure 1.2: Overview of objective-driven SON Operations

Solution and Contribution 1. We provide a generic concept for objective-driven,
autonomic decision making in mobile networks operations. This includes the de�ni-
tion of a formalized, generally applicable objective-model. Furthermore, we propose
the Objective-Driven SON Operations architecture that integrates SON management,
SON coordination, and SON self-healing into a holistic, objective-driven, autonomic
approach for network operations.

SON Management

In order to satisfy Objective 2, the generic concept developed in Solution and Contri-
bution 1 is applied to create an autonomic SON management concept. As outlined
before, the decision making is based on the very same objective model that controls
overall SON operations. However, the technical model is speci�cally de�ned for the
task. The technical models for ODSO SON management are provided as SON func-
tion models. Each SON function model provides a description of the e�ects by a
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speci�c SON function. In order to enable vendors keeping the internal algorithms
closed, the SON function models solely provide a mapping from di�erent possible
con�gurations of the function to expected, probabilistic e�ects on KPIs. The de�ni-
tion of a generic, formalized semantics of the model allows autonomic management
of diverse SON functions.

The ODSO SON management component combines the diverse SON function
models and determines an overall SON con�guration, i.e., a con�guration for every
SON function. Thereby, possible SON con�gurations are checked for incompatible,
con�icting optimization goals based on a probabilistic approach. A similar process
is performed to determine the overall expected performance of a SON con�guration
in order to evaluate it against the MNO's objectives.

Solution and Contribution 2. We present an autonomic approach for SON man-
agement which is based on the Objective-Driven SON Operations (ODSO) concept
and integrated into the ODSO architecture. Based on a set of SON function models,
one for each SON function, it determines a SON con�guration that contains only
compatible SON Function Con�gurations and is expected to maximize the satisfac-
tion of the overall operational objectives by the Mobile Network Operator.

SON Coordination

In order to provide autonomic con�ict resolution for SON coordination as required
by Objective 3, the generic concept developed in Solution and Contribution 1 is
applied. The decision, which SON functions should be blocked, is driven by the
overall objective model as well as a technical model containing technical constraints.
Con�ict resolution �rst determines the expected performance improvement that the
execution of a con�icting SON function promises based on the expected performance
of the current SON con�guration (see Solution and Contribution 2). Second, the
performance improvement is evaluated against the objective model.

In order to execute a set of con�ict-free SON functions that maximizes the satis-
faction of the operator objectives even in complex con�ict situations, we formulate
a Goal Programming (GP) problem (see [JT10]) and utilize an o�-the-self solver for
�nding a guaranteed optimal solution.

Solution and Contribution 3. We present an autonomic con�ict resolution ap-
proach for SON coordination. It is based on the Objective-Driven SON Opera-
tions (ODSO) decision making concept and integrated into the ODSO architecture
which enables sharing information with ODSO SON management. The introduced
concepts resolves the con�icts by, �rst, enforcing a set of technical constraints and,
second, blocking SON functions with a small improvement of the mobile network
performance with respect to the overall ODSO objective model. By relying on the
well-founded Goal Programming approach, it is ensured that the best set of SON
functions is selected even in complex situations.
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SON Self-Healing

We propose a design for SON self-healing that aims at Objective 4. It solves two
main issues: involving the SON in self-healing and autonomic degradation recovery.
We outline how the SON in general and the SON functions in particular can be

integrated into failure detection. Therefore, we present two orthogonal approaches:
First, new SON functions may be extended with the ability to raise alarms that
notify SON self-healing about some internal problem they encountered during their
operation. Second, the activity of the SON functions is monitored for abnormal
behavior which might be an indication for an error of the SON function or a network
failure that cannot be resolved. Both provide SON self-healing with an additional
source of information for detecting new types of failures and to increase the accuracy
of failure diagnosis. Thereby, these approaches introduce only little overhead.
We present an autonomic degradation recovery based on common probabilistic

diagnosis approaches and the generic concept developed in Solution and Contribu-
tion 1. The recovery knowledge about countermeasures for diagnosed failure root
causes is encoded in a technical model referred to as recovery model. By using infor-
mation about the expected performance of the current SON con�guration (see Solu-
tion and Contribution 2), possible recovery actions for a failure can be determined
and their probabilistic e�ects considering the root cause probabilities computed.
Finally, these e�ects are evaluated against the common objective model as well as
a special recovery cost model that represents the MNO's preferences regarding the
execution of an action.

Solution and Contribution 4. We present a comprehensive SON self-healing ap-
proach that extends the state of the art in two ways: �rst, we improve degradation
detection by adding SON function monitoring capabilities and, second, we provide a
sophisticated degradation recovery concept. The former enables the detection of new
failures and increases the accuracy of root cause diagnosis. The latter introduces an
autonomic degradation recovery for SON self-healing that is based on the Objective-
Driven SON Operations (ODSO) decision making concept and integrated into the
ODSO architecture which enables sharing information with ODSO SON manage-
ment. Thereby, the decision making is based on an evaluation of the e�ects of the
recovery actions with respect to the overall ODSO objective model and the proba-
bilistic failure diagnosis, as well as the preferences of the Mobile Network Operator
regarding the actions. In order to represent the latter, a cost model is introduced.

1.3 Outline

The logical structure of this thesis is presented in Figure 1.3.

Chapter 1 Introduction motivates the research conducted for this thesis. Further-
more, it presents an overview of the problems in SON operations and derives
the objectives for this thesis. Finally, the chapter sketches out how we aim to
solve the objectives and summarizes the contributions of our research.
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Figure 1.3: Outline of this thesis (the Ox or Cy show that the chapter covers Ob-
jective x or Solution and Contribution y respectively).

Chapter 2 Background provides an introduction into the problem domain, i.e.,
mobile networks and SON. Furthermore, it gives a general overview of the
theories that will play a major role in developing the solution, namely the
concept of Policy-Based Management (PBM) and MAUT.

Chapter 3 Objective-Driven SON Operations presents the ODSO architecture
and the generic design of the autonomic components. Therefore, it �rst
presents the manual gap of SON operations that led to Objective 1 in more
details, and then explains our Solution and Contribution 1. Hence, it lays the
foundations for the following three chapters. Finally, it compares the results
to related work.

Chapter 4 SON Management presents the SON management component of the
ODSO architecture. Therefore, it �rst presents the need for autonomic SON
management that led to Objective 2 in more details, and then describes our
Solution and Contribution 2. Finally, it compares the results to related work.

Chapter 5 SON Coordination presents the SON coordination component of the
ODSO architecture. Starting with a detailed presentation of the need for
autonomic con�ict resolution that led to Objective 3, it explains our Solution
and Contribution 3. Finally, it compares the results to related work.

Chapter 6 SON Self-Healing �nally presents the SON self-healing component of
the ODSO architecture: First, it outlines the need for the involvement of
SON and an autonomic degradation recovery that led to Objective 4 in more
details. Second, it describes the solutions for the two problems that make up
our Solution and Contribution 4. Finally, it compares the results to related
work.
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Chapter 7 Evaluation presents an evaluation of the ODSO architecture. Con-
cretely, it introduces the simulation system that we use to simulate a real-
istic mobile network. Based on this, it presents four scenarios, one for SON
management, one for SON coordination, and two for SON self-healing, that
demonstrate the speci�c advantages of ODSO.

Chapter 8 Conclusion and Outlook summarizes the thesis by recapitulating the
objectives for ODSO and how our contributions solved them. Finally, we give
an outlook on emerging and desirable future developments for SON operations.

The black arrows in Figure 1.3 show the general �ow of argument in the thesis
and provide a recommended reading order. Consequently, starting with this chapter,
the reader may skip Chapter 2 if he or she is already familiar with the presented
topics. The main part of the thesis starts with Chapter 3. After that, Chapter 4,
Chapter 5, and Chapter 6 may be read in any order since the presented components
are only remotely connected. Chapter 7 then presents the combined evaluation of
the concepts for the three ODSO components. As the gray arrows indicate, it is,
thus, also possible to read each component chapter and the respective evaluation
section together. Finally, Chapter 8 should be read in the end. For a brief summary
of the thesis, it is also possible to read Chapter 1 and Chapter 8, as the gray arrow
indicates.

1.4 Publications

Some parts of the approach and results in this thesis have already been presented in
a number of other publications. The following listing shows all publications by the
author, together with a short outline of the contribution, which have been written
during the creation of this thesis. Some of them are not related to the topic of this
thesis, though. Ideas and result produced by the author and published in one of
these publications are not additionally cited in this thesis.

Scienti�c Publications

1. Bernhard Bauer et al. �Resource-oriented Consistency Analysis of Engineering
Processes�. In: Proceedings of the 14th International Conference on Enterprise
Information Systems. SciTePress, June 2012, pp. 206�211 [Bau+12]
The author of this thesis, together with two follow researchers, developed an
ontology-based mapping approach that enables detecting insu�cient resources
for the execution of business processes. The results have not been integrated
into this thesis.

2. Christoph Frenzel, Henning Sanneck, and Bernhard Bauer. �Automated ratio-
nal recovery selection for self-healing in mobile networks�. In: 2012 Interna-
tional Symposium on Wireless Communication Systems (ISWCS). IEEE, Aug.
2012, pp. 41�45 [FSB12]
The author of this thesis describes a concept for objective-driven degradation
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recovery for self-healing in SON based on a probabilistic root cause diagnosis
and simpli�ed operator objectives. This work is integrated into Chapter 6.

3. Christoph Frenzel, Henning Sanneck, and Bernhard Bauer. �Rational Pol-
icy System for Network Management�. In: 2013 IFIP/IEEE International
Symposium on Integrated Network Management (IM 2013). IEEE, May 2013,
pp. 776�779 [FSB13b]
The author of this thesis describes an extension of the previously introduced
objective-driven degradation recovery concept [FSB12] for general network
management, speci�cally coordination of network con�guration actions. This
work is integrated into Chapter 3 and Chapter 5.

4. Christoph Frenzel, Henning Sanneck, and Bernhard Bauer. �A Fuzzy, Utility-
Based Approach for Proactive Policy-Based Management�. In: Proceedings
of the 7th International Symposium on Theory, Practice, and Applications of
Rules on the Web - 7th International Symposium, RuleML 2013, Seattle, WA,
USA, July 11-13, 2013. Springer, July 2013, pp. 84�98 [FSB13a]
The author of this thesis describes the implementation of the previously in-
troduced objective-driven network management concept [FSB13b] as a fuzzy
inference system. It enables fuzzy system states for the objectives and fuzzy
context. This work is integrated into Chapter 3.

5. Christoph Frenzel, Simon Lohmüller, and Lars Christoph Schmelz. �Dynamic,
context-speci�c SON management driven by operator objectives�. In: 2014
IEEE Network Operations and Management Symposium (NOMS). IEEE, May
2014, pp. 1�8 [FLS14a]
The author of this thesis, together with two fellow researchers, identi�es and
analyzes the manual gap of SON management, and presents the SON objec-
tive manager approach with simple, binary objectives and deterministic action
e�ects. This work is integrated into Chapter 3 and Chapter 4.

6. Lars Christoph Schmelz et al. �SON management demonstrator�. In: 2014
IEEE Network Operations and Management Symposium (NOMS). IEEE, May
2014, pp. 1�2 [Sch+14b]
The author of this thesis, together with several fellow researchers, presents
a demonstrator implementation showing the SON objective manager concept
described in [Sch+14a]. The results have not been integrated into this thesis.

7. Christoph Frenzel et al. �Detection and resolution of ine�ective function be-
havior in Self-Organizing Networks�. In: Proceeding of IEEE International
Symposium on a World of Wireless, Mobile and Multimedia Networks 2014.
IEEE, June 2014, pp. 1�3 [Fre+14]
The author of this thesis, together with a fellow researcher, identi�es and ana-
lyzes the problem of ine�ective SON functions and presents a SON self-healing
approach comprising a problem detection by monitoring the SON and a prob-
lem mitigation by triggering speci�c SON functions. This work is integrated
into Chapter 6.
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8. Christoph Frenzel, Simon Lohmüller, and Lars Christoph Schmelz. �SON man-
agement based on weighted objectives and combined SON Function models�.
In: 2014 11th International Symposium on Wireless Communications Systems
(ISWCS). IEEE, Aug. 2014, pp. 149�153 [FLS14b]
The author of this thesis, together with two fellow researchers, presents an
extension of the previously introduced SON objective manager [FLS14a] with
objectives consisting of KPI value ranges and weights as well as a run-time
decision making as presented in this thesis. This work is integrated into Chap-
ter 3 and Chapter 4.

9. Christoph Frenzel et al. �Operational Troubleshooting-Enabled Coordination
in Self-Organizing Networks�. In: Mobile Networks and Management - 6th In-
ternational Conference, MONAMI 2014, Würzburg, Germany, September 22-
24, 2014, Revised Selected Papers. Springer, Feb. 2015, pp. 149�162 [Fre+15b]
The author of this thesis, together with a fellow researcher, presents an ex-
tension of the previously introduced SON self-healing approach [Fre+14] that
also uses SON functions as problem detection probes. This work is integrated
into Chapter 6.

10. Simon Lohmüller et al. �Policy-Based SON Management Demonstrator�. In:
2015 IEEE 81st Vehicular Technology Conference (VTC Spring). IEEE, May
2015, pp. 1�2 [Loh+15]
The author of this thesis, together with several fellow researchers, presents
an extended demonstrator based on [Sch+14b]. The results have not been
integrated into this thesis.

11. Christoph Frenzel et al. �Objective-driven coordination in self-organizing net-
works�. In: 2015 IEEE 26th Annual International Symposium on Personal, In-
door, and Mobile Radio Communications (PIMRC). IEEE, Aug. 2015, pp. 1453�
1458 [Fre+15a]
The author of this thesis describes an approach for objective-driven SON coor-
dination using probabilistic e�ects and utility function-based objectives. This
work is integrated into Chapter 3 and Chapter 5.

12. Tsvetko Tsvetkov et al. �A Constraint Optimization-Based Resolution of Ver-
i�cation Collisions in Self-Organizing Networks�. In: 2015 IEEE Global Com-
munications Conference (GLOBECOM). IEEE, Dec. 2015 [Tsv+15]
The author of this thesis, together with a fellow researcher, presents a con-
straint programming-based approach to determine a schedule to revert possibly
erroneous network con�guration changes. The results have not been integrated
into this thesis.

Book Chapters

1. Christoph Frenzel, Henning Sanneck, and Seppo Hämäläinen. �Future Re-
search Topics�. In: LTE Self-Organising Networks (SON). ed. by Seppo Hämäläi-
nen, Henning Sanneck, and Cinzia Sartori. Chichester, UK: John Wiley &
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Sons, Ltd, Dec. 2011. Chap. 11, pp. 379�390 [FSH11]
The author of this thesis describes future research topics for SON, speci�cally
the adoption of autonomic principles to form cognitive radio networks that
performing ration decision making based on machine-learned models and con-
trolled by complex, utility function-based operator objectives. This work is
integrated into Chapter 3 and Chapter 8.2.

Patent Applications

1. Henning Sanneck, Péter Szilágyi, and Christoph Frenzel. Sub-cell Level, Multi-
layer Degradation Detection, Diagnosis and Recovery. WIPO Pub. No. WO
2013/143572 A1. Oct. 2013 [SSF13]
The author of this thesis, together with two fellow researchers, presents a
device to detect and localize network problems with sub-cell-level granularity
based on data from several cell layers in a HetNet. The results have not been
integrated into this thesis.

2. Henning Sanneck, Péter Szilágyi, and Christoph Frenzel. Self Organizing Net-
work Operation Diagnosis Function. WIPO Pub. No. WO 2014/023347 A1.
Feb. 2014 [SSF14]
The author of this thesis, together with two fellow researchers, presents a de-
vice to detect and mitigate problems in a SON. This work is integrated into
Chapter 6.

3. Lars Christoph Schmelz, Christoph Frenzel, and Simon Lohmüller. Network
Entity and Method for Controlling a SON-Function. WIPO Pub. No. WO
2014/191469 A1. Dec. 2014 [SFL14]
The author of this thesis, together with two fellow researchers, presents a
device for objective-driven SON management based on SON function models
and operator objectives. This work is integrated into Chapter 3 and Chapter 4.

Project Deliverables

The following deliverables have been developed within the Celtic project COgnitive
network ManageMent under UNcErtainty (COMMUNE) [COM11] and the European
Union (EU) FP7 project SElf-MAnagement FOr Uni�ed heterogeneous Radio access
networks (SEMAFOUR) [SEM12].

1. Enda Barrett et al. Speci�cation of cognitive network management framework
and functions. Deliverable D3.1. COMMUNE Project, Nov. 2013 [Bar+13a]
The author of this thesis outlines the idea of objective-driven SON self-healing
based on a knowledge model about the action e�ects and operator objectives.
This work is integrated into Chapter 6.

2. Enda Barrett et al. Speci�cation of knowledge-based reasoning algorithms Project.
Deliverable D4.1. COMMUNE Project, Dec. 2013 [Bar+13b]
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The author of this thesis presents a case-based reasoning algorithm for diagno-
sis and recovery in SON self-healing based on the work by [SN12]. This work
is integrated into Chapter 6.

3. Sana Ben Jemaa et al. Integrated SON Management - Requirements and Basic
Concepts. Deliverable D5.1. SEMAFOUR Project, Dec. 2013 [Ben+13b]
The author of this thesis, together with several fellow researchers, presents
the preliminary idea and architecture for objective-driven SON management.
This work is integrated into Chapter 3 and Chapter 4.

4. Lars Christoph Schmelz et al. Integrated SON Management - Policy Transfor-
mation and Operational SON Coordination (�rst results). Deliverable D5.2.
SEMAFOUR Project, June 2014 [Sch+14a]
The author of this thesis, together with several fellow researchers, presents an
implementation for objective-driven SON management [Ben+13b] based on
the work presented in [FLS14a]. This work is integrated into Chapter 3 and
Chapter 4.

5. Luis Miguel Campoy Cervera et al. Integrated SON Management Implemen-
tation Recommendations. Deliverable D5.4. SEMAFOUR Project, Aug. 2015
[Cam+15]
The author of this thesis, together with a fellow researcher, presents the results
of an analysis of the network management processes of a MNO. This work is
integrated into Chapter 3 and Chapter 4.
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2
Background

This chapter aims at providing an introduction to the technologies and theories that
will be covered in this thesis. It focuses on the information which is necessary to
understand the problems and solution approaches presented later. Speci�cally, we
provide an overview of SON, PBM, and decision theory. Readers that are comfort-
able with these topics may skip this chapter.

2.1 Self-Organizing Networks

SON is a concept for the automation of mobile network operations in order to
reduce the costs for providing users with telecommunication services, e.g., tele-
phone calls or data, using radio signals. It was introduced by the NGMN in
2007 [NGM07a][NGM07b] in order to motivate research and industry to address
the challenges in network operations due to the foreseen complexity increase in
terms of multiple technologies, speci�cally LTE. This chapter provides an overview
of the technology of modern mobile networks as well as an introduction to the SON
concept. Most of the content is based on the basic work [HSS11].

2.1.1 Mobile Networks

Although SON has been introduced to face the operational burden of the new 3GPP
LTE networks, the concepts are not tied to it. Instead, the focus of SON lies on
the radio access domain of a mobile network in general. Therefore, we describe the
general structure of a 3GPP mobile network with the objective to provide enough
information about Radio Access Networks (RANs) to understand the basic principles
of SON. Note that all examples and evaluation scenarios (see Chapter 7.2) in this
thesis are considering an LTE network.
3GPP [3GP16, �About 3GPP�] is a standardization project that unites the most

important telecommunications standard organizations as well as numerous vendors
and MNOs in order to develop worldwide speci�cations for mobile network tech-
nologies. Today, it is the most important standardization body and the speci�ed
technologies are the most common in the world. A 3GPP network consists of three
main parts [3GP15e]: the User Equipments (UEs), e.g., mobile phones, the RAN
consisting of BSs that provide UEs with radio access, and a core network that con-
nects the BSs among each other and to other networks, e.g., public land line, mobile
networks of other MNOs, or the Internet.
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A mobile network can consist of several RANs that di�er in the RAT for commu-
nicating with the UEs. Most prominently are

� GSM EDGE Radio Access Network (GERAN) [3GP15a] that is part of the
Second Generation (2G) standard Global System for Mobile Communications
(GSM) [Ebe+09],

� UMTS Terrestrial Radio Access Network (UTRAN) [3GP15d] that is part of
the 3G standard UMTS [HT10], and

� Evolved Universal Terrestrial Radio Access Network (E-UTRAN) [3GP15b]
that is part of the 4G standard LTE [HT11][STB11].

This list of RATs may be extended in the future as work on the upcoming 5G
standard is currently underway [Dah+14][Nok14][NGM15].
Independent of the concrete RAT, a BS in a RAN is connected to an antenna which

spans up an area of radio coverage called network cell. Hence, mobile networks are
often also referred to as cellular networks. A network cell is the area in which the UEs
may connect to this antenna since the perceived radio signal is good. However, a cell
is limited in two dimensions: On the one hand, the coverage area of a network cell
is limited. Hence, the RAN consists of numerous BSs and antennas that, together,
are able to cover a huge area like a whole country. Thereby, the MNOs typically
employ directional antennas and connect three of them to one BS in order to cover
360° as depicted in Figure 2.1. This common setup is called 3-sector site. On the
other hand, the capacity of a cell is limited, i.e., there is an upper bound for the
achievable throughput within one cell. A RAN typically consists of macro cells with
a big coverage area that provide general network access. However, in speci�c areas
with huge tra�c amounts, it is possible to deploy additional small cells with a small
coverage area that aim to provide further capacity. According to the size of the
cell, these are often called micro, pico, and femto cells. The combination of di�erent
RANs with di�erent RATs and di�erent layers of cell types with respect to their size
into one mobile network is referred to as HetNets [Sar+11] and shown in Figure 2.2.
Due to the erratic layouts of the landscapes and cities in particular, the layout

of mobile networks in terms of the BSs' positions is also irregular. Furthermore,
the environment has a strong e�ect on the propagation properties of radio waves
and, thus, the network cells may show very di�erent properties in terms of their,
e.g., size, signal quality, and user population. Figure 2.1 shows this in the di�erent
cells sizes and the fuzzy, uneven borders between cells. Consequently, the operational
personnel typically need to apply a speci�c con�guration for each and every cell such
that the network as a whole provides the best performance. In order to do that, the
operational personnel requires information about the performance, healthiness, and
con�guration of the whole network down to each and every network cell. PM data
provides an indication of di�erent performance aspects of the network like the signal
quality, the handover performance, or the capacity. Typically, it comprises a huge
number of measurements and KPIs [3GP15g], e.g., Channel Quality Indicator (CQI),
handover ping-pong rate, or cell load. FM data enables the detection of failures in
the network induced by faulty hardware or software. It consists of well-de�ned
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Figure 2.1: Exemplary LTE mobile network with mostly 3-sector BSs taken from
the simulation system presented in Chapter 7.2.

alarms that indicate some unexpected outage or behavior. CM data comprises the
con�guration of the BSs. This information may be stored in and retrieved from
a central database for network operations purposes. However, if the BS provides
automatic mechanisms to adapt the con�guration, the centralized information needs
to be updated.

PM data is continuously generated by the BSs and, so, may produce huge data
amounts. Constant streaming of this data to a central operations center would oc-
cupy a signi�cant amount of the bandwidth in the core network which would not
be available for user data anymore. Hence, PM data is not continuously provided
as a stream but in chunks at regular time intervals referred to as granularity peri-
ods [3GP15f]. During a granularity period the measurement counters are maintained

Figure 2.2: Overview of a HetNet [Sch12].
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in the BS and at its end the measurements are aggregated to KPIs and sent to the
central operations system. This periodic PM data provisioning a�ects network op-
erations as it de�nes the minimum reaction time to a performance incident.

2.1.2 Drivers for SON

Due to the complexity of mobile networks, driven by the huge number of network
elements, the interdependencies between them, and the increasing number of RATs
that need to by integrated, network operations is a very complex task. It is typically
based on a centralized OAM architecture. Thereby, the con�guration, optimization,
and troubleshooting of the network elements, i.e., BSs in the RAN, is performed
using specialized tools. These are typically semi-automated and require tight human
supervision resulting in network operations being time-consuming, error-prone, and
expensive due to the required high degree of expertise [Wal+11][LWN07].

In principle, network operations is an extensive open-loop control system: First,
the PM, FM, and CM is collected. Second, the di�erent data streams are integrated
into a comprehensive picture in order to analyze the network for performance issues
and failures. Third, a new or better con�guration is determined and deployed to
the network elements. Although this process is guided by operational procedures
and supported by planning and optimization tools, the work�ow is challenging and
strongly depends on human experience.

The vision of SON is to increase the automation in network operations by closing
the control loop of network operations. It is motivated by a number of technical and
business drivers [Kür+10]: On the one hand, SON can be seen as a natural evolution
of the automation in low-level radio resource management towards network man-
agement. Furthermore, manual operations of ever more complex networks leads to
more errors and inconsistencies in the network con�guration that directly a�ect the
users. Finally, the necessity to optimize the network in real time, in order to quickly
react to changes in the environment and user behavior, makes manual operations
impracticable. On the other hand, the pressure on MNOs to reduce their costs is
constantly increasing as the revenue increase does not follow the tra�c increase.
This is exacerbated by the complexity introduced by new RAT technologies, e.g.,
the operational complexity of a 5G network is expected to increase 53 to 67 times
compared to 4G [IZ14]. Hence, �[i]t is obvious to most that SON should provide a
productivity bene�t to the operator by increasing the productivity of sta� or reduc-
ing the number of sta� required to do a speci�c job.� [Wal+11, p. 68] Furthermore,
as a SON-enabled network may perform closer to the optimum, an MNO might be
able to postpone network extensions, e.g., deploying new small cells. Hence, SON
may provide cost savings regarding OPEX and CAPEX [Kür+10][RAH11]. How-
ever, the higher QoS in a mobile network might also increase the revenue of the
MNO due to reduced churn and higher attraction of new customers [RAH11].
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2.1.3 SON Use Cases

In order to make the MNO's visions and requirements for SON concrete, the NGMN
published a list and description of operator use cases that a SON should perform in
2007 [NGM07a][NGM07b]. It categorized the use cases into planning, deployment,
optimization, and maintenance which included fault management. The driver of this
e�ort was the ongoing speci�cation of the 4G technology LTE which was expected to
considerably increase the complexity of network management. In a successive white
paper published 2008 [NGM08], the use cases where reorganized and presented in
today's common categorization along the key OAM areas: self-con�guration, self-
optimization, and self-healing.
Based on this work, 3GPP started the standardization of SON in 2008 with

the goal to transition from open-loop network operations to closed-loop opera-
tions [3GP14b]. Thereby, it targeted those NGMN use cases that require stan-
dardization, i.e., the ones that require an information exchange between network
elements by di�erent vendors or some other vendor-independent treatment. For
each new release of the standards, 3GPP aimed to specify of set of use cases
by de�ning their functionality as well as their management interfaces. It started
with self-con�guration and the de�nition of, e.g., Automatic Neighbor Relationship
setup (ANR) and automatic Physical Cell ID (PCI) management which both are
important for smooth handover execution between networks cells [San+11]. The
next step was the de�nition of self-optimization algorithms like Mobility Robust-
ness Optimization (MRO) which reduces erroneous handovers and Mobility Load
Balancing (MLB) which aims to provide higher throughput for users by balancing
the load between neighboring network cells [Las+11]. Finally, 3GPP also speci�ed
some self-healing functionality like Cell Outage Detection (COD) which detects er-
rors and Cell Outage Compensation (COC) which compensates a failed network
cells using its neighbors [Nov+11]. The reader may refer to [Ali+13] for a survey of
SON from an academic point of view and to [Jor+14] for a summarizing overview
of the current and future 3GPP-related standardization.
The result of the use case driven development is that the term SON in the area

of mobile networks does not refer to a speci�c technology of technique that is used.
Instead, it is generally understood as the idea to automate operations, and, in par-
ticular, it refers to the automation of the set of use cases de�ned by NGMN and
3GPP. Notably, it is not the principal focus of SON to create some emergent behav-
ior as it is considered in research on self-organization in general [GH03], although
these concepts are often stated to as a basis of SON.

2.1.4 SON Functions

The concrete implementation of a SON use case is referred to as SON function. Con-
sequently, a SON function has a speci�c goal, given by the implemented use case,
which it wants to achieve. With respect to self-optimization, the goal is typically
de�ned in terms of KPI values. For instance, an MLB SON function may aim to
balance the KPI cell load among a set of network cells. In general, a SON function
can be seen as a control or feedback loop [Sch+08][Ban13][3GP12] as depicted in
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Figure 2.3. It continuously monitors the performance data provided by the network,
i.e., PM, FM, and CM data, for triggering situations that would require its interven-
tion, e.g., an MLB function could be triggered if the load of a cell exceeds a given
threshold. In that case, it implements complex algorithms to compute the neces-
sary recon�guration of the network cells in order to resolve the triggering situation,
e.g., adapting the Cell Individual O�set (CIO) in order to hand over some UEs to
neighboring cells. Finally, the actions are executed.

SON Function
Configuration

SON 
Coordination

Reply

Request

Context Data
(PM / FM / CM)

Network 
Configuration

Network

SON Function

Figure 2.3: Conceptual view on a SON function as a coordinated feedback loop.

The algorithms for detecting the triggering conditions and computing recon�gu-
rations are subject of active research. Thereby, some use cases can be implemented
with deterministic rule systems, e.g., the self-optimization functions MRO and MLB,
whereas others require more sophisticated approaches including techniques from ma-
chine learning, e.g., the self-healing function COD. The reader may refer to [HSS11]
and [RH12] for a comprehensive overview of the di�erent approaches.
Although the implementation approaches might be quite di�erent, all SON func-

tion algorithms have control parameters that need to be con�gured by the operator,
e.g., by setting thresholds on KPIs for monitoring or de�ning parameters of the
recon�guration computation. This con�guration de�nes the goal of a SON func-
tion and determines how the function proceeds to achieve it. As this con�guration
is essential for a SON function, 3GPP de�ned possible parameters, referred to as
targets [3GP12], for the con�guration of some of their speci�ed SON functions.
However, these are solely a part of a concrete con�guration of a SON function as
3GPP aims to avoid enforcing speci�c algorithms or types of algorithms. Therefore,
these targets are general de�nitions of triggering conditions for SON functions and
have limited relevance in research.
The execution of a SON function can follow three di�erent architectures [Sch+08].

In a distributed architecture, an individual instance of a SON function is running on
each BS. This solution, in principle, scales very well with the size of the network, and
may allow a fast reaction by the SON functions below the granularity period at which
the network performance data is provided to the central operations center. However,
this comes at the cost of a limited view of each SON function over solely the network
cells of the BS and maybe some neighbors. The centralized architecture assumes
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that each SON function is executed on a central node, e.g., in the central operations
center. Thus, a SON function instance can access and analyze performance data
from the whole network, however, only at the rate of the granularity periods. Finally,
the hybrid architecture combines both former architectures as some SON functions
are executed in a distributed fashions whereas other run centrally.

2.1.5 SON Coordination

It has been identi�ed from the very beginning of research on SON that parallel
changes of the network con�guration by concurrently acting SON function may lead
to con�icts [Sch+08][Sch+11][Cha11][3GP12]. Thereby, a con�ict between SON
functions refers to �negative interactions� [Ban+11b, p. 322] which �may decrease
the network system performance� [Ban+11b, p. 323]. In order to provide smooth
operation of the network, SON functions need to be coordinated such that con�icts
are avoided. This alignment of the SON functions becomes particularly important
if SON functions by multiple vendors are active in one network [NGM14]. The
importance of SON coordination as an operational aspect led to the situation, that
sometimes it is used interchangeably with SON operations, e.g., in [Ban+11b].
There are di�erent classes of SON function con�icts, e.g., if two SON functions

a�ect the same network con�guration parameter or if they change di�erent param-
eters which, though, have a similar e�ect [Ban13]. To exemplify this, Figure 2.4
shows the results of a study about SON functions and the network con�guration
parameters they change. As can be seen, there is a considerable overlap which may
lead to con�icts. However, the occurrence of a SON function con�ict also depends
on spatial and temporal aspects of the involved con�guration changes by the SON
functions, i.e., which network cells are when a�ected.

Control Engineering View on the SON System 
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The figure shows how the general framework of control engineering can be mapped to the case of a SON­

enabled network. The system itself is very complex and hence can only be modeled in a limited way. 

Therefore, in the design of an individual controller there is no simple "measured output" (PM data) to 

"system output" (e.g. coverage) relationship. 

The overall state of the system is characterized by its output parameters like radio access capacity and 

coverage. PM conveys measurements in the form of key performance indicators (KPIs) to the controllers 

which are in fact the SON functions defined within the 3GPP framework (e.g. the Automatic Neighbor 

Relationship setup and Coverage and Capacity Optimization). Those functions manipulate rather few key 

system parameters like neighbor lists, transmit power and antenna parameters. Those parameters in turn 

influence usually more than one system output parameters at the same time. Thus, there are potentially 

many dependencies between the SON functions as can be seen from the figure. Therefore, the desired action 

from the perspective of an individual SON functions needs to be coordinated (
"

interaction handling") with 

other potential actions from other functions before any action is committed via the CM to the network. 

Individual SON use cases are addressed in different research projects like the EU FP7 project 

"SOCRATES" [5]. SOCRATES also works on a high-level coordination framework. In this paper we 

develop a concrete solution within that framework. Previous research has already outlined briefly the need 

for SON coordination, proposing to use policies for decision making [6]. However, that work has not yet 

considered the 3GPP SON framework for LTE/SAE as well as general applicability to a wide variety of use 

cases. 

830 

Figure 2.4: Potential control parameter con�icts [Ban+11a].

There are two general approaches to SON coordination that we refer to as o�-line
and on-line coordination [Ban13]. The former aims to prevent the occurrence of con-
�icts by adjusting the behavior of SON functions such that they avoid con�icting
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actions. This can be achieved in two ways: on the one hand, by enforcing speci�c
constraints on the design of SON functions or develop them together, referred to,
e.g., �co-design� [Ban13, p. 90], �coordination by information� [GBK11, p. 1] or �de-
sign principles� [Alt+14, p. 455]; on the other hand, by adjusting the con�guration
of the SON functions prior to their deployment, referred to, e.g., �heading harmo-
nization� [Sch+11, p. 195] or ��xed measurement intervals for separation� [GBK11,
p. 4] as exempli�ed in [KK13].
However, since it is almost impossible to avoid all con�icts o�-line, an on-line

coordination approach aims to handle occurring SON function con�icts at run time.
The most common approach for this is pre-action coordination1 which requires the
SON functions to request changes of the network con�guration at the SON coor-
dinator prior to their execution as depicted in Figure 2.3. The coordinator can
detect possible con�icts among the requests and resolve them by, e.g., rejecting
the respective changes. Thereby the detection may be based on prede�ned, human
operator-provided knowledge [Sch+11][Ban13][RT11] or learned by using machine-
learning techniques [Iac+15]. The resolution of con�icts is often based on a pol-
icy (see Chapter 5.5) and may block or delay the execution of some SON func-
tion [Sch+11][Ban13][3GP13], or merge the requests to some combined new network
con�guration [Sch+11][Iac+14b]. Another approach for SON coordination is post-
action coordination2 which aims at detecting negative network performance due to
con�icts after the SON functions have changed the con�guration of the network
and handling them by, e.g., triggering countermeasures [Sch+11] or reverting the
changes [Tsv+14][AT16]. Whereas pre-action coordination may delay too many op-
timization attempts by blocking them, post-action coordination may cause inferior
network performance for some time before con�icting changes can be reverted. The
reader may refer to [Tsa+13][Ben+13c][LIA13] for a more comprehensive overview
of the approaches.

2.2 Policy-Based Management

Managing complex systems like mobile networks is a challenging task that cannot
be performed without automation. One way of achieving such automation is to cast
speci�c management requirements into software and execute it. However, this would
lead to an in�exible OAM system since accompanying new requirements requires
rewriting the software. PBM is �a management paradigm that separates the rules
governing the behavior of a system from its functionality� [BA07, p. 447]. The
roots of PBM go back to the 1960's where it was used for ensuring security in
mainframes. Later, it was also adopted by the networking community leading to,
e.g., Policy-Based Network Management (PBNM) [Str03]3. The basic idea of PBM
is that a system's basic algorithmic decisions, i.e., its behavior, is controlled by a
system-external policy that can be �exibly adapted by the system operator.

1In the majority of literature, this is in general referred to as con�ict detection and resolution.
[3GP13], however, denotes this approach con�ict detection and prevention.

2[3GP13] refers to this as con�ict resolution.
3see [BA07] for a comprehensive historical overview of PBM
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In 2001, IBM coined the term Autonomic Computing (AC) as a vision of �comput-
ing systems that can manage themselves given high-level objectives from administra-
tors� [KC03, p. 41]. The term was inspired by the human autonomic nervous system
which controls, e.g., the heart beat and the body temperature, without conscious
thinking of a person. In the same way, computer systems should control their func-
tion themselves. This self-management involves self-con�guration, self-optimization,
self-healing, and self-protection, commonly referred to as self-x aspects [KC03].
These activities are performed in a Monitor-Analyze-Plan-Execute (MAPE) loop
as shown in Figure 2.5, which is controlled by a policy that de�nes the objectives
and constraints of the AC system.
AC allows to lift system management from automation to autonomic behavior.

[Mov+12] de�nes the former as the �ability of performing one or more tasks without
any manual intervention or external help. It does not include the performance opti-
mization issues to better �t some sort of performance goals� [Mov+12, p. 465]; and
the latter as �self-managing given a set of high-level objectives from administrators.
High-level objectives de�ne for a system what are its goals and the system attempts
to accomplish them in the best manner. Consequently, an autonomic system is able
to monitor its own performance and adapt itself accordingly, optimize its use of
resources and overcome occurred events� [Mov+12, p. 465].

ActionData

Monitor Execute

Analyze Plan

Knowledge

Managed System

Policy

Figure 2.5: The general Monitor-Analyze-Plan-Execute (MAPE) loop in Autonomic
Computing (AC) (adapted from [KC03]).

The principles of AC and the more general autonomic management also inspired
SON, especially with respect to the self-x aspects [Wal+11][DAS11]. However, their
goals diverge: both aim to achieve autonomic behavior but de�ne the related terms
di�erently. In [NGM07b], automatic behavior is de�ned as �a process where a sig-
ni�cant part of the action is handled by a machine but some human interaction is
required (e.g., where an operator is required to activate machine speci�c macros, or
required to verify results)� [NGM07b, p. 6], whereas autonomic behavior is related
to �a process which is fully controlled by a machine without requiring human inter-
action.� [NGM07b, p. 6] Hence, it seems that the NGMN de�nition of autonomic
behavior is broader and, actually, comprises both automatic, i.e., non-objective-
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driven, and autonomic, i.e., objective-driven, behavior as de�ned in AC. In other
words, the NGMN does not distinguish between the AC community's automatic and
autonomic behavior. In order to avoid confusion, we will commonly refer to the AC
de�nition of automatic and autonomic in the following.
Autonomic network management [SSH06][Jen+07][SK09][Ago11][Mov+12] is an-

other fork of AC. In contrast to SON, it is more concerned with network management
in general and not speci�c to RANs. However, this concept is closely aligned with
AC since an autonomic network enables �anticipating, diagnosing and circumventing
any impairment in the functionalities of the underlying network in an independent
and autonomic manner, driven by a set of higher-level business-oriented goals, with
minute human intervention or supervision.� [SK09, p. 22]
Since AC and related concepts are focus on a policy, they can be seen as an in-

stance of PBM that is business-driven [BA07]. This is in contrast to other PBM con-
cepts that automatically follow a policy. The di�erences between these approaches
can be outlined using the classi�cation introduced in [KW04]. In principle, there
are three types of policies: action policies, goal policies, and utility function policies.
This classi�cation is inspired by Arti�cial Intelligence (AI), particularly the three
types of agents introduced in [RN10]: re�ex agents follow an action policy, goal-
based agents follow a goal policy, and utility-based agents follow a utility function
policy.
In order to outline the di�erent policy types, consider a system, e.g., a mobile

network, which can be in di�erent states S representing, e.g., the performance and
con�guration of the network. In this most basic system representation, the PBM
has a set of actions A which it can perform. Thereby, each action a ∈ A triggers
a transition from the current state c ∈ S to a future state s ∈ S. The fact that
the transition is deterministic simpli�es the explanation below, however, the ap-
proach also allows stochastic actions, i.e., a may transition to any state s with the
probability Pr(VS = s | a, c) with VS denoting the random variable for the future
state. Based on that, the PBM system selects an action a ∈ A given the current
system state c according to the policy in order to achieve the overall objectives of
the system.

2.2.1 Action Policy

An action policy is the most concrete form of policy which dictates the action a
that the system should take based on the current system state c [KW04]. Typically,
the policy is expressed as condition-action rules of the form IF condition (c) THEN a,
whereby condition is a predicate over the current state c and a is the action to
perform. That means that the author of the policy knows that if c satis�es the
condition then a should be performed in order to achieve the overall objectives. In
order to compile such policy, the operator needs to project his thoughts into each
possible system state c, derive the resulting state s for each action a, assess s with
respect to the objectives, and create a rule that selects the action a in c which
satis�es the objectives the most. Obviously, this is a complex process. Furthermore,
the maintenance of the policy is costly since the action results and the objectives are
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mixed up: if either the transition model or the objectives change, the policy author,
in principle, has to delete the policy redo the whole process again since it is not
possible to determine which rules might be a�ected by the change. Nevertheless,
action policies are widely used since the approach is easy to comprehend and the
behavior of the system easy to predict.
An action policy should be complete and con�ict-free. The former means that for

each possible state c there is a corresponding action a proposed, if this is necessary.
This property is often not hard to achieve. The latter means that the proposed ac-
tions for some state c must be allowed to be executed together by the system. This
is a more challenging problem that attracted a lot of research under the term policy
con�ict detection and resolution. In simple cases, the con�ict detection can be sim-
pli�ed by the fact that only a single action a is allowed for each c. The resolution
of such con�icts, i.e., the selection of one action from a set of actions, can be done
by analyzing the rules that triggered the actions, the conditions of the rules, or the
actions. [IS89] provides a general formalization of con�ict resolution in rule systems.
Practical approaches in available rule system are the assignment of priorities to the
rules, e.g., JBoss Drools [The13] or OpenRules [Ope13], or using defeasible logic to
prefer more speci�c rules over more general rules, e.g., Ponder2 [Lup13] or Open-
Rules [Ope13]. Recently, the Object Management Group (OMG) also published the
Decision Model and Notation speci�cation [OMG15] that aims to standardize the
diverse action rule approaches.

2.2.2 Goal Policy

A goal policy directly de�nes a set of goal states Sg ⊆ S that the MNO aims to
achieve, i.e., states that satisfy the objectives [KW04]. In other words, an action
policy de�nes how a PBM system should react whereas a goal policy de�nes what
a PBM system should achieve. The PBM system's task is to compute the action
a ∈ A in the current state c ∈ S that will lead the system immediately or eventually
to some desired state s ∈ Sg. Therefore, the PBM system requires a model of the
managed system in order to predict the state s to which an action a transitions from
state c. Consequently, this approach trades the e�orts for de�ning an action policy
with the e�orts for modeling the system. However, the separation of the objectives
from this functional knowledge permits greater �exibility and eases the maintenance
since both can evolve independently.
A goal policy can also be con�icting if there is a situation c ∈ S in which the

system cannot reach one of the goal state Sg. In this case, the system does not
have any hint which action to select. Notice that, in related work, a goal policy is
often not used to select a single action but to plan an action sequence to achieve a
goal [RN10], e.g., as shown in [Ban+04].

2.2.3 Utility Function Policy

A utility function policy aims to directly represent the objectives by assigning each
state s ∈ S a utility value u(s) ∈ R [KW04]. Thereby, u(s) represents the degree of
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satisfaction of the objectives by s. The de�nition of the utility functions is related to
decision theory that will be presented in more detail in Chapter 2.3. The task of the
PBM system is then to select the action a in the current state c that immediately
or eventually maximizes the utility. As can be seen, a utility function policy is
a generalization of a goal policy: whereas the latter de�nes a binary classi�cation
into desirable and undesirable states, the former de�nes a continuous measure of
desirability. Again, a model describing the transitions for the actions is required.
Interestingly, a utility function PBM system can resolve con�icts among the action

by itself. Since the general task is to increase the utility of the state, the system
always selects the action that transitions to the state with the highest utility. If
two state have the same utility, then they are considered equally preferred and it
does not matter which action to take. Speci�cally, this also enables making trade-
o�s between di�erent objectives that are not achievable together. In principle, a
utility function policy can be transformed into a goal policy using mathematical
optimization or into an action policy using decision-theoretic planning [RN10].

2.3 Decision Theory

�[D]ecision theory and its companion methodology of decision analysis deal with
the merits and making of decisions� [DT99, p. 55], i.e., it is about �goal-directed
behaviour in the presence of options� [Han05, p. 6]. It provides answers to the
questions: �What Is a decision? [. . .] What Makes a Decision Good? [. . .] How
Should One Formalize Evaluation of Decisions? [. . .] How Should One Formulate the
Decision Problem Confronting a Decision Maker?� [DT99, pp. 56-57] In principle,
two types of decision theory can be distinguished [HBH91]: normative decision
theory shows how a rational decision maker should behave in order to achieve its goal
and descriptive decision theory describes how people actually, often non-rationally
behave. Consequently, the latter is related to psychology and an important basis for
economics in order to predict human behavior. On the contrary, the former provides
an executable framework to determine which action should be made. Decision theory
is a comprehensive �eld of research that goes back to the 1940s [NM53, 1st edition],
however, only since 1990s, normative decision theory has been extensively used in
arti�cial intelligence, particularly for planning under uncertainty [Dom+11]. In
summary, decision theory provides a sound theoretical foundation for PBM based
on a utility function policy (see Chapter 2.2.3).
�Decision theory is based on the axioms of probability and utility. Where proba-

bility theory provides a framework for coherent representation of uncertain beliefs,
utility theory adds a set of principles for consistency among beliefs, preferences, and
decisions.� [HBH91, p. 66] This section aims to provide a focused introduction into
decision theory such that the concepts applied in this thesis can be understood.
Thereby, we concentrate on expected utility theory and multi-attribute decisions.
We assume that the reader has knowledge about general probability theory and
probabilistic reasoning as presented in [RN10, Ch. 13, 14]. For a more theoretical
overview on decision theory, please refer to the seminal works [Fis70][Kee82][KR93],
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as well as the intelligible tutorial [BD09]. Most of the information given in this
chapter is based on [Dye05].

2.3.1 Preferences

�Preferences describe a decision maker's relative ordering of the desirability of possi-
ble states of the world.� [HBH91, p. 66] In principle, a preference is a binary relation
% over a set S of choices or states which can be, e.g., di�erent cars like a sports
car, a limousine, or a compact car. In this example, sports car % compact car
means that the decision maker strictly prefers a sports car over a compact car, i.e.,
sports car � compact car, or is indi�erent between both, i.e., sports car ∼ compact
car. Consequently, % is referred to as a weak preference relation. In order to allow
formalization and reasoning over preferences, % is generally assumed to be a weak
order which is transitive and complete, i.e., ∀x, y, z ∈ S. x % y ∧ y % z =⇒ x % z
and ∀x, y ∈ S. x % y ∨ y % x [Dye05].
There are numerous approaches for the representation of and reasoning about

preferences [BD09][Dom+11], e.g., graphical, logic-based, soft constraint-based rep-
resentations. In the context of this thesis, it is important to consider that the actions
which may be performed are stochastic as described in Chapter 2.2, i.e., there is an
uncertainty which state s ∈ S might materialize after executing an action. For
this setting, the expected utility theory presented in the following is the most com-
mon representation. The reader may refer to [Ste05] for some alternative preference
representations involving uncertainty.

2.3.2 Expected Utility Theory

Expected utility theory by Neumann and Morgenstern [NM53] is perhaps the most
signi�cant and most commonly used �preference representation for risky options,
where the risky options are de�ned as lotteries or gambles with outcomes that depend
on the occurrence from a set of mutually exclusive and exhaustive events.� [Dye05,
p. 271] Thereby, the term lottery is a bit misleading as it actually refers to a prob-
ability distribution over a random variable VS of the possible states S, i.e., Pr(VS).
For instance, a lottery can be actually a lottery ticket with a probability distribution
over a set of cars which can be won. �The key result of [expected] utility theory is
that, given fundamental properties of belief and action, there exists a scalar function
describing preferences for uncertain outcomes.� [HBH91, p. 66] It is also important
to note that, due to its long history, the theoretical foundations of expected utility
theory are well investigated [Kar14].
Expected utility theory is mostly described using the three basic axioms presented

in [Fis70]. Therefore, consider P as a set of probability distributions over the set of
possible states S, e.g., di�erent urns containing lottery tickets with di�erent chances
to win the cars. Consequently, a lottery p ∈ P is a function p : S → [0, 1] from a
possible state s ∈ S to its probability with

∑
s∈S p(s) = 1. A preference relation %

ful�lls the axioms

Order , i.e., % is a weak order;
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Independence , i.e., ∀a ∈ [0, 1]. ∀p, q ∈ P. p % q =⇒ ap+ (1−a)r % aq+ (1−a)r;

Continuity , i.e., ∀p, q, r ∈ P. p � q � r =⇒ ∃a, b ∈ (0, 1). ap + (1 − a)r % q %
bp+ (1− b)r (note the strict preference between p, q, r)

if and only if there exists a real-valued utility function u : S → R such that

∀p, q ∈ P. p % q ⇐⇒ E [u(p)] ≥ E [u(q)] ⇐⇒
∑
s∈S

p(s)u(s) ≥
∑
s∈S

q(s)u(s) (2.1)

with E [u(p)] =
∑

s∈S p(s)u(s) referring to the expected value of u given p. Even
more, u is unique up to positive linear transformations. These axioms are generally
accepted and intuitively formalize preferences that can be traded-o� against each
other based on their probabilities. The reader may refer to [BD09] for a more
extensive explanation.
A rational decision maker then selects the action whose probability distribution

p ∈ P over the outcomes maximizes the expected utility [RN10, Ch. 16], i.e.,

arg max
p∈P

E [u(p)] . (2.2)

The existence of the utility function u is the key result of the theory as the expected
values can be easily compared in order to enable a computer to automatically se-
lect actions that the user prefers. It is commonly assumed that u(·) ∈ [0, 1], i.e.,
u(least preferred outcome) = 0 and u(most preferred outcome) = 1 as this normal-
ization simpli�es the creation of and reasoning with u. However, although u exists,
the theory does not provide a general way to generate it. Nevertheless, [BD09],
for instance, presents an approach which is based on a trade-o� question: Given
some outcome s, �For what value p is it the case that you are indi�erent between
getting [s] for sure and a lottery in which you obtain [most preferred outcome] with
probability p and [least preferred outcome] with probability 1− p.� [BD09, p. 75]
Interestingly, �[u]tility theory also provides ways to express attitudes toward un-

certainty about outcome values, such as risk aversion.� [HBH91, p. 66] A decision
maker is risk-averse, risk-neutral, or risk-seeking if and only if the utility function u
is strictly concave, linear, or strictly convex respectively [KR93]. Chapter 3.4.3.1 as
well as [Win04] exemplify this. As a result, u encodes both the preferences for the
outcomes as well as the risk attitude.

2.3.3 Multiattribute Decision Making

Expected utility theory requires the decision maker to de�ne u(s) for every sin-
gle possible outcome s ∈ S, e.g., each speci�c car. If there are numerous out-
comes, this is impracticable. Multiattribute decision making assumes that the out-
comes are characterized by some structure which is important for the preferences,
and exploits this structure. The structural characteristics are referred to as at-
tributes [BD09]. For example, a car may be characterized by the attributes top speed
with values {fast, slow}, fuel consumption with {economical, lavish}, and space with
{spacious, cramped}. Consequently, S =

∏n
i=1 Si with n attributes, where Si is the
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domain of the attribute i. Thus, a speci�c outcome s ∈ S is a tuple s = (s1, . . . , sn)
of concrete values for each attribute si ∈ Si.
The idea of multiattribute decision making is to decompose the decision making

over possible outcomes s into a decision making over the attribute values si and
combine them appropriately. In the following, we present the most signi�cant theory
of this type called Multiattribute Utility Theory (MAUT). Additionally, we present
lexicographic preference orders as a complementary approach.
Notice that another common way to treat multiattribute decision problems is to

use a dominance relation between the outcomes of di�erent actions in order to create
a so-called Pareto set or Pareto front [Ste05][RN10, Ch. 16][Dom+11]. This set is
a subset of the outcomes of the actions which contains only those action outcomes
that are not strictly dominated by any other action outcome. This means that
for an action outcome in the subset there is no other actions outcome which is
weakly preferred regarding all attributes and strictly preferred regarding at least
one attribute. The drawback of this approach is that the Pareto set contains several
actions and the approach provides no means to automatically select the best action
from them. In contrast, the approach solely aims to �lter the set of actions that a
decision maker can select from.

2.3.3.1 Multiattribute Utility Theory

Multiattribute Utility Theory (MAUT) is based on expected utility theory and ex-
tends it to multiattribute decision making. The goal of MAUT is to decompose the
global utility function u(s1, . . . , s2) into individual, marginal utility functions ui(s1)
for each attribute, and to aggregate the partial or marginal utilities into a global
utility value using an appropriate aggregation. Based on this, the decision maker
should select the action that maximizes the expected aggregated utility over all at-
tributes as shown in Equation 2.2. Notice, that MAUT allows the comparison of
attributes with di�erent measures, e.g., compare apples and oranges, by normalizing
them to the common preference measure utility. As outlined before, we assume the
utility functions to be scaled such that ∀i = 1, . . . , n. ui(·) ∈ [0, 1].
The challenge of MAUT is to de�ne the aggregation. There are numerous forms

of decomposition of the global utility function [Dom+11]. Typically, they di�er in
the strength of the required independence properties on the decision makers pref-
erences [FK74]. In general, it can be said that the weaker the independence re-
quirements, the wider the range of preference relations that can be expressed and,
however, the more additional parameters need to be elicited from the decision maker
to con�gure the aggregation.
The additive aggregation model is by far the most commonly used multiattribute

utility function [Dye05][Ste05][WD92]. It is a very restrictive model requiring addi-
tive independence, i.e., �preferences between the multivariate lotteries depend only
on the marginal probability distributions.� [Ste05, p. 452] This means that the pref-
erences only depend on the probabilities p(si) for all i = 1 . . . n and not on the
joint probability distribution p(s1, . . . , sn). Consider the car example with the at-
tributes speed and fuel consumption, and the respective preferences fast % slow and
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economical % lavish. Given the following two car lotteries p and q:

� p (fast, lavish) = 0.5, p (slow, economical) = 0.5 and

� q (fast, economical) = 0.5, q (slow, lavish) = 0.5,

the decision maker is indi�erent between these, i.e., p ∼ q, because for each single
attribute, the probability to achieve each value is equally 0.5. However, this example
shows also the restrictiveness of the model, as human decision makers will likely
prefer p, i.e., p % q, in order to avoid the chance to get the bad car (slow, lavish).
Given additive independence, the global utility function u(s1, . . . , s2) can be rep-

resented in the well-known additive form

u(s1, . . . , s2) =
n∑
i=1

ki · ui(si) (2.3)

with ki ∈ [0, 1] being a scaling constant or weight speci�c for each attribute Si, and∑n
i=1 ki = 1. [CSW99] presents several intuitive interpretations of these weights.
Although additive independence is a strong requirement that does not hold in

general, the additive form is the most commonly used MAUT function [Ste05]. The
reason for this is that it requires fewer parameters, i.e., ki, to be elicited from the
decision maker in comparison to more accurate, less restrictive models. Further-
more, [Ste95][Ste96] empirically show that the selection of an incorrect aggregation
method, i.e., one that is too simple, has only little in�uence on the result in compar-
ison to the selection of wrong utility functions. Hence, �[o]ur overall conclusion is
thus that in the practical application of expected utility theory to decision making
under uncertainty, the use of the additive aggregation model is likely to be more
than adequate in the vast majority of settings.� [Ste05, p. 454] Finally, the simplicity
of the additive form facilitates understanding the decisions made by the system.
The elicitation of the parameters for a MAUT decision problem is a complex

task and subject of extensive and ongoing research [CP04][BD09][Dom+11]. New
approaches are speci�cally focused on automatically learning the preferences by
providing the decision maker with examples or by monitoring human behavior. In
principle, the elicitation can be formalized as a three step process [Kee74]:

1. A suitable aggregation form needs to be selected and its assumptions, e.g.,
additive independence, need to be veri�ed. As already pointed out, it seems
that in practice this model has little in�uence compared to the other param-
eters and, hence, the additive models seems preferable in the majority of the
cases due to its simplicity in terms of the quantity and quality of the required
parameters [Ste05]. In [DL97], the authors present a simple trade-o� decision
to check whether the additive model is applicable.

2. The marginal utility functions ui(·) need to be de�ned. [KR93] provides several
assessment strategies. In case of the additive form, each ui can be evaluated
independently of the other attributes by using the trade-o� questions known
from expected utility theory [Dye05]. [SGM05] presents a method to elicit
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the utility functions from a set of example decisions. [Ste05] even argues
that, in reality, probabilistic utility functions generally not di�er remarkably
from deterministic value function, and, thus, even simpler methods for value
function elicitation (see [BD09]) may be used.

3. Finally, the parameters of the aggregation need to be determined. In case of
the additive form, this refers to eliciting the weight ki for all i = 1, . . . , n.
In principle, these weight can be assessed using trade-o� questions similarly
to the assessment of the utility functions [Kee74]. However, [Dye05] notices
that, although not completely accurate, the famous Analytic Hierarchy Pro-
cess (AHP) [Saa08], which is based on pairwise comparisons of possible out-
comes, may be used to determine the global utility function, speci�cally the
weights [Dye05].

[Kee77] provides a nice report which exempli�es this process in the area of energy
policy.

2.3.3.2 Lexicographic Preference

Lexicographic preferences are a special form of preferences in multiattribute deci-
sion making [Fis74][Miy95]. They express priorities over the attributes of a decision
outcome, i.e., they express that the achievement of a good value for a high priority
attribute is more important than a good value for a low priority attribute. Partic-
ularly, a bad value for a high priority attribute cannot be traded o� against a very
good value for a low priority attribute.
Consider the attributes S1, . . . , Sn with S =

∏n
i=1 Si to be sorted according to

their priority with S1 having the highest priority and Sn having the lowest priority.
The lexicographic preference over two alternative outcomes (s′1, . . . , s

′
n) ∈ S and

(s′′1, . . . , s
′′
n) ∈ S is then de�ned as

(s′1, . . . , s
′
n) % (s′′1, . . . , s

′′
n) ⇐⇒

∃i ∈ {1, . . . , n}. s′i % s′′i ∧ ∀j ∈ {1, . . . , i− 1}. s′j ∼ s′′j . (2.4)

Thereby, the preferences regarding each attribute may be determined by utility func-
tions. It has been shown, that a lexicographic preference relation, in general, cannot
be represented as a single utility function [Miy95][Fis74]. Particularly, lexicographic
preferences do not satisfy the continuity axiom of expected utility theory outlined in
Chapter 2.3.2. As a result, an automatic decision maker implementing lexicographic
preferences must, in general, implement the above outlined decision rule, i.e., a de-
cision maker will select the output (s1, . . . , sn) ∈ S from a set of possible outcomes
S ⊆ S such that ∀(s′1, . . . , s′n) ∈ S. (s1, . . . , sn) % (s′1, . . . , s

′
n). The reader may refer

to [Dom+11] for an overview of contemporary research on eliciting lexicographic
preferences.

2.3.4 In�uence Diagrams

A common graphical representation for complex decision problems under uncertainty
are in�uence diagrams [HBH91][RN10, Ch. 16]. An in�uence diagram is an extension
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of the well-known Bayesian net which is commonly used for modeling probabilistic
inference problems [RN10, Ch. 14]. An example for a simple decision problem about
the location of a new airport is depicted in Figure 2.6.

Air Traffic

Utility

Airport Site

Construction

Deaths

Litigation Noise

Cost

Figure 2.6: Example of an in�uence diagram for the decision where to build a new
airport (adapted from [RN10])

An in�uence diagram is an acyclic directed graph consisting of arcs and nodes.
The arcs are thereby directed from a parent node to a child node. There are four
types of nodes [HBH91]:

Rectangles represent decision nodes that model a decision between di�erent actions
that a decision maker can do. Hence, such a node is assigned with a list of
possible actions. For instance, the decision node �Airport Site� in Figure 2.6
represents the di�erent location options for a new airport.

Ovals represent chance nodes that model random variables, similarly as they do in
Bayesian nets. Hence, each chance node has an assigned conditional probabil-
ity distribution which is dependent on the state of its parent nodes which can
be other chance nodes or decision nodes. For instance, the chance node �Cost�
in Figure 2.6 has the assigned conditional probability distribution Pr(Cost |
Litigation,Construction,Airport Site).

Double Ovals represent deterministic nodes which are specializations of the chance
nodes. A deterministic node represents either a known constant or a variable
which can be calculated from the states of its parents, i.e., which has a deter-
ministic dependency to its parents. In Figure 2.6, �Construction� represents a
constant, known type of construction of the airport.

Diamonds represent value nodes that model the utility functions of the decision
maker. This function may be a multiattribute utility function which depends
on the states of the parent nodes. In principle, any aggregation function can
be used. For instance, the node �Utility� in Figure 2.6 has an assigned function
u(Deaths,Noise,Cost).
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An in�uence diagram enables a compact representation of a complex decision
problem. However, they can also be executed in the sense that they are able to infer
the expected utilities of the di�erent decision options [RN10].
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3
Objective-Driven SON Operations

This chapter introduces the general concept of Objective-Driven SON Operations
(ODSO) for mobile networks. In order to motivate this work, we �rst present the
fundamental problem of manual mobile network operations in detail: the manual
gap that exists between the operational objectives and the network con�guration.
SON aims to automate network operations and, hence, shrinks the gap. However,
we outline that there is a similar, though smaller manual gap between the opera-
tional objectives and the introduced SON con�guration. Based on this motivation,
we detail out Objective 1 of this thesis that is to close the manual gap of SON op-
erations by introducing a holistic and autonomic approach for SON operations. In
order to ful�ll this, we present an architecture that integrates the three operational
tasks SON management, SON coordination, and SON self-healing. Furthermore,
an application-independent, generic design for each of these ODSO components is
introduced which performs objective-driven decision making. These ideas make up
the Solution and Contribution 1 of this thesis. The following chapters then map
their operational task-speci�c use cases into this generic design.
Notice that we focus on the operations of the RAN, i.e., the numerous network

cells that are spanned up by the BSs. Thus, throughout this work, the term mobile
network refers to the RAN.

3.1 Problem and Motivation

Mobile network operations is the task of keeping a network running optimally re-
garding the performance and smoothly regarding the availability, i.e., it comprises
performance optimization and troubleshooting. In a mobile network without SON,
the human operators have to manually perform network operations as depicted in
Figure 3.1. Thereby, a human operator continuously monitors the network's perfor-
mance and healthiness through the PM, FM, and CM data, analyzes the collected
data for performance issues or failures, and deploys a suitable new network con-
�guration or recovery actions to mitigate them. This human-in-the-loop process is
driven by operational objectives that de�ne the desired network performance. The
following presentation of network operations is partially based on a survey among
MNOs [Cam+15].
Manual network operations is an involved task due to two reasons: On the one

hand, a mobile network, typically consisting of thousands of network cells with dif-
ferent RATs spread over a huge area like a whole country, is inherently technical
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Figure 3.1: Manual network operations: the human operator monitors the network
data and reacts to detected problems by changing the network con�gu-
ration.

complex. Thereby the BSs are typically provided by di�erent vendors requiring de-
tailed technical knowledge for their con�guration. On the other hand, the MNO's
objectives are formulated in terms of KPIs values that the network should achieve.
Hence, the operator has to map the operational objectives to the performance and
health data collected from the network in order to determine network cells that do
not meet the desired performance. Furthermore, the operator has to determine a
suitable new network con�guration in order to overcome the issue such that the
satisfaction of the objectives by the network is improved. However, the radio prop-
erties and, thus, the cell performance in terms of KPI values strongly depends on
the physical environment and is often hard to predict. We summarize these issues
as the manual gap of network operations between operational objectives and net-
work con�guration. It requires considerable e�orts by the operations personnel to
overcome.
In order to support the operational personnel, MNOs develop operations proce-

dures: step-by-step manuals explaining the actions that a human operator has to
perform to detect and diagnose speci�c problems as well as feasible actions to over-
come the issues. They are typically created as part of the network planning process
by a separated team based on an abstract model of the network and abstract objec-
tives. Hence, the application of these procedures in a concrete situation still requires
considerable technical expertise from the operators. On the one hand, the complex-
ity of the mobile network, with di�erent types of complex BSs in di�erent locations
with di�erent physical properties, makes it impossible to de�ne strict recipes for the
detection of problems as well as their mitigation. On the other hand, the procedures
need to be adapted to the concrete objectives which are typically not uniform over
the whole network and at all times. In summary, the operator needs to adapt the
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operations procedures according to the operational context based on his technical
expertise in order to achieve the operational objectives.
The introduction of SON aims at simplifying network operations by automating

recurrent tasks in network operations. Therefore, in SON-enabled network oper-
ations, depicted in Figure 3.2, the operations procedures that support the human
operator in manual network operations are substituted by automatic SON func-
tions. In other words, each SON function can be seen as the implementation of
a speci�c operations procedure including the problem-speci�c detection, diagnosis,
and mitigation. Consequently, the deployment of SON functions reduces the neces-
sary manual e�orts for network operations since the human operators do not need to
collect and analyze the network data, and derive suitable new network con�gurations
anymore. Instead, the human operator has a new task that is to ensure that the
SON is running optimally regarding the network performance and smoothly regard-
ing the availability. Consequently, the manual e�orts shift from network operations
to SON operations.
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Figure 3.2: SON-enabled network operations: the human operator monitors the net-
work and SON data and reacts to detected problems by changing the
SON con�guration.

Exactly like the operations procedures, the application of SON functions requires
considerable technical expertise by the human operator in order to control the au-
tomated processes such that the speci�c operational objectives are satis�ed under
the concrete network conditions given by the operational context. This comprises
three speci�c tasks:
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SON management refers to the con�guration of the SON functions, i.e., �setting
targets, con�guring the SON function behaviour at a high level, and monitor-
ing SON function results� [Wal+11, p. 61].

SON coordination refers to avoiding negative interactions between SON functions.

SON self-healing refers to the automatic detection and mitigation of problems in
the network or the SON system1.

There are already approaches to partially automate some of these SON operations
tasks, particularly SON coordination [Ban+11b][Kür+10][Bar+13a][Cam+15] and
SON self-healing [Nov+11][Kür+10][Bar+13a]. However, all of them de�ne auto-
mated functions, called SON functions as well, that need to be con�gured, often
through an action policy, such that the speci�c operational objectives are satis�ed
under the concrete network conditions [Kür+10]. Hence, the SON con�guration
that the operational personnel needs to determine comprises of the con�gurations
of all SON functions including coordination and self-healing.
Figure 3.3 summarizes the core task of manual SON operations: based on their

technical expertise, the operational personnel needs to determine a SON con�gura-
tion that optimizes the mobile network such that the satisfaction of the operational
objectives in the operational context is maximized. This is still a complex task that
requires considerable human e�orts. Hence, we coin this the manual gap of SON
operations between operational objectives and SON con�guration. In the following,
the gap is presented in more detail by describing the operational objectives and the
technical expertise required for SON operations, as well as the induced e�orts in the
operations process.

3.1.1 Operational Objectives

The ultimate business goal of an MNO is to make pro�t. Therefore, the MNO de�nes
a business strategy that materializes in high-level goals, referred to as operator
goals [Ben+13b]. The goals are related to three areas that frame the general business
of each MNO:

Cost: MNOs are under a constant pressure to reduce the cost of operating their
network since revenues are stagnating while new technologies require extensive
investments [GSM15]. Hence, they aim for reducing their expenditures, i.e.,
CAPEX and OPEX.

Customer satisfaction: Due to �erce competition, the users of mobile networks can
easily switch the MNO. As a result, an MNO needs to provide a good QoS
and Quality of Experience (QoE) in order to keep its current users happy and
attract new users. Besides customer complaints, regular tests of the mobile
network quality by governmental agencies, e.g., Autorité de Régulation des
Communications Électroniques et des Postes (ARCEP) in France [ARC15b], or

1This is an extension of the self-healing OAM area which focuses solely on network outages (see
Chapter 6.1.1).
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Figure 3.3: Manual SON operations means combining the operational context, oper-
ational objectives, and technical expertise in order to determine a good
SON con�guration.

private test institutions, e.g., connect in Germany [Con14], provide particularly
valuable insights since, besides an evaluation of the network performance, they
provide concrete requirements for network quality.

Regulations: In most countries, there are regulatory requirements and restrictions
by o�cial authorities that need to be respected. For instance, these can be
minimal requirements on the coverage of areas with speci�c RATs as encoun-
tered in France [ARC15a]. The penalties for violating these rules can range
from bad publicity in a public MNO ranking to the withdrawal of the MNO
license.

The high-level goals are usually imprecisely expressed since there is no formal-
ized process for their de�nition. For instance, some may contain vague satisfaction
targets, e.g., �make customers happy�, some may be hard to evaluate, e.g., �be an
innovation leader�, and some may be ambiguous, e.g., �be the best�.
The operator goals are, of course, not �xed for all time. In order to stay compet-

itive, the marketing divisions periodically de�ne temporary campaigns which aim
to attract new customers. Such campaigns are typically focused on speci�c users or
services and have an impact on the whole network. Hence, such o�ers change and
shift the MNO's goals for a limited period of time. Furthermore, the goals are some-
times adapted to special events that take place, e.g., sports events or trade fairs.
These adaptations typically impact the goals in a limited region in the network and
apply for a rather short time.
Due to the vague expression, high-level objectives are not suitable for network op-

erations. Instead, the operational personnel requires clearly de�ned and measurable
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objectives in order to evaluate whether the current network con�guration is satisfac-
tory with respect to the objectives and to determine countermeasures for insu�cient
performance. Therefore, the high-level goals are transformed to operational objec-
tives which are based on technical network KPIs as depicted in Figure 3.4. This
common problem has also been identi�ed by, e.g., the TeleManagement Forum, a
standardization body comprising vendors and MNOs from the telecommunication
industry. It provides a standardized framework, referred to as Frameworx, which
allows modeling of goals on di�erent levels of abstraction and a translation between
them [Tel04]. They speci�cally distinguish between product Key Quality Indica-
tors (KQIs), service KQIs, and network KPIs. Thereby, the goals at the level of
network KPIs closely corresponds to the operational objectives in this work.

Context KPI Value Importance

Rural Load < 0.8 low

Urban Load < 0.6 high

* CQI > 0.8 medium

KPI Value Importance

Load < 0.6 high

CQI > 0.8 medium

Goal Value

Customer Satisfaction high

Cost low

Profit high

Network

Operational 
Objectives

Urban Area Rural Area

KPI Value Importance

Load < 0.8 low

CQI > 0.8 medium

Operator Goals

Transformation of 
High-Level Goals

Network 
Operations

Figure 3.4: Derivation of operational objectives from operator goals, and their ap-
plication in di�erent operational contexts as part of SON operations.

The KPIs have three interesting features: they provide a �ne-grained, technical
view on the network performance, they can be calculated quickly from simple mea-
surements and counters, and they are commonly understood, unambiguously de�ned
and mostly standardized. For instance, the CQI captures the overall signal quality,
the cell load captures the data performance, and the handover ping-pong rate is an
indication for the mobility performance. Therefore, some of them are also consid-
ered by some SON functions as optimization targets. The transformation process
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that breaks the operator goals down to operational objectives is, however, often
performed implicitly and ad-hoc [Cam+15]. Typically this is done by experienced
experts that draw on traditions, best practices, and their skills. Such imprecise
processes can be barely automated. In this work, we start with the operational
objectives and assume that they are provided by the MNOs.

The advantage of the unambiguous, measurable, and assessable operational ob-
jectives2 is that network operations can fully concentrate on the technical aspects of
their satisfaction. The objectives allow evaluating the network performance, iden-
tifying concrete de�ciencies in terms of degraded KPIs, and ranking these issues
according to their severity. Of course, the KPIs must be well-de�ned with respect
to their calculation from low-level measurements and their aggregation in time, e.g.,
the mean value over 1 hour, and space, e.g., the mean value over a cell group.
Additionally, the satisfaction of the objectives allows the MNO's management to
monitor and evaluate the network operations department and react to problems
quickly. For that reason, such objectives are also commonly used in Service Level
Agreements (SLAs) between an MNO and external service providers which are de-
�ned as part of a network operations outsourcing contract.

3.1.1.1 KPI Targets

The simplest and most basic way to de�ne an operational objective on a KPI is to
de�ne a threshold which separates the acceptable KPI values, which the network
preferably should produce, from the unacceptable values. Consider the example
shown in Figure 3.4, load < 0.6 means that a cell load between 0% and 60% is
acceptable whereas a load between 60% and 100% is unacceptable. Such thresholds
typically de�ne the minimal objectives since they are easy to evaluate. However,
they do not foster continuous improvement of the network performance since once
the binary thresholds are satis�ed, there is no di�erentiation between di�erent per-
formance states of the network. For instance, the threshold used above does not
distinguish between a cell load of 20% and 59%. Hence, the satis�cing [Wei04]
minimal thresholds are often complemented with maximizing objectives that guide
continuous optimization once all thresholds are satis�ed, e.g., minimize the cell load
since the smaller, the better. In SLAs, the failure to meet satis�cing objectives is
typically penalized, i.e., if they are not satis�ed then the service provider gets payed
less. In contrast to that, maximization objectives are promoted, i.e., the provider re-
ceives a bonus for their achievement [Tel12]. Furthermore, maximization objectives
also allow determining the severity of a performance degradation if the satis�cing
objectives are not met. For instance, a cell load of 100% is a more severe degra-
dation than a cell load of 85% and, hence, the former will get full attention by the
operational personnel.

2The objectives can be seen as an instance of SMART goals [Hau14], i.e., speci�c, measurable,
assignable, realistic, and time-related.
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3.1.1.2 Trade-o�s

The main limiting factors in network optimization are the limited number of de-
ployed BSs and physics. Both make it impossible to maximize the satisfaction of
all objectives simultaneously. Instead, the objectives are typically competing with
each other, e.g., in order to reduce the load within a network cell some of the UEs
need to be handed over to other, neighboring cells, which, however, worsens their
signal quality and, thus, the CQI. In network operations it is well-known that �ev-
ery optimisation is a trade-o� between the optimisation goals coverage, capacity and
performance (or quality).� [NGM07b, p. 12] As a result, MNOs are prioritizing or
ranking the di�erent objectives which allows them to di�erentiate themselves from
the competition [Sch+13]. This prioritization, referred to as importance in Fig-
ure 3.4, provides network operations with a guidance which objectives the personnel
should focus their attention on and which objectives may be sacri�ced in order to
maximize the satisfaction of others, i.e., which trade-o�s should be made. Typically,
objectives on KPIs that have a high impact on user satisfaction, i.e., that users can
perceive, are considered more important than others. For instance, the Dropped
Call Rate (DCR) is important since uninterrupted calls are expected by the users.
However, overall it is most important that all KPIs satisfy the minimum required
performance before any additional optimization is conducted.
It is important to note the di�erence between the importance of the objectives

and the focus in manual network operations: the former de�nes desired states of the
network whereas the latter determines the intentions of the operational personnel
given the concrete performance of the network3. For instance, consider that the
handover performance is an important objective for the MNO. In busy hours with
a lot of fast moving UEs, especially car tra�c, network operations has to focus the
limited human operators on improving the handover performance since it is more
challenging to achieve a good result. However, in quite hours, handover performance
might not be a big problem and, thus, the focus of the operations personnel might
shift to lower priority objectives like providing capacity. This example outlines that,
although the importance of the objectives is always the same, the focus of manual
network operations can shift depending on the network performance.

3.1.1.3 Context-Dependency

A large mobile network spans diverse areas in a country, e.g., rural areas with few
users distributed over vast distances and urban areas that are loaded with UEs. The
operational objectives also re�ect this diversity, i.e., the KPI targets and the trade-
o�s often di�er between various areas as exempli�ed in Figure 3.4 with the urban
and rural area. Apart from this, the objectives may not solely di�er in space but
also in time, e.g., if the MNO di�erentiates between peak, busy hours, and o�-peak
hours. For instance, the importance and threshold for the KPI cell load is higher
during business hours in urban areas compared to another time and cell location.
Similarly, the context-dependent objectives may also re�ect special events that take

3This is comparable to the concepts used in Believes, Desires, Intentions (BDI) agents [RG95].
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place in a speci�c location.
In general, this can be condensed to the statement that the operational objectives

for a speci�c network cell depend on its operational context. This context is a
collection of attributes of a cell that de�nes its operational state and may include:

� Con�guration Management (CM) data like the cell type (e.g., macro, micro,
or femto cell), the cell location (e.g., urban, suburban, or rural area), RAT
(e.g., 3G, 4G, 5G),

� Performance Management (PM) data like KPI values,

� Failure Management (FM) data like raised alarms, and

� environmental data like the time (e.g., peak tra�c hours or night time) and
the date (e.g., weekend or public holidays).

Usually, the MNOs do not have objectives for each and every cell but for a cell group
with some speci�c value for a context attribute [Hah+15]. For instance, Figure 3.4
shows a di�erentiation between cells with di�erent values, i.e., urban and rural, for
the context attribute cell location.

3.1.2 Technical Expertise

The management of a mobile radio network requires a lot of specialized knowledge.
It takes months of experience before a human employee can productively operate a
mobile network alone. This is caused by the complexity of the physical environment
on the one hand, and the diverse technology on the other hand (see [Lii+12]).
Network operations has to set a huge range of con�guration parameters for each

network cell in order to control its behavior, algorithms, and protocols. This low-
level network con�guration comprises parameters like the CIO which controls the
selection of the serving cell by the UE, the Transmission Power (TXP) which con-
trols the radio signal power, and the Remote Electrical Tilt (RET) which sets the
principal, vertical sending direction of a cell's signal. These parameters in�uence the
measured values of the KPIs and, thus, the satisfaction of the objectives. However,
this relation depends on the environment in which the cell is situated. On the one
hand, the performance e�ects of a con�guration are typically non-linear and strongly
depend on the cell and the physical environment. In a �xed network, the capacity
of, e.g., a link between two routers is well de�ned by the used cable and network
cards. In a mobile network, however, the capacity of a radio connection between a
UE and a BS depends on the capabilities of both endpoints but also on the position
and movement of the user, the buildings between them, and even on whether the
trees are green or lea�ess. On the other hand, even if the exact dependency between
the environment and the e�ects would be known, there is always some uncertainty
about the exact, actual state of the environment. This is either because the environ-
ment cannot be fully observed, e.g., the real propagation characteristics, or because
some natural processes are not certainly predictable, e.g., the user behavior. Hence,
the relation between network con�guration and measured network performance is
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indeterministic, which we refer to as physical indirection depicted in Figure 3.5. It
makes it di�cult for the operational personnel to accurately predict the network
performance that can be achieved with some network con�guration.

Physical Indirection
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SON Configuration
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SON Function
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SON Data
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Figure 3.5: The two levels of indirection in SON operations, physical indirection and
SON indirection, which must be overcome with technical expertise.

The physical indirection is typically overcome with two approaches: First, the
MNOs try to create complex, realistic models of the real world, e.g., including build-
ings and street layouts, and use them to simulate the possible e�ects of some con�g-
uration. Second, in very complex situations, MNOs perform drive tests [Cam+15],
i.e., vehicles with special measurement equipment are sent out to a speci�c area in
order to measure the quality of the radio signal.
Network operations also has to face the technological complexity of modern mobile

networks: First, there are typically several RATs, each with di�erent functionality,
and several cell types, like capacity-providing small cells and coverage-focused macro
cells, active in parallel. Both build up a multi-RAT, multi-layer HetNet [Sar+11].
Second, the network equipment is often provided by several vendors leading to a
diversity of interfaces and functionalities even within one RAT. It is the task of the
operational personnel to integrate all these di�erences in order to come up with an
overall network con�guration that satis�es the operational objectives.
The introduction of SON for network operations reduced this complexity to some

extent. In principle, SON functions are supposed to automatically adapt the network
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con�guration to the physical environment. However, this automation is currently
limited and, hence, the operators have to con�gure the SON functions through a
number of rather technical parameters. For instance, an MLB function may have
the parameters: upper and lower CIO limit, the step size, the upper and lower cell
load threshold, and the load average time [Kür+10]. Furthermore, the execution of
the functions needs to be monitored and controlled by SON coordination and SON
self-healing which themselves need to be con�gured.
Although the abstract functionality of SON functions is standardized, e.g., by

3GPP in [3GP11], the actual algorithms and the con�guration interfaces are vendor-
dependent. Especially in multi-vendor SON environments, this introduces a multi-
tude of di�erent interfaces that the operators must handle. Additionally, the pre-
diction of the overall performance of these complex algorithms is not trivial as the
behavior of a SON function with respect to its con�guration is typically non-linear
and shows no trends, i.e., a small change of the con�guration of the SON function
may trigger radical changes of the network con�guration by the SON function. As a
result, the enhanced automation by SON in network operations comes with another
indirection, referred to as SON indirection as shown in Figure 3.5. It makes it dif-
�cult for the operational personnel to accurately predict the network con�guration,
and consequently the network performance, that a SON will produce with some
SON con�guration.
Putting this together, it can be noticed that the operational personnel controls

the KPI performance with the SON con�guration through two indirection steps:

Physical indirection means that human operators try to satisfy the operational
objectives de�ned on the network KPIs that are indirectly controlled via the
network con�guration.

SON indirection means that human operators can only indirectly control the net-
work con�guration via the con�guration of the SON.

As shown in [Hah+14], the resulting indirection makes it hard to predict the e�ects
of some SON function with a given con�guration. The knowledge and experience to
overcome both indirection steps is what makes up the major part of the operational
personnel's technical expertise.
The required extensive technical expertise to operate a SON impedes its fast adop-

tion. On the one hand, MNOs see the �E�orts for transformation from manual to
SON-enabled network operation� [Sch+13, p. 10] as an obstacle. Thereby, a consid-
erable part of these e�orts is building up the required technical experience in SON
operations. On the other hand, the �uncertainty about how the self-organising net-
works will work in a real deployment is one of the main impediments for adopting
SON� [Sch+13, p. 9], i.e., operators are not sure how to con�gure the SON and are
uncertain whether a SON may result in inferior network performance. Thus, the
operators often ask the vendors of the SON functions to provide a working con�gu-
ration of the SON functions which they derives manually during the installation of
the SON. However, this approach is non-optimal due to several reasons:

� The SON con�guration is not derived from cell-speci�c objectives but instead
from uniform objectives. Hence, the operator typically computes the strongest
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common objectives, i.e., the objectives that �ts the whole network the best,
from the diverse operational objectives.

� The SON con�guration does not adapt to seasonal variations of the environ-
ment, e.g., tra�c changes during a day or changes in radio propagation during
a year, but instead assumes a mean environment that is constant.

In summary, the default SON con�guration is a uniform, static con�guration that
suits the network as a whole the best, but is not optimal for each and every single
network cell.

3.1.3 Operations Process

The overall e�orts for the operation of a SON are induced by mainly two factors:
on the one hand, the complexity of the derivation of the SON con�guration from
to the operational objectives as presented in Chapter 3.1.2, and, on the other hand,
the frequency of this derivation process. As depicted in Figure 3.6, an adaptation
of the behavior of the SON, i.e., a change of the SON con�guration, is in principle
necessary if any of the following events happen:

Changes in context: Both the operational objectives (see Chapter 3.1.1.3) and
the technical expertise (see Chapter 3.1.2) are context-dependent. Hence,
whenever there is a change in the context of a network cell that a�ects the
cell's objectives or relevant technical expertise, the SON con�guration a�ecting
that cell needs to be adapted. This event, e.g., the transition from peak tra�c
hours to night time, may happen rater often as indicated by the green marks
on the time line.

Changes in operational objectives: Whenever the operational objectives change,
e.g., due to a marketing campaign, they must be reevaluated for the whole
network. Potentially, this can lead to an adaptation of the SON con�guration
for all network cells. The di�erence in the impact of objective changes to
context changes can be described using Figure 3.4 (for the sake of this example,
consider the context property time with the values peak and low tra�c hours
instead of the location with the values rural and urban). When the context
of a cell changes, it might transition from peak to low tra�c hours, hence,
the lower derivation process (SON operations) needs to be executed for this
particular cell. An objective change is the result of the execution of the upper
derivation process (transformation of high-level goals) and leads to di�erent
objectives for the whole network. Consequently, the lower derivation process
potentially needs to be performed for each and every network cell. Fortunately,
this event does not happen often as indicated by the yellow marks on the time
line.

Changes in technical expertise: The technical expertise might change when, e.g.,
the network is extended by deploying new BSs, or a new RAT or SON function
is introduced. Consequently, this new knowledge might result in di�erent
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SON con�gurations for satisfying the operational objectives. However, since
the technical expertise is not directly linked with a speci�c network cell, a
change in the technical expertise potentially requires the adaptation of the
SON con�guration for the whole network. Like objectives changes, this event
is rather seldom as indicated by the blue marks on the time line.

Time
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Figure 3.6: The frequency of changes in the context, the operational objectives, and
the technical expertise, require very frequent adaptations of the SON
con�guration.

The di�erent frequencies of these changes allow breaking the manual gap of SON
operations down into two separate problems that need to be overcome:

Automation gap refers to the manual transformation of the operational objectives
into a SON con�guration based on the technical expertise. It is mainly con-
cerned with the e�orts for infrequent objective and technical changes which
a�ect the whole network. These manual e�orts are depicted as the yellow and
blue cogwheels next to the operator in Figure 3.6.

Dynamics gap refers to the manual adaptation of the SON con�guration in re-
sponse to frequent context changes that a�ect single cells in the network.
These manual e�orts are depicted as the green cogwheel next to the operator
in Figure 3.6.

Theoretically, the operational personnel needs to manually derive the SON con�g-
uration every time any of the three events happens as indicated by the marks on the
SON con�guration time line in Figure 3.6. Since these events are not synchronous,
e.g., the operational objectives do typically not change in parallel to the technical
expertise, this results in very frequent adaptations of the SON con�guration and
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considerable manual e�orts. As a result, an initially deployed SON con�guration is
seldom adapted. Instead, the operational personnel monitors the network perfor-
mance and only adapts the con�guration of the SON if severe performance problems
are detected. Thereby, possible optimization gains from an improved con�guration
are missed.

3.2 Goals and Requirements

The goal of ODSO, as stated in Objective 1, is to provide holistic and autonomic
operations of a mobile network by extending the automatic operations concept of
SON to enable human operators to control it directly with their objectives. SON
functions can be seen as automatic control loops (see Chapter 2.2) that optimize
the network according to some �xed values for low-level con�guration parameters.
However, they have no ability to understand the operator objectives and adapt their
behavior accordingly. ODSO aims to close the manual gap of SON operations by
extending SON such that the SON functions are autonomically operated according
to the objectives.
The envisioned result is shown in Figure 3.7. The manual task of SON operations

is automated by ODSO. It sits on top of the SON functions and controls them.
Thereby, ODSO is driven by two distinct and clearly separated models: the objec-
tive model formalizing the operational objectives and several technical models that
formalize the technical expertise. This separation allows independent evolution of
both models. It is important to notice that ODSO does not aim to optimize net-
work performance, which is done by specialized SON functions, but to use the SON
functions more e�ciently with respect to the diverse operator objectives.
At its core, the autonomic transformation of the operational objectives into ac-

tions to control the SON is what lifts automatic network operations by SON to au-
tonomic network operations by ODSO (see Chapter 2.2). Whereas SON automated
the execution of operations procedures, as can be seen by comparing Figure 3.1 and
Figure 3.2, ODSO autonomically steers the SON towards satisfying the given oper-
ational objectives by applying the technical expertise, as outlined in the di�erences
between Figure 3.2 and Figure 3.7. Figure 3.8 visualizes this by mapping network
operations on the AC MAPE loop (cf. Figure 2.5). Whereas the automatic SON
functions perform most of the monitor, analyze, plan, and execute work, they barely
have any detailed knowledge about the network, i.e. technical expertise, and do not
understand the policy, i.e., the operational objectives. ODSO should be wrapped
around SON providing a utility function-based PBM interface to the operator that
enables autonomic operations. Hence, it has the network knowledge and knows the
objectives to steer the SON functions in a way that is desired by the MNO.
In order to provide autonomic SON operations, it is �rst necessary to formalize the

inputs such that they can be automatically processed. The ODSO concept de�nes a
machine-readable model of the operational objectives, referred to as objective model,
that allows to:

� express objectives that are de�ned over network cell-related KPIs and allow
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Figure 3.7: ODSO-enabled network operations: the human operator provides an
objective model and technical models and the Objective-Driven SON
Operations system performs autonomic SON operations accordingly.

the de�nition of required and desired performance targets,

� express trade-o� preferences among the KPI-related objectives, and

� make the KPI-related objectives and trade-o�s preferences dependent on the
operational context.

Furthermore, the technical expertise needs to be captured in several machine-readable
technical models which allow handling the inherent uncertainty and indirection in
network and SON operations. These models are typically provided by both the
vendors of the SON functions and the MNO and will be used to:

� automatically derive the expected e�ects of a SON function on the performance
of a network cell for SON management,

� automatically detect con�icts among SON functions and determine execution
constraints for SON coordination, and
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Figure 3.8: ODSO enables autonomic operations by allowing the operator to control
the SON with utility-function policies (adapted from [KC03]).

� automatically determine possible recovery actions for failures as well as their
e�ects in the scope of SON self-healing.

Based on the formalized objective and technical models, the ODSO concept pro-
poses to integrate and automate the management, coordination, and self-healing of
a SON-enabled network as outlined in Figure 3.7. That is, the translation of the op-
erational objectives into a SON con�guration, SON coordination actions, and SON
self-healing actions is automated. It is important to notice that the approach does
not require any adaptation of the SON functions, e.g., more complex algorithms.
Instead, ODSO is supposed to be placed as an extension over existing SON im-
plementations. In the end, ODSO simpli�es general SON operations considerably
since the operators can operate the network solely with their objectives instead of a
low-level SON con�guration. In that way, the objective model also provides a uni-
�ed interface for SON operations that overcomes the multitude of vendor-dependent
SON function interfaces. As a result, the adaptation of the SON to changes in the
objectives or the network is accelerated and the required e�orts reduced. Thus,
the operational personnel is relieved from general SON operations tasks and can
concentrate on more challenging tasks, e.g., managing the evolution of the mobile
network. In this way, the manual gap of SON operations can be closed leading to
less manual e�orts and OPEX.
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3.3 Architecture

This section presents the architecture of the ODSO approach, i.e., the components
that build it up and their integration with a SON-enabled network. Therefore, a
formalization and the basic assumptions about the underlying network and SON is
outlined �rst.

3.3.1 Mobile Network

3.3.1.1 Network Cells

Chapter 2.1.1 shows that a modern mobile network is made up of numerous complex
entities which need to work together in order to provide connectivity and services
to the users. The ODSO approach is focused on the RAN since this is the focus of
SON. The RAN is made up of numerous network cells, each de�ned as the coverage
area of a speci�c antenna that is controlled by a BS. Although, a BS typically
controls several antennas and, thus, cells, each of them is independently managed.
The network cells are the single, basic location tags for SON operations in this

thesis, i.e., the SON function instances are managed and coordinated, and problems
are healed considering the cell on which each of them occurs. Thereby, the term
network cell refers to both macro cells and small cells. Nevertheless, each small cell
is assigned to the macro cell in whose coverage area it is placed. This is reasonable
as smalls cells are typically deployed to support a macro cell in serving busy areas.

De�nition 3.1 (Network cell). C is the set of cells in the mobile network. |C| refers
to the number of cells. A variable cell is denoted as c ∈ C.

For instance, the network used in the evaluation presented in Chapter 7.2.1 con-
sists of 35 cells. Hence, |C| = 35 with C = {Cell 1, . . . ,Cell 35}. Thereby, Cell 33,
Cell 34, and Cell 35 are small cells that are assigned to Cell 6.

3.3.1.2 KPIs

The performance of the mobile network is evaluated using a set of KPIs which are
supposed to give an insight into speci�c performance aspects of the mobile network.
For instance, using the CQI, a human operator can get an overview about the signal
quality in the network.
It is assumed that the KPIs are standardized over the whole network with respect

to their syntax, i.e., the domain of possible values of a KPI, and their semantics,
i.e., the meaning of the values of a KPI. If this is not the case then the KPI values
might be transformed into such a common de�nition, e.g., through data integration
approaches (see [Len02]).

De�nition 3.2 (KPI). K represents the set of KPIs that are considered by the
human operator for SON operations. |K| refers to the number of KPIs. Each KPI
k ∈ K has an associated domain Dom(k) of possible values v ∈ Dom(k).
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In this work, the examples focus on the |K| = 4 KPIs which are represented by
the set K = {CQI,Pipo,Load,Energy}:

Channel Quality Indicator (CQI) is the weighted harmonic mean of the CQI chan-
nel e�ciency [3GP15c] which is a value between 0.0 and 5.5547. It is an
indication of the average signal quality of the cell for the served UEs. The
CQI values are in the range Dom(CQI) = [0.0, 5.5547] whereby the higher the
values, the better.

Handover ping-pong rate (short form used in formula, code, and �gures: Pipo) for
a network cell is the maximum of the handover ping-pong rates of all neighbor
relations, i.e., the ratio between the sum of the number of handover ping-pongs
and the sum of the number of all handover attempts for each neighbor relation.
It is an indication for the e�ciency of the handover procedure. The values are
in the range Dom(Pipo) = [0.0, 1.0] whereby the lower the values, the better.

Cell load (short form used in formula, code, and �gures: Load) is based on the
average utilized Physical Resource Blocks (PRBs) of the cell. It is an indication
of the amount of spare resources that the cell can use to serve additional UEs.
The values are in the range Dom(Load) = [0.0, 1.0] whereby the lower the
values, the better.

Energy consumption (short form used in formula, code, and �gures: Energy) of a
macro cell is the ratio of the active to the overall number small cells which are
assigned to the macro cell. It indicates the small cell power consumption for
the area covered by the macro cell. The values are in the range Dom(Energy) =
[0.0, 1.0] whereby the lower the values, the better. The energy consumption
of a small cell or a macro cell without assigned small cells is by de�nition 0.
For instance, a macro cell with 3 assigned small cells, of these 1 is active and
2 are inactive, has the energy consumption 1/3 = 0.33.

3.3.1.3 Operational context

The operational context provides network-wide PM, CM, FM and operational data
about the RAN. This may also comprise historical information over a limited time
horizon, e.g., the context might not solely provide the current PM data, i.e., KPI
values, but also PM data from the last 24 hours. Based on this information, the
ODSO system can determine the applicable actions and their correct e�ects as well
as the applicable objectives. Examples of properties in the context are:

Performance Management (PM) data comprises the values of the KPIs for each
network cell.

Con�guration Management (CM) data comprises the con�guration of the net-
work cells, as well as �xed properties like its location, e.g., urban or rural area,
its type, e.g., macro cell or micro cell, and its RAT, e.g., LTE or UMTS.

Failure Management (FM) data comprises raised alarms for a network cell.
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Operational data comprises the current time and date, including information like
day of the week.

As can be seen, the context comprises lots of information about the network that
can be used by SON operations. It can be retrieved from the respective data bases
that are either distributed over all BSs and contain the BS-speci�c information, or
from centralized data bases.
The following formal presentation of the generic ODSO component design solely

requires the PM data of all cells, i.e., the KPI values. In current network operations,
the KPIs are usually evaluated on an aggregated level. This aggregation is spatial,
i.e., the values from the cells are combined for a cell group of usually 10 to 100
cells, and temporal, i.e., the values of several granularity periods are combined for
a time period like a whole day. The concrete combination procedure is thereby de-
pendent on the KPI and may be an average, an extreme value, or the value of some
percentile. This aggregation is necessary because human operators who currently
manage the network are limited and cannot evaluate each single cell in every gran-
ularity period. In contrast to that, autonomic ODSO allows automated single-cell
operations. Hence, all RAN-related KPIs considered for SON operations are mea-
sured and computed at each granularity period for each network cell individually,
i.e., each network cell has its own value for each KPI at each period.

De�nition 3.3 (Operational context). An operational context x : C × K →⋃
k∈K Dom(k) is a mapping from a network cell c ∈ C and a KPI k ∈ K to the

context KPI value v ∈ Dom(k) of k in c. Typically, x refers to the current opera-
tional context. Hence, x(c, k) = v means that v is the current value of k in c. Notice
that the context value for a KPI is always from the respective KPI domain, i.e.,
∀c ∈ C, k ∈ K.x(c, k) ∈ Dom(k). The set of all possible contexts is X.
For simplicity, xc : K →

⋃
k∈K Dom(k) refers to the operational context of the

network cell c, i.e., it is a mapping for the values of all KPIs in the cell c. It is a
curried version of x with xc = k 7→ x(c, k).

The formalization of the context which is used throughout this work focuses only
on the current PM data, speci�cally the KPI values from the last granularity period.
For instance, the context value x(Cell 1,CQI) = xCell 1(CQI) represents the value of
the KPI CQI for the Cell 1.

3.3.2 SON Functions

In this work, mainly self-optimization SON functions are considered, since these
have a direct impact on the performance of the mobile network and, hence, directly
contribute to the satisfaction of the operator objectives. In contrast to this, SON
functions from the self-con�guration functional area are mainly concerned with the
initial setup of new BS [San+11]. Hence, these functions are typically only executed
once during BS setup, often in a �xed order referred to as work�ow [Rom+10].
Furthermore, the goal of this kind of SON functions is to bring new BSs in an oper-
able state. This state, i.e., the initial con�guration of the BS is thereby determined

57



3 Objective-Driven SON Operations

beforehand using network simulators. Hence, their con�guration solely depends on
technical constraints, e.g., the core network architecture and mobile network topol-
ogy. For this reason, these SON functions are not considered in ODSO.
The ODSO framework has the following assumptions regarding the SON functions:

Cell-focused means the SON functions are designed in a cell-speci�c way, i.e., an
instance of a SON function is operating on a speci�c cell in the sense that it
tries to optimize the performance of this cell. However, during its execution,
it might also consider data from other cells, e.g., MLB might consider the
cell load of its neighbor cells. The implied consequences of this assumption
are twofold: �rst, the SON functions can be con�gured for each and every
cell di�erently and, second, con�guration requests and alarms by the SON
functions can be assigned to a single, speci�c cell.

Con�gurable means the algorithmic decision logic of the SON functions can be
con�gured through a set of parameters. The set of parameters is speci�c to
a SON function and may be di�erent to similar SON functions provided by
other vendors. For instance, an MLB SON function might provide parameters
to con�gure the upper and lower load threshold, the upper and lower CIO, a
step size, and a load averaging time (see [FLS14a]). A con�guration value for
a parameter can be, e.g., 40% for the lower load threshold. An SON Function
Con�guration (SFC) is a set of con�guration values, one for each parameter
of the function.

Coordination-aware means the SON functions continuously monitor the network
cell and determine whether an optimization is required. However, if a SON
functions needs to change the con�guration of a cell, it requests permission
for this at the SON coordinator. This allows the SON coordinator to reject
the change if the request is in con�ict with other, parallel requests (see pre-
action coordination in Chapter 2.1.5). Upon a rejection of a request, the SON
function starts the monitoring again and might request the same change later
on again.

Synchronized means the execution of the SON functions is synchronous, periodic,
and aligned with the granularity periods of the PM data in the network. That
is, the network management system collects the measurements from the BSs
in regular time intervals, calculates the values of the KPIs based on them,
and triggers the execution of all SON function instances. The SON functions
analyze the PM data and, if necessary, request a change of the con�guration
of a cell in the network. This process is outlined in the lower two swim lanes
in Figure 3.10.

Failure-aware is an optional property of the SON functions that is useful for SON
self-healing (see Chapter 6.3.1.2). If this functionality is available, the SON
functions can inform the ODSO system about problems they have detect dur-
ing their execution via alarms.

58



3.3 Architecture

These assumptions are also often used in related work regarding SON operations,
e.g., [Ban+11b][Kür+10][Ben+13a][RSB13][Iac+14b]. Especially the synchronized
execution of SON functions is quite realistic for a centralized SON. In order to keep
the overhead of operations low, PM data is often only distributed as aggregates at the
end of a granularity period. Furthermore, this aggregation allows us to abstract away
the numerous details about the pre-processing, e.g., handling missing measurements,
and statistical analysis, e.g., whether the measurements allow a statistical correct
KPI computation, of the bare measurements.

De�nition 3.4 (SON function). S represents the set of SON functions that are ac-
tive in the SON-enabled mobile network. |S| refers to the number of SON functions.
A particular SON function is denoted as s ∈ S.

Note that a SON function s ∈ S must be distinguished from a SON function
instance (see Chapter 2.1.4) since s is not localized, i.e., it is not associated with a
speci�c cell.
The examples in the following conceptual chapters focus on |S| = 4 simpli�ed

SON functions, speci�cally S = {CCO,MRO,MLB,ESM} which are presented in
the following (see [Las+11] for some more complex SON algorithms):

Coverage and Capacity Optimization (CCO) aims at improving the signal qual-
ity and capacity for the UEs of a network cell. Therefore, it monitors the KPIs
CQI and cell load which are indicators for the signal quality and capacity, re-
spectively. If the value of the CQI drops below a threshold, then CCO adapts
the RET of the cell's antenna, i.e., it tilts the beam up or down. Thereby, the
functional dependency between CQI and the control parameter RET is not
monotonic, i.e., depending on the physical characteristics, a low CQI might
be improved by either increasing or decreasing the RET, respectively. If the
value of the cell load rises above a threshold, then CCO attempts to activate
small cells that may be able to take over some of the UE generated load. Note
that some CCO approaches may also adapt the TXP of the cell's antenna, i.e.,
they increase or decrease the power.

Mobility Robustness Optimization (MRO) aims at improving the handover per-
formance between a cell and its neighboring cells by minimizing unnecessary
handovers, speci�cally so-called ping-pongs. A handover ping-pong happens if
a UE is handed over to a neighboring cell and quickly afterwards is handed over
back to the initial cell. This may be caused by the layout of the roads, e.g.,
if the vertex of a street curve is just extending into the neighbor cell whereas
the sides are in another cell. MRO monitors the KPI handover ping-pong rate
of a cell and, if the ping-pong rate is above a threshold, adjusts the virtual
cell borders by increasing the CIO to problematic neighbors. Note that MRO
may also monitor and optimize other KPIs like too-early or too-late handover
rates.

Mobility Load Balancing (MLB) aims at reducing the load of a cell by virtually
shrinking the cell such that UEs are handed over to neighboring cells. There-
fore, it monitors the KPI cell load of a cell and, if it is above a given threshold,
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reduces the CIO to neighboring cells. This is supposed to cause UEs that are
at the border between the two cells to handover to the neighbors which also
transfers their load to the neighbors.

Energy Saving Management (ESM) is switching o� small cells that are not nec-
essary in order to save energy. ESM monitors the KPI cell load of a small
cell which is an indication of the activity in a cell. If the KPI drops below
a given threshold, then ESM turns it o� and, thus, reduces the KPI energy
consumption of the assigned macro cell (see Chapter 3.3.1.2). Hence, the ESM
function aims to reduce the energy consumption on a best-e�ort basis without
actually monitoring this KPI. The ESM function is con�gured and executed
solely on macro cells and controls their assigned small cells. Consequently,
ESM has no e�ect in a macro cell without any small cells.

SON functions are typically not orthogonal to each other, i.e., they interfere and
in�uence each other (see SON function con�icts in Chapter 2.1.5). Among the 4
considered functions, there are speci�cally the following relations:

CCO and ESM work against each other since CCOmay turn on small cells, whereas
ESM may turn them o�. In principle, CCO may increase the energy consump-
tion and ESM may increase the cell load of the macro cell.

MRO and MLB work against each other since MROmay increase the CIO, whereas
MLB may decrease it. In principle, MRO may increase the cell load and MLB
may increase the handover ping-pong rate.

All might in�uence each other since their changes of the network con�guration may
a�ect other KPIs. For instance, if MRO virtually increases the cell size by
shifting the virtual cell border, this may reduce the overall CQI in the cell as
more distant UEs need to be served.

3.3.3 SON Operations

The ODSO system is supposed to automate all tasks necessary to operate a SON-
enabled mobile network such that the objectives of the MNO are satis�ed as much
as possible. Therefore, the ODSO architecture, depicted in Figure 3.9, consists of
three functional components that perform the necessary tasks.

SON management component con�gures the SON (see Chapter 4). This com-
prises, on the one hand, setting the SON function con�guration for all SON
functions and, on the other hand, providing the estimated SON function e�ects
to the other two ODSO components. The latter is a model of the expected
e�ects of the SON function with the current con�guration. The computation
is based on SON function models which allow predicting the expected e�ects
of possible SFCs.
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Figure 3.9: Overview of the architecture of ODSO.

SON coordination components aims at detecting con�icting network con�guration
changes by the SON functions and resolving them by selectively blocking con-
�icting changes (see Chapter 5). This means that a SON function requests
the permission for a recon�guration of a network cell and SON coordination
either accepts or rejects it. The computation is based on coordination models,
speci�cally a con�ict detection model that allows identifying possible con�icts,
a coordination constraint model that de�nes technical constraints for con�ict
resolution, and the SON function e�ects provided by SON management. Fur-
thermore, SON self-healing is informed about the activity of the SON functions
in order to detect anomalies in their behavior that might indicate failures.

SON self-healing component detects and mitigates uncommon problems that go
beyond the capabilities of the SON functions (see Chapter 6). These can be
hardware and software failures of the BSs but also rare environmental condi-
tions that render the SON functions ine�ective and even counterproductive.
Therefore, it may control the execution of the SON functions by directly trig-
gering them and adjusts SON coordination accordingly. The computation is
based on self-healing models and the SON function e�ects provided by SON
management. The former allow detecting and diagnosing problems based on
monitored data from the network and alarms from the SON, as well as the
determination of recovery actions.
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Each of the three components draws on speci�c models that formalize the tech-
nical expertise necessary for the respective task. These models are supposed to be
provided by both the vendors of the SON functions and the operational personnel.
Whereas the former may mainly provide the SON function models, the latter can
provide MNO-speci�c procedures and recovery actions. Nevertheless, from the oper-
ator point of view, ODSO is primarily steered through the formalized representation
of the objectives in the objective model. Thereby, all three components base their
computation on the same objective model. Apart from this, they are provided with
PM, CM, and FM data in order to monitor the network.
Figure 3.10 shows the architecture from a run-time point of view and outlines the

chronological activity of the three main components. The network collects measure-
ments and provides the derived KPI values in regular intervals named granularity
periods. The SON function execution is synchronized with this period such that
the functions are triggered right after a granularity period has ended and a new set
of KPI values is available. It can be seen that the management, self-healing, and
coordination component are not executed in the same intervals: First, the coordina-
tion component is executed periodically after the execution of the SON functions.
Second, the self-healing component is constantly monitoring the network and SON
for problems, and, once a failure is detected, the diagnosis is performed on-demand
and appropriate SON functions are triggered. Third, the execution of the manage-
ment component is triggered in longer time intervals whenever the recon�guration
of the SON might be necessary, e.g., twice a day to adapt the SON to night and day
respectively.

3.4 Generic Component Design

ODSO is not solely an architecture which structures the tasks related to SON op-
erations into three components, but also proposes a framework for decision making
in each component. Its main goal is to automate the integration of the technical
expertise for the respective task with the overall operational objectives. Hence,
the technical models needed for determining possible courses of action need to be
separated from the operational objectives in the objective model, which should be
accomplished with the actions. Based on this, the ODSO framework performs a
two-step decision making process as depicted in Figure 3.11:

Action proposal evaluates the technical models in the operational context. The
result of this step is a set of technically feasible actions in the current oper-
ational context along with the e�ects these actions might produce. Thereby,
the e�ects are described in terms of stochastic KPI distributions, i.e., the
expected KPI values after the execution of the action. A possible implementa-
tion of the action proposal can be an action policy system that determines the
feasible actions and their e�ects depending on the operational context using
condition-action rules.

Action selection performs a con�ict resolution between the possible actions, since
usually not all can and should be executed at the same time. Often, only
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one single action should be executed. However, the con�ict-resolution can
also be more complex such as in SON coordination presented in Chapter 5.
Therefore, this step evaluates the action e�ects with respect to the operator
objectives and selects a con�ict-free subset of the actions which maximizes
the satisfaction of the objectives. Thereby, the objective model encodes the
MNO's preferences over the KPIs in a speci�c operational context.

ODSO Component

Action Proposal Action SelectionTrigger Actions
Feasible Actions & 

Effects

Context Data
(PM / FM / CM)

Network

Objective ModelTechnical Models

Figure 3.11: The two-step decision making process in ODSO. The steps of the
generic ODSO component design are drawn in blue.

ODSO is a PBM system (see Chapter 2.2) based on knowledge, i.e., the technical
models, and driven by a utility-function policy, i.e., the objective model. In this
way, it enables autonomic operation of the SON. Technically, ODSO can also be
seen from a di�erent point of view: ODSO is a PBM system based on a con�ict-
containing action policy, i.e., the technical models, and an objective-driven con�ict
resolution. Both are valid views on the concept that help understanding ODSO.
In the following, the generic design of the ODSO components is presented. The

action proposal can only be abstractly outlined since concrete implementations
strongly depend on the implemented SON operations task. Because these three
tasks are quite diverse, the speci�c implementations are presented in the sections
presenting the respective tasks. However, the action selection, speci�cally the valu-
ation of the feasible actions with respect to the operational objectives, is common
among the tasks and, hence, presented in detail here.

3.4.1 Technical Model

The technical model contains the technical expertise of the MNO and the SON func-
tion vendors. This means that the technical models enables the action proposal to
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determine applicable actions and their expected e�ects on the network performance
with respect to a speci�c operational context. Thereby, the e�ects are usually not
deterministic and, hence, a probabilistic representation is adopted.

3.4.1.1 Actions

The actions that the ODSO can perform depend on the implemented SON operations
task, i.e., SON Management, SON coordination, or SON self-healing. For instance,
SON management considers the con�guration of the SON functions as an action
whereas SON coordination sees the acknowledgment of a SON function execution
request as an action. For the presentation of the generic component design, we
adopt a generalized de�nition: the actions need to be atomic in the sense that they
can be executed alone and then produce some e�ect.
It is important to distinguish between two concepts: the abstract method of

performing some task and the instantiation of this method such that the task is
performed on some concrete entity. In the ODSO concept, the former is referred to
as a procedure whereas the latter is referred to as action. Speci�cally that means
that, �rst, it is not de�ned on which network cell a procedure is executed, and,
second, an action combines a procedure and the network cell it is performed on. For
instance, the con�guration of an MRO function with a speci�c SFC is a procedure,
however, this speci�c con�guration applied to a speci�c network cell is an action.
Note that all SON functions and, consequently, all actions in the ODSO concept are
focused on a speci�c cell as described in Chapter 3.3.2.

De�nition 3.5 (Action). Ã represents the set of all possible procedures that an
ODSO system can perform. A particular procedure is denoted as ã ∈ Ã. ã contains
no information where, i.e., on which network cell, it is executed.
An action a = (ã, c) with a ∈ A such that A = Ã × C is an instantiation of the

procedure ã ∈ Ã that should be executed on cell c ∈ C.

For simplicity, we de�ne projections on A as projÃ(a) = ã and projC(a) = c if
and only if a = (ã, c).

3.4.1.2 E�ects

The e�ect of an action describes the expected KPI values after the execution of
the action in a probabilistic way. Therefore, for each KPI k ∈ K, we de�ne Vk as a
probabilistic variable over the possible values Dom(k) of k. The e�ect represents the
joint probability distribution Pr

(⋃
k∈K Vk

)
over the random variables for all KPIs.

Speci�cally for this thesis, Pr (VCQI, VPipo, VLoad, VEnergy) is the joint probability dis-
tribution over the possible future values of the KPIs CQI, handover ping-pong rate,
cell load, and energy consumption. Furthermore, Pr (VCQI ∈ W ) denotes the prob-
ability that the value for the CQI will be within a value range W ⊆ Dom(CQI) in
the future.
The KPIs are assumed to be probabilistically independent of each other, hence, the

joint probability can be calculated based on the marginal probabilities for each single
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KPI as Pr
(⋃

k∈K Vk
)

=
∏

k∈K Pr(Vk) [Geo13]. Hence, we can de�ne a univariate
probability distribution for each KPI independently of the other KPIs instead of
de�ning a multivariate distribution over all KPIs together. This assumption makes
the following computations tractable, as explained in Chapter 3.4.4. Consequently,
the e�ect of an action can be represented as a collection of continuous probability
density functions one for each KPI. So, an e�ect can be seen as a probabilistic
system state, i.e., the probability density functions expresses that an action has an
impact on the KPI and the probability that the value of a KPI is within some range
of the KPI values. Since the domains of the KPIs are continuous, the probability
distributions are represented by continuous probability densities.

De�nition 3.6 (KPI e�ect). A KPI e�ect fk : Dom(k)→ R+ for some KPI k is a
probability density function over the domain Dom(k) of k ∈ K, with R+ denoting
the set of positive real numbers including zero, i.e., R+ = [0,∞). fk is de�ned as a
probability distribution over the random variable Vk for k, i.e., the probability that
the future value of k will be in the rangeW ⊆ Dom(k) is Pr(Vk ∈ W ) =

∫
W
fk(v) dv.

Fk = [Dom(k)→ R+] denotes the function space of all probability density functions
for a k ∈ K. As for each probability density function, the probability densities must
sum to 1, i.e.,

∫
Dom(k)

fk(v) dv = 1.

De�nition 3.7 (E�ect). An e�ect f : K →
⋃
k∈K Fk is a mapping from a KPI

k ∈ K to its respective KPI e�ect fk ∈ Fk for the very same k. The set of all
possible e�ects is denoted as F.

Figure 3.12 depicts four exemplary probability distributions of an action on the
KPI cell load. The uniform distribution in blue represents the expectation that
the cell load will be less than 0.6 without any further knowledge, i.e., equally dis-
tributed. Hence, it is not expected that the value of cell load will greater than 0.6,
e.g., fLoad(0.8) = 0. However, below the threshold, the probability is uniformly dis-
tributed meaning that each value is equally likely, e.g., fLoad(0.5) = 1.67. Similarly,
the triangular distribution in green expresses the expectation that the cell load will
be below 0.6. However, hereby lower values are less likely than higher values. Both
can be seen as examples for an e�ect that has been de�ned by a human operator for
an MLB function with the activation threshold 0.6. The triangular distribution is
supposed to be more accurate for this example: it is more likely that the cell load is
close to the threshold than close to 0 as the cell load, in general, is expected to be
high and MLB only aims to keep it below the threshold. Furthermore, Figure 3.12
shows also a normal distributed KPI e�ect in red (with mean 0.5 and variance 0.1),
which might be learned automatically from simulations. Similarly, the arbitrary
distribution in cyan is a more complex example for a learned e�ect. Note that the
maximum density values of the distributions can be greater than 1 since the integral
of each, i.e., the area below the curve, must sum up to 1.
Figure 3.13 provides an example, how two KPIs e�ects are composed into a joint

probability distribution over the two KPIs as the product of the marginal prob-
abilities. Thereby, the graphs on the edges show the marginal KPI probability
distributions and the graph in the middle shows the joint distribution.
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Figure 3.12: Exemplary uniform, triangular, normal, and arbitrary distributed e�ect
of an action on the KPI cell load.
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Figure 3.13: Contour plot of the three-dimensional, exemplary e�ect of an action on
the KPIs cell load and handover ping-pong rate.
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An e�ect f is referred to as complete, i.e., for each KPI k ∈ K a probability
density for the expected KPI values fk is de�ned. However, an action must not
necessarily a�ect all KPIs, e.g., an MRO function has, in general, no in�uence on
the KPI energy consumption. In such cases, the action has a partial e�ect.

De�nition 3.8 (Partial KPI e�ect). A partial KPI e�ect f⊥k : Fk ∪ {⊥} for some
KPI k is either a complete KPI e�ect fk : Fk or ⊥ that denotes no e�ect on k.
F⊥k = Fk ∪ {⊥} denotes the set of all partial KPI e�ects. Hence, the domain of
complete KPI e�ects is a subset of the domain of partial KPI e�ects, i.e., Fk ⊂ F⊥k .

De�nition 3.9 (Partial e�ect). A partial e�ect f⊥ : K →
⋃
k∈K F

⊥
k is a mapping

from a KPI k ∈ K to its respective partial KPI e�ect f⊥k ∈ F⊥k for the very same k.
The set of all possible partial e�ects is denoted as F⊥.

3.4.1.3 Representation

The implementation of a technical model depends on the actual use case it should
be used in and the way it is elicited. In its most simple form, a technical model
TM : C × X → P(A × F⊥) represents a mapping from a network cell c ∈ C and
an operational context x ∈ X to a set of pairs (a, f⊥) ∈ A × F⊥ representing the
applicable actions a ∈ A and their e�ects f⊥ ∈ F⊥. The implicit assumption is
that f⊥ a�ects the network cell projC(a) = c on which a is executed. In principle,
there are two means to gather the required information: either a human user types
the information in or the system automatically gathers it using machine learning
techniques (see [RN10] for a general overview).
If the model is developed by a human expert using his knowledge, then a reason-

able representation can be an action policy containing rules of the form:

IF c o n d i t i o n ( c e l l , c on t e x t ) THEN a c t i o n YIELDS e f f e c t

Thereby, condition ( cell , context) is some condition on the cell c ∈ C and the current
operational context x ∈ X, action is an action a ∈ A, and e�ect is a partial e�ect f⊥ ∈
F⊥. In principle, it is a condition-action-e�ect representation, i.e., if the precondition
condition (c , x) is true then the action a could be executed and will lead to e�ect
f⊥. Consequently, the rules need to be con�ict-free in the sense that one action is
not proposed with two di�erent e�ects. Otherwise, a con�ict resolution approach is
required, e.g., a combination of the e�ects as described in Chapter 4.3.3.2. However,
this action policy must not be confused with the utility function policy that controls
the ODSO components.
In case the e�ect model is automatically generated using machine learning, such a

human readable representation is not necessary. Instead, the computer can directly
learn, e.g., the coe�cients of a linear function mapping from an action and a context
to the expected partial e�ects.
In any case, it might be necessary to restrict the technical model, e.g., in order to

ensure that speci�c regulatory requirements like maximum transmission powers of
BSs are met. Such additional constraints can either be accounted for
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� during the creating of the technical model by limiting the proposed actions in
some context,

� before the execution of the action proposal by preprocessing the technical
model and, e.g., removing violating rules, or

� during the execution of the action proposal by removing violating actions from
the set of feasible actions.

3.4.2 Action Proposal

Using the technical models and the current operational context, the action proposal
determines a set of applicable action instances and their respective expected e�ects,
referred to as action-e�ect set. Consequently, each action has exactly one assigned
e�ect.

De�nition 3.10 (Action-e�ect set). The action-e�ect set

AF = {(a, f) | a ∈ A is an applicable action, f ∈ F is the expected e�ect of a}

is the set of pairs of applicable actions a and their respective complete e�ects
f . For a pair (a, f) ∈ AF, f is the expected resulting e�ect on the network cell
projC(a) = c that a is executed on. That is, f represents the probability distribu-
tion Pr

(⋃
k∈K Vk | a

)
.

The technical model typically de�nes partial e�ects, however, the action-e�ect
set AF contains solely complete e�ects. It is one of the tasks of action proposal to
transform these partial e�ects into complete e�ects by using the current network per-
formance, i.e., the expected complete e�ect f if the action a with the corresponding
partial e�ect f⊥ is executed in the current operational context x. The result is that
all a�ected KPIs of f⊥, i.e., all k ∈ K with f⊥k 6= ⊥, will take on the expected KPI
densities whereas the values of the non-a�ected KPIs, i.e., all k ∈ K with f⊥k = ⊥,
will stay the same as in x. In this case, the KPI e�ects of the non-a�ected KPIs
are not probabilistic but deterministic, i.e., there is exactly one KPI value known
to occur. The Dirac distribution allows combining discrete and continuous proba-
bility measures [Geo13] by modeling a discrete, deterministic e�ect as a probability
density function:

δξ(v) =

{
∞ if v = ξ

0 otherwise
with

∫
Dom(k)

δξ(v) dv = 1. (3.1)

For instance, the e�ect density for the KPI k with the deterministic e�ect 0.6 is
δ0.6(v). This e�ect is shown in Figure 3.14a in green. As can be seen, a Dirac
distribution is a single, in�nitely high spike at ξ and everywhere else 0.
Using the Dirac distribution, it is possible to de�ne a merging function that trans-

forms a partial e�ect into a complete e�ect based on the context. Thereby, this merge
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can be weighted probabilistically with ρ in case the partial e�ect of an action does
materialize with some probability. The ρ can be seen as the probability that the
action will be e�ective. Based on this, the probability that a value from the com-
bined e�ect of the expected KPI e�ect f⊥k 6= ⊥ and the Dirac distribution δx(c,k) of
the current KPI value x(c, k) will be in the value range W ⊆ Dom(k) is

Pr(Vk ∈ W | f⊥k ,x(c, k), ρ) = ρ ·

∫
W

f⊥k (v) dv

+ (1− ρ) ·

∫
W

δx(c,k)(v) dv


=

∫
W

ρ · f⊥k (v) dv

+

∫
W

(1− ρ) · δx(c,k)(v) dv


=

∫
W

ρ · f⊥k (v) + (1− ρ) · δx(c,k)(v) dv. (3.2)

De�nition 3.11 (E�ect merging function). The merging function µ : F⊥ × C ×
X × [0, 1] → F transforms a partial e�ect into a complete e�ect for the cell c ∈ C
using the operational context x ∈ X:

µ(f⊥, c,x, ρ) = k 7→ µk(f
⊥(k), c,x, ρ)

such that

µk(f
⊥
k , c,x, ρ)(v) =

{
ρ · f⊥k (v) + (1− ρ) · δx(c,k)(v) if f⊥k 6= ⊥
δx(c,k)(v) otherwise.

Thereby, the partial e�ect is supposed to materialize with the probability ρ ∈ [0, 1].
As can be seen, µk(f⊥k , c,x, ρ) represents the probability distribution Pr(Vk |
f⊥k ,x(c, k), ρ) (see Equation 3.2) for f⊥k 6= ⊥.

Figure 3.14 shows an example for merging an e�ect for the KPI k with probability
ρ = 0.5. Figure 3.14a depicts a probabilistic KPI e�ect f⊥k , namely a normal
distribution, in blue, and a deterministic KPI e�ect δ0.6 in green. Since f⊥k 6= ⊥,
i.e., there is a de�ned e�ect on k, the resulting merged distribution looks like the
red plot in Figure 3.14b. As can be seen, the values of f⊥k (v) are half as high since
the probability that a speci�c v of f⊥k materializes is 0.5 · f⊥k (v). Similarly, the spike
at 0.6 is also half as high, which, however, cannot be drawn. Notice that the result
would be either exactly f⊥k or δ0.6 if ρ = 1.0 or ρ = 0.0 respectively. One example
use case with 0 < ρ < 1 will be presented in Chapter 6: a network problem might
be caused by a root cause with some probability ρ and, hence, the recovery of the
root cause might produce a positive e�ect also with a probability ρ.
In the simplest form, the action proposal corresponds to a simple evaluation of the

technical model TM for the network cell c ∈ C in the current operational context
x ∈ X and a merging of the expected partial e�ects with x, i.e.,

AF = {(a, f) | a ∈ A, f ∈ F, (a, f⊥) ∈ TM(c,x), f = µ(f⊥, c,x, 1.0)}. (3.3)
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(a) The probabilistic action e�ect and the deterministic context e�ect.
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(b) Resulting merged e�ect.

Figure 3.14: Visualization of the merging of an e�ect with the current context.

The following chapters describing the ODSO components will adapt the generic
concepts of the technical model and the action proposal in order to ful�ll the use
case-speci�c requirements.

3.4.3 Objective Model

In ODSO, the execution of the SON is guided by operator objectives. MAUT
provides a comprehensive and proven framework to analyze and make decisions in
probabilistic environments. It is a natural solution to the decision problem encoun-
tered in ODSO: the system makes a decision between alternative actions based on
the utility of their e�ects.
The objective model is a machine-readable representation of the operational ob-

jectives. As outlined in Chapter 3.1.1, there are three properties that the objec-
tives should ful�ll: they de�ne context-dependent KPI targets that have a speci�c
importance in order to allow trade-o�s. This section presents a MAUT-based ob-
jective model that ful�lls these requirements: prioritized utility functions de�ne
KPI targets, weights enable trade-o�s between them, and context conditions allow
context-dependency.
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3 Objective-Driven SON Operations

3.4.3.1 Utility Functions

MAUT is based on the de�nition of utility functions which map concrete values
of attributes, i.e., in case of ODSO these are the KPIs, to a normalized measure
representing the utility to the decision maker, i.e., MNO. The normalization of the
KPI values to a range [0, 1], with 0 representing the least preferred values and 1
representing the most preferred values, makes the di�erent KPI measures commen-
surable, i.e., comparable, and enables the combination of the utilities of di�erent
KPIs.

De�nition 3.12 (Utility function). A utility function for a KPI k ∈ K is de�ned
by ok : Dom(k)→ [0, 1].

The de�nition of the correct utility that accurately describes the preference of the
MNO is essential for the system to make correct decisions. However, their elicitation
is usually a di�cult task. Hence, most approaches for multi-criteria decision making
consider speci�c parametric functions and concentrate on the elicitation of the cor-
rect parameters. Thereby, a number of di�erent utility functions are possible which
have di�erent properties (see [NGA08] for a comparison in the area of access net-
work selection). There are four main types of functions as depicted in Figure 3.15.
They are distinguished by their slope or marginal utility, i.e., the added utility by a
slight increase in the underlying KPI value, at di�erent regions of the KPI values.
This change in the marginal utility can be interpreted as di�erent risk attitudes of
the MNO in uncertain situations [Win04, Ch. 13].
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Figure 3.15: The four most common types of utility functions.
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In order to present them, consider that the current performance of the KPI de-
picted in Figure 3.15 is 0.2 (left dashed line). Furthermore, there are two actions with
two possible e�ects: E�ect 1 represents the certain KPI value 0.5 (center dashed
line) whereas E�ect 2 represents the possibility to get a KPI value of 0.8 (right
dashed line) with 50% probability and to stay at 0.2 with 50% probability. Note
that the expected KPI value of both e�ects is 0.5.

Linear utility functions represent a constant marginal utility and expresses risk-
neutral behavior. That is, the MNO is indi�erent between E�ect 1 and E�ect
2 since the expected utility in both cases is 0.5. This is referred to as rational
behavior.

Concave utility functions represent decreasing marginal utility and express risk-
averse behavior. That is, the MNO prefers the deterministic E�ect 1 with a
utility of 0.71 to the probabilistic E�ect 2 with an expected utility of 0.67.
This means that the MNO is inclined to select an action whose e�ect slightly
improves the KPI value with a high probability instead of an action whose
e�ect strongly improves the value but with smaller probability.

Convex utility functions represent increasing marginal utility and express risk-
seeking behavior. That is, the MNO prefers the probabilistic E�ect 2 with
a utility of 0.34 to the probabilistic E�ect 1 with an expected utility of 0.25.
This behavior is contrary to the concave utility function. It means that the
MNO is inclined to select an action whose e�ect strongly improves the KPI
value with a small probability instead of an action whose e�ect slightly im-
proves the KPI value with a high probability.

S-shaped utility functions show an increasing marginal utility for low KPI values
and a decreasing marginal utility for high values. Hence, it can be seen as a
combination of the concave and convex utility function. As a result, the MNO
is willing to take risks if the deterministic improvements are small but avoids
risks if the certain e�ects are huge. Typically, the utility function is formalized
using a sigmoid function.

3.4.3.2 Priorities

The de�nition of an accurate utility function is a di�cult task. If they are not cor-
rectly set, then the system might focus on the improvement of the wrong KPI in a
particular problem situation. However, network management as well as the report-
ing and evaluation by the operational personnel is currently mainly controlled by
thresholds (see Chapter 3.1.1.1). These thresholds allow simple and comprehensible
decision making and, so, provide some guarantee on the behavior of the system.
With the de�nition of priority ranges on the KPIs, ODSO can mimic this compre-
hensible, goal-based behavior in order to ease objective model creation. The idea of
priority ranges is twofold: KPI thresholds are transformed into priority ranges and
utility functions de�ne the operator preferences within each range.
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Generic thresholds on KPI values are transformed into ranges of KPI values with
di�erent priorities. For instance, the threshold v > 0.4 for a KPI is translated into
two priority ranges, {v | 0.4 < v} and {v | v ≤ 0.4}. Obviously, the former KPI
range can be seen as the goal states regarding the threshold and the latter are the
unacceptable KPI values. Since MNOs may like to de�ne several thresholds per
KPI, e.g., a minimal threshold for acceptable values and a stretching threshold for
optimal values, the resulting priority ranges are ranked according to an assigned
priority. Thereby, values of a range with higher priority are in�nitely more preferred
than the values of a range with a lower priority.

De�nition 3.13 (Priority). D = {1, . . . , ND} is the totally ordered set of ND ∈ N
priorities under the normal < order. Thereby, a priority di ∈ D is more important
than dj ∈ D if and only if di < dj.

In principle, there can be any �nite number of priority ranges de�ned. Given the
requirements for the objectives, this work regards only three priority ranges, i.e.,
ND = 3, and 1 ∈ D is more important than 2 ∈ D and 2 ∈ D is more important
than 3 ∈ D, which represent the following three identi�ed priority ranges:

Unacceptable range de�nes the worst KPI values. That is, a value in this range
is typically considered an error. This range has the priority 1.

Acceptable range de�nes the KPI values that are acceptable but that should be
optimized. This range has the priority 2.

Optimal range comprises the optimal KPI values. This range has priority 3.

For a single KPI, the consideration of priority ranges is important for the eval-
uation of probabilistic e�ects, since the MNO prefers actions that maximize the
probability to achieve values that satisfy the most important priority range �rst.
For instance, consider Figure 3.15 with the certain E�ect 1 and the probabilistic
E�ect 2 again, and suppose there is a threshold v > 0.4. Then the MNO, indepen-
dently of the utility function, would prefer E�ect 1 since it satis�es the priority range
{v | v > 0.4} with certainty whereas E�ect 2 only has a 50% change for that. As a
result, the de�nition of the priority ranges induces an in�nitely risk-averse behavior.
In other words, it is strictly more important to avoid KPI values below the threshold
then it is to gain more optimal value above the threshold. This becomes even more
obvious when considering several KPIs since the ranges are consistently de�ned for
all KPIs, i.e., for each KPI the MNO de�nes the values for the same priority ranges.
The important idea of priority ranges is then, that the MNO aims to satisfy the
most important priority range for all KPIs before optimizing a speci�c, single KPIs.
In other words, in contrast to general MAUT, the achievement of di�erent priority
ranges is not traded-o� against each other.
In order to exemplify the concept of priority ranges, consider the two KPIs cell

load and handover ping-pong rate depicted in Figure 3.16. Both are minimizing
KPIs, i.e., their value should be as low as possible. For each KPI the three priority
ranges have been de�ned by setting a threshold marking the minimum aspired KPI
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value for each. The priority range below the threshold should be avoided since they
are considered as a violation. The priority range above the threshold, however, is
considered as good. Based on that, if two system states are compared, then the
state which satis�es the higher priority range is seen as better. Consider the four
depicted system states for these two KPIs marked with A,B,C,D:
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Figure 3.16: Example of three priority ranges for two KPIs.

� The state A is the most preferred state, i.e., A % B,C,D, because it is the
only state that is in the optimal priority range for both KPIs. Note that even
though state B is, compared with A, much better regarding the cell load and
just a little worse regarding the ping-pong rate, A will always be preferred to
B since the satisfaction of the priority ranges is strictly more important than
the actual KPI values.

� The states B and C are more preferred than D, i.e., B,C % D, because both
satisfy the good state for at least one KPI. The preference order between B
and C depends on the utility functions and weighting of the KPIs.

� D is the least preferred system state.

Within each priority range, utility functions de�ne the preference of a speci�c
system state as depicted in Figure 3.17. For each KPI k ∈ K and each priority
range d ∈ D, the MNO has to de�ne a utility function ok,d which allows comparing
the MNO preferences between two system states that are in the same priority range.
Based on that function, the actual KPI values of a priority range are implicitly
de�ned: a KPI value v is in a priority range if and only if its utility is greater than
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0 and less than 1. Hence, the range for KPI k ∈ K and priority d is given by
{v ∈ Dom(k) | 0 < ok,d(v) < 1}. As can be seen in Figure 3.17, the priority ranges
are non-overlapping meaning that for each KPI value v, there is only one utility
function with 0 < ok,d(v) < 1. For a speci�c utility function, on the one hand, KPI
values with a utility of 0 are outside of the priority range and belong to a range with
a higher priority, and, on the other hand, KPI values with a utility of 1 are outside
of the priority range and belong to a range with lower priority.
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(a) Maximization KPI objective.
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(b) Achievement KPI objective.

Figure 3.17: Visualization of two KPI objectives, each with the three priority ranges.

Consider the maximizing KPI objective Figure 3.17a: there are the three priority
ranges determined by three linear utility functions that are de�ned according to the
acceptable and unacceptable threshold. One can see that, according to the de�nition,
the unacceptable range covers KPI values 0 ≤ v ≤ 0.33, whereas values 0.33 < v ≤
0.66 and 0.66 < v ≤ 1.0 are considered acceptable and optimal respectively. In
the same way, Figure 3.17b shows that this idea cannot solely be applied to KPIs
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that should be maximized or minimized, but also to those for which a speci�c value
should be achieved.
Based on that, we can de�ne a KPI objective as a de�nition of the operator

objectives regarding the KPI values.

De�nition 3.14 (KPI objective). A KPI objective ok = (ok,1, . . . , ok,ND
) for a KPI

k ∈ K is a vector of ND utility functions, one for each priority. The utility functions
must ful�ll two constraints: First, they must be ordered in the sense that the value
of a utility function is always greater or equal to the lower prior utility functions,
i.e.,

∀v ∈ Dom(k).∀d1, d2 ∈ D, d1 < d2. ok,d1(v) ≥ ok,d2(v).

Second, they must be non-overlapping in the sense that a KPI value must be in
exactly one priority range, i.e.,

∀v ∈ Dom(k).∃d1 ∈ D. 0 < ok,d1(v) < 1∧
∀d2 ∈ D, d1 6= d2. ok,d2(v) = 0 ∨ ok,d2(v) = 1.

The set of all possible KPI objectives for k is denoted Ok.

Consequently, we solely consider KPI objectives of the form ok = (ok,1, ok,2, ok,3)
in this work. Furthermore, we de�ne projections projd(ok) = ok,d for all d ∈ D to
produce the utility function for the priority d. Note that the de�nition of the KPI
objective does also allow leaving out a priority range if not necessary, e.g., if there
is only 1 threshold for a KPI. In this case, the utility functions for the not needed
priorities can be simply set to the constant 1.
It is important to notice that the priority ranges are not weighted with the priority

but lexicographically ordered according to the priority. The lexicographical ordering
requires a speci�c evaluation strategy since it cannot be represented with a contin-
uous utility measure as explained in Chapter 2.3.3.2. In principle, the weight of a
higher priority range would be in�nite in comparison to a lower priority range. How-
ever, this cannot be calculated. If the priorities would be weights then it is possible
to calculate a KPI utility capturing all priority ranges as ok(v) =

∑
d∈D d · ok,d(v)

However, this is not intended.
The important advantage of the priority range approach is that the behavior of

the ODSO system is to some extent directly controllable and, thus, predictable for
the operator. The reason is that KPI values in di�erent priority ranges are incom-
mensurable, i.e., the system does not trade-o� unacceptable performance of one
KPI with the optimal performance of another KPI. Speci�cally, consider two per-
formance states of a cell: the �rst comprises an unacceptable CQI and an optimal
cell load whereas in the second both KPIs are acceptable. In classical utility theory
without priorities, it is possible that both performance states are considered equally
preferred since the optimal cell load compensates the unacceptable CQI. In contrast
to that, the priorities in ODSO force the system to prefer the second state since ac-
ceptable KPIs are always preferred to unacceptable KPIs. As can be seen by this
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discussion, the priority ranges enable the MNO to de�ne guardrails that ensure sim-
ple and comprehensible decision making on large scales while also providing complex
and autonomic decision making on small scales. This simpli�es the migration to the
utility-function based ODSO from traditional threshold-based network operations
as it given the operators greater con�dence in autonomic SON operations. Due to
this guardrail control, the operators may even waive the de�nition of sophisticated
utility functions and, instead stick to simple linear functions between the thresholds.

3.4.3.3 Weights

In order to combine the utility for the di�erent KPIs, MAUT uses aggregation
functions. The simplest aggregation is the additive aggregation which, however,
requires additive independence as explained in Chapter 2.3.3.1. We assume this to
be true since the KPIs are seen as independent of each other. However, if this does
not hold, the additive aggregation is still preferable, as explained in Chapter 2.3.3.1,
because of the small number of required parameters and the typically small error of
this simple approach.

De�nition 3.15 (KPI weight). A KPI weight wk ∈ [0, 1] represents the relative
importance of the KPI k ∈ K for the operator. Thereby, the applicable weights in a
speci�c context must be normalized, i.e.,

∑
k∈K wk = 1. The set of all possible KPI

weights is denoted as Wk = [0, 1]

The weights allow comparing two system states by enabling to trade-o� the di�er-
ent utilities per KPI and to calculate an overall utility. Figure 3.18 depicts a radar
chart visualizing example weights for KPIs CQI, handover ping-pong rate, cell load,
and energy consumption during busy hours and at night. In the former case, it is
most important for the MNO to provide the customers with the best experience
possible, so, that the three quality KPIs CQI, handover ping-pong rate, and cell
load are weighted to be the most important ones. In the latter case, however, it is
shown that the MNO is willing to trade the quality o� with reduced costs by putting
more weight on the goal to decrease the energy consumption. However, notice again
that a utility is calculated for each priority range.

3.4.3.4 Context Condition

Like the e�ect model, the objective model is context-dependent, i.e., the KPI objec-
tives and weights depend on the operational context, i.e., the characteristics of the
network cell, in which they should be evaluated. For instance, consider an urban
HetNet environment with several small cells that are deployed to provide capacity.
The objectives for these cells during the day might be to improve the data perfor-
mance, i.e., achieve a high throughput and reduce the load. However, at night, the
objectives might change such that saving energy is more important, i.e., the energy
consumption by the BS should be low. This is visualized in Figure 3.18.
The context condition can be any predicate that evaluates the properties of the

operational context, i.e., PM, CM, FM, or operational data. However, for the
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Figure 3.18: Examples for KPI weights during busy hours and night-time.

formalization of the context-dependency of the operational objectives, as presented
here, the context dependency solely materializes in the fact that the objective model
is not de�ned as a set of KPI objectives and weights but instead as a mapping.

De�nition 3.16 (Objective model). The objective model OM : C × X → [K →
(Ok × Wk)k∈K ] is a function from a network cell c ∈ C in a speci�c operational
context x ∈ X to a cell-context-speci�c objective model, i.e., a mapping from a KPI
k ∈ K to a pair of a KPI objective ok ∈ Ok and KPI weight wk ∈ Wk for k. OM(c,x)
denotes the cell-context-speci�c objective model for cell c in the operational context
x, and OM(c,x; k) = OM(c,x)(k) = (ok, wk) denotes the respective cell-context-
speci�c KPI objective ok and KPI weight wk for KPI k

3.4.3.5 Representation

As outlined in Chapter 2.3.3.1, the elicitation of the utility functions and weights
for the KPI objectives is a non-trivial task. The ODSO priorities are an attempt to
support this process. Operators traditionally use KPI thresholds to de�ne accept-
able, unacceptable, and maybe optimal behavior. These thresholds are captured in,
e.g., the description of the operational objectives or an SLA (see Chapter 3.1.1.1).
ODSO priorities enable operators to directly express KPI thresholds in terms of pri-
ority ranges. Furthermore, the achievement awards or violation penalties assigned
to the thresholds can be used as an indication for the weighting of the di�erent KPI
objectives.
For instance, consider two thresholds on the KPI cell load that de�ne acceptable

and optimal KPI values: for all v ∈ Dom(Load) with Dom(Load) = [0.0, 1.0], 0.6 <
v ≤ 0.8 are acceptable and all v ≤ 0.6 are considered optimal. These thresholds
can be represented with the KPI objective oLoad = (oLoad,1, oLoad,2, oLoad,3) whereby
the objective functions must ful�ll: (0 < oLoad,1(v) < 1) ⇐⇒ v ∈ (0.8, 1.0],
(0 < oLoad,2(v) < 1) ⇐⇒ v ∈ (0.6, 0.8], and (0 < oLoad,3(v) < 1) ⇐⇒ v ∈ [0.0, 0.6].
As a �rst step to de�ne such utility functions, the operator might apply linear utility
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functions of the form

linear(t1, t2)(x) = min

(
max

(
x− t1
t2 − t1

, 0

)
, 1

)
. (3.4)

As can be seen, this de�nes a linear function with the range [0, 1] and the de�ned
values linear(t1, t2)(t1) = 0 and linear(t1, t2)(t2) = 1. Based on this, the oper-
ator can de�ne oLoad,1 = linear(1.0, 0.8), oLoad,2 = linear(0.8, 0.6), and oLoad,3 =
linear(0.6, 0.0). The resulting KPI objective de�nition is depicted in Figure 3.19.
These utility functions might later be replaced with, e.g., concave utility function,
which represent the MNO preferences more correctly. Notice, it is also possible to
de�ne speci�c target values for KPIs instead of thresholds, e.g., the cell load should
be as close to 0.6 as possible, with a similar approach using KPI objectives as shown
in Figure 3.17b.
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Figure 3.19: Visualization of the example KPI objective for cell load.

One way of implementing the objective model is a set of rules:

IF c o n d i t i o n ( c e l l , c on t e x t ) THEN kp i o b j e c t i v e WITH we ight

where condition ( cell , context) is some condition on the cell to which the objective
should be applied and the current operational context, kpi objective is the de�nition
of the KPI objective, i.e., the prioritized utility functions, and weight is the weight
of the KPI objective. For instance, the following rule de�nes that during the busy
hours, i.e., between 08:00 and 17:59, in an urban location, the CQI is unacceptable
below 0.5 and optimal above 0.8, and that the satisfaction of that KPI objective has
a weight of 0.3.

IF t ime i n [ 0 8 : 0 0 , 1 7 : 5 9 ] AND l o c a t i o n ( c e l l ) = urban
THEN CQI = l i n e a r ( 0 . 6 , 0 . 8 ) WITH 0 .3

Thereby linear (0.6, 0.8) de�nes a KPI objective with linear utility functions as shown
in Equation 3.4 for the thresholds 0.6 and 0.8. This results in the KPI objective for
the CQI oCQI = (linear(0.0, 0.6), linear(0.6, 0.8), linear(0.8, 5.5547)).

80



3.4 Generic Component Design

Notice that an objective model comprising a set of rules is an action policy. Hence,
the consistency of the resulting KPI objectives must be ensured in every possible
context: �rst, there must be a KPI objective-weight-pair for every KPI, second, there
must be a single KPI objective and a single KPI weight for each KPI, and, third, the
weights must sum up the 1. Whereas the �rst requirement can be satis�ed with the
de�nition of default objectives and weights, the second can be handled with stan-
dard con�ict resolution approaches for action policies (see Chapter 2.2.1). The last
consistency constraint merely requires a simple normalization of the weights during
the evaluation of the rules. In the following, we assume that these requirements are
ful�lled.

3.4.4 Action Selection

In a speci�c operational context x ∈ X, the system needs to make a decision for an
action to take. In order to act rational in this setting, the system needs to select the
action based on the maximization of the expected utility, i.e., the action with the
highest expected utility. However, since the KPI objectives de�ne priority ranges,
this selection has to consider the lexicographical order of the action utility within
each range. Hence, the process is twofold: �rst, the expected utility for each action
and each priority range is calculated and, second, the action utilities are compared
considering the priority ranges.
In the following, consider the applicable KPI objectives and weights for the net-

work cell c ∈ C in the context x ∈ X as OM(c,x; k) = (ok, wk) for each KPI
k ∈ K. For the following presentation of the approach, consider the set of KPIs
to be K = {1, . . . , NK} with |K| = NK . The calculation of the overall expected
utility of an action a ∈ A is only reasonable with respect to the objectives of a single
priority range d ∈ D. Therefore, let o∗,d be a mapping from a KPI k ∈ K to the
respective utility function with the priority d such that o∗,d(k) = projd(ok) = ok,d.
Furthermore, consider (a, f) ∈ AF to be a pair of a feasible action with projC(a) = c
and its e�ect from the action-e�ect set produced by action proposal.
In general, the expected utility of a continuous action e�ect f with respect to the

priority KPI objectives o∗,d according to utility theory is:

E [o∗,d(f)] =

∫
· · ·
∫

×k∈K Dom(k)

f(v1, . . . , vNK
) · o∗,d(v1, . . . , vNK

) dv1 . . . dvNK
(3.5)

with×k∈K Dom(k) = Dom(1)× · · · × Dom(NK) denoting the cross product of the
KPI domains for all KPIs k ∈ K, f(·) representing the joint probability distribution
for the values v1, . . . , vNK

of all KPIs 1, . . . , NK induced by f , and o∗,d(·) being a
respective multi-attribute utility function for o∗,d. As can be seen, this turns out to
be a complex multiple integral over all KPI domains.
Since the system state considered by the utility function consists of di�erent at-

tributes, i.e., KPIs, a multiattribute utility function which combines the utilities per
KPI is required. As motivated in Chapter 3.4.3.3, the weighted sum aggregation is
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used, i.e.,

o∗,d(v1, . . . , vNK
) =

∑
k∈K

wk · ok,d(vk) (3.6)

with ok,d = o∗,d(k).
Equation 3.5 can be computationally very complex due to the multidimensional

integral. However, the predicted e�ects for each KPI, i.e., the probability den-
sity functions, are independent of the predicted e�ects of the other KPIs, i.e., the
multivariate probability density is the product of the univariate probability density
distributions (see Chapter 3.4.1.2):

f(v1, . . . , vNK
) =

∏
k∈K

fk(vk) (3.7)

with f(k) = fk.
Feeding Equation 3.6 and Equation 3.7 into Equation 3.5 �nally allows us to

rewrite the expected utility as the sum over the expected utilities per KPI (see [Fis70,
pp. 149-150]) as shown in Equation 3.8 on Page 83.
The simpli�ed calculation in Equation 3.8 is in practice computationally tractable.

The complexity of the calculation is linear growing with the number of KPIs, i.e.,
O(|K|). Furthermore, the single integrals over each KPI domain can be e�ciently
and accurately calculated using algorithms like Simpson's rule [Wei00]. Another
approach could be to discretize all KPI domains, i.e., divide it into small, discrete
buckets. This approach has been used in the evaluation of the ODSO concept as
outlined in Chapter 7.2.3. If the multivariate probability f(v1, . . . , vNK

) would not be
the result of probabilistic independent marginal utility per KPI, i.e., if the KPIs are
somehow connected, the expected utility in Equation 3.5 cannot be simpli�ed like
this. Hence, the complexity grows exponential with the number of KPIs, i.e., O(c|K|),
making the problem intractable. In such case, its value can be approximated us-
ing statistical integration methods based on Monte Carlo sampling [Wei00][Win04].
Unfortunately, these methods are computationally much more complex.
Using Equation 3.8 it is possible to calculate the expected utility over all KPIs

for each priority range.

De�nition 3.17 (Expected utility for one priority). ud ∈ [0, 1] denotes the expected
utility for the priority d ∈ D of a complete e�ect f on cell c ∈ C in the context
x ∈ X with respect to the objective model OM. It is calculated according to ud =
E [o∗,d(f)] =

∑
k∈K wk ·

∫
Dom(k)

fk(v)·projd(ok)(v) dv such that (ok, wk) ∈ OM(c,x, k)

for each KPI k ∈ K.

De�nition 3.18 (Expected utility vector). u = (u1, . . . , uND
) denotes an expected

utility vector, or just utility vector, that contains the expected utility for all ND

priorities. Hence, u ∈ ([0, 1])d∈D. E [o∗,∗(f)] ∈ ([0, 1])d∈D denotes the expected
utility vector of the complete e�ect f under the objectives o∗,∗ = (o∗,1, . . . , o∗,ND

),
i.e., E [o∗,∗(f)] = (E [o∗,1(f)] , . . . ,E [o∗,ND

(f)]) = u.
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E [o∗,d(f)] =

∫
· · ·
∫

×k∈K Dom(k)

f(v1, . . . , vNK
)︸ ︷︷ ︸

Equation 3.7

· o∗,d(v1, . . . , vNK
)︸ ︷︷ ︸

Equation 3.6

dv1 . . . dvNK

=

∫
· · ·
∫

×k∈K Dom(k)

(∏
k∈K

fk(vk)

)
·

(∑
k∈K

wk · ok,d(vk)

)
︸ ︷︷ ︸

factor in sum

dv1 . . . dvNK

=

∫
· · ·
∫

×k∈K Dom(k)

∑
k∈K︸︷︷︸

sum rule for integrals
(∏
k′∈K

fk′(vk′)

)
︸ ︷︷ ︸

rewriting

·wk · ok,d(vk)

 dv1 . . . dvNK

=
∑
k∈K

∫
· · ·
∫

×k∈K Dom(k)︸ ︷︷ ︸
reordering of integrals ∏
k′∈K\{k}

fk′(vk′)

 · fk(vk) · wk · ok,d(vk) dv1 . . . dvNK

=
∑
k∈K

∫
Dom(k)

 ∫
· · ·
∫

×k′∈K\{k} Dom(k′) ∏
k′∈K\{k}

fk′(vk′)

 · fk(vk) · wk · ok,d(vk)︸ ︷︷ ︸
constant for all k′

dv1 . . . dvNK
\ dvk

 dvk

=
∑
k∈K

∫
Dom(k)

fk(v) · wk · ok,d(v)· ∫
· · ·
∫

×k′∈K\{k} Dom(k′)

 ∏
k′∈K\{k}

fk′(vk′)

 dv1 . . . dvNK
\ dvk


︸ ︷︷ ︸

=1 by De�nition 3.6

dv

=
∑
k∈K

∫
Dom(k)

fk(v) · wk︸︷︷︸
constant for all v

·ok,d(v) dv

=
∑
k∈K

wk ·
∫

Dom(k)

fk(v) · ok,d(v) dv. (3.8)
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Furthermore, we de�ne a projection projd(u) = ud to produce the expected utility
of priority d for the utility vector u = (u1, . . . , uND

).
For each KPI, i.e., attribute, the utility of the e�ects is based on two criteria: �rst

the probabilistic satisfaction of the priority ranges and, second, the probabilistic
KPI values within each range. Figure 3.20 visualizes the calculation of the expected
utility for di�erent priorities for one KPI. Thereby, the colored areas represent the
expected utility for each priority.
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Figure 3.20: Visualization of the calculation of the utility. The expected utility for
each priority is the area below the utility graph with the same color.

According to utility theory, an action a1 is preferred to another action a2 if the
expected utility of the e�ect of a1, u1, is higher or equal than the expected utility
of the e�ect of a2, u2. That is, a1 % a2 ⇐⇒ u1 ≥ u2. However, we de�ne an
expected utility per priority range whereas the expected utility of a higher priority
is in�nitely more important than the expected utility of a lower priority, i.e., the
operator concentrates �rst on the high priority KPI values and then on the lower
priority KPI values. Hence, the preferences over the actions is de�ned by a lexico-
graphical order over the expected utility vectors of the outcomes of the actions. In
this way, the presented priority-based multi-criteria decision making problem aims
at maximizing the expected utility along the priority ranges from high to low.

De�nition 3.19 (Ordering of expected utility vectors). Two utility vectors u′ =
(u′1, u

′
2, u
′
3), u′′ = (u′′1, u

′′
2, u

′′
3) are lexicographically ordered with ≥D: (R)d∈D×(R)d∈D

according to the priority as

u′ ≥D u′′ ⇐⇒ ∃di ∈ D. ∀dj ∈ D, dj < di. u
′
dj

= u′′dj ∧ u
′
di
≥ u′′di .
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De�nition 3.20 (Action preference). The preference of an action a′ with the cor-
responding utility vector u′ over an action a′′ with the utility vector u′′, is de�ned
as

a′ % a′′ ⇐⇒ u′ ≥D u′′.

Figure 3.21 exempli�es the preference ordering for the example introduced in
Figure 3.15. Due to the formal de�nitions, it is now possible to totally order the
system states A, B, C, and D according to the operator objectives. Let uA =
(1.0, 1.0, 0.25), uB = (1.0, 0.75, 0.42), uC = (1.0, 0.95, 0.0), and uD = (0.8, 0.42, 0.0)
be the utility vectors of the system states A to D. Consequently, A % C % B % D
because (1.0, 1.0, 0.25) ≥D (1.0, 0.95, 0.0) ≥D (1.0, 0.75, 0.42) ≥D (0.8, 0.42, 0.0).
Speci�cally, C % D since 1.0 = 1.0 ∧ 0.95 ≥ 0.75.

Unacceptable Acceptable Optimal

A (1.00, 1.00, 0.25)

C (1.00, 0.95, 0.00)

B (1.00, 0.75, 0.42)

D (0.80, 0.47, 0.00)
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Figure 3.21: Example utilities for three priority ranges and two KPIs.

3.5 Operations Process

The process of operating a SON changes with the introduction of ODSO. In manual
SON operations mode, the human operator has to manually adapt the SON con�g-
uration, i.e., perform a SON change, if either a context change, an objective change,
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or a technical change happens as outlined in Chapter 3.1.3. Thereby, the former typ-
ically requires the adaptation of single cells whereas the latter two generally a�ect
the whole network. This leads to the automation and dynamics gaps.
The ODSO concept overcomes the automation gap with the introduction of sepa-

rated, formalized models for the operational objectives and the technical expertise.
This loosens the tight integration between both types of knowledge and enables
their separate evolution as depicted in Figure 3.22. If the operational objectives
change (indicated by the yellow marks on the time line), e.g., due to a new market-
ing campaign, the operator only needs to adapt the objective model independently
of the technical model. Hence, the operator controls the SON through the objec-
tives. Conversely, changes in the technical expertise (indicated by the blue marks
on the time line), e.g., due to the deployment of a new SON function, require only
the adaptation of the technical models independently of the objective model. As a
result, both models can evolve independently without interference which simpli�es
their maintenance.
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Figure 3.22: The ODSO concept decouples the di�erent changes such that the objec-
tive model and the technical models can evolve independently of each
other. The main e�orts for SON operation are performed automatically
by the ODSO system.

Although the formalization of the operational objectives and technical expertise
into the respective models requires some manual e�orts (indicated by the partial
yellow and blue cogwheels next to the operators in Figure 3.22), the main part of
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the automation gap, i.e., bringing together the objectives and the expertise to derive
the SON con�guration, is performed automatically by the ODSO system (indicated
by the partial yellow and blue cogwheels next to the ODSO system). Furthermore,
ODSO enables overcoming the dynamics gap since the automatic derivation of the
SON changes can be performed whenever a change in the context (indicated by
the green marks on the time line), operational objectives or technical expertise
occurs without any human involvement (indicated by the green cogwheel next to
the ODSO system). This allows adapting the SON to the concrete characteristics
of the network, thereby, lifting formerly wasted potentials for optimization.
Although the two model types can evolve independently of each other, they need

to satisfy a property in order to enable the automated combination of both: the
e�ects determined by the action proposal based on the technical models must �t
to the utility functions de�ned in the objective model. In the end, this boils down
to the fact that both must be de�ned over the exact same set of KPIs K with the
same domain Dom(k) and semantics for each KPI k ∈ K. In the presentation so
far, this property was implicitly assumed. This is not a large assumption since a
lot of the basic KPIs are standardized, e.g., [3GP15g] de�nes common KPIs for
LTE. If this assumption cannot be ful�lled, it is necessary to establish a translation
between the KPI e�ects and KPI objectives, i.e., a transformation from a KPI value
in a technical model to KPI values in the objective model. Thereby, the mapping
between technical and objective KPIs can be 1 : 1, 1 : n, m : 1, or m : n. This
approach, however, is not new and commonly known in the research area of data
integration [Len02].

3.6 Related Work

The contributions of ODSO for overcoming the manual gap of SON operations can
be divided into two aspects: on the one hand, it de�nes a PBM system based on a
utility-function policy that enable autonomic operations of a SON and, on the other
hand, it provides an architecture with three distinctive components that perform
all tasks related to SON operations. Thus, this section presents the related work
according to these two aspects.

3.6.1 Policy-Based Management

In this chapter, we present other PBM approaches capable of overcoming the manual
gap without a focus on SON. Thereby, they are sorted along the employed policy
types as in Chapter 2.2.

3.6.1.1 Action Policy

There is a considerable body of work regarding the use of action policies in network
management. This approach is even standardized by the Internet Engineering Task
Force (IETF) under the term PBM [Moo+01][Ver02]. Further noticeable is the
work under the term PBNM that has been coined in [Str03]. Other examples of
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this category can be found in [Pha+08][Rom+10]. A detailed presentation of these
approaches is, however, omitted since, in principle, they do not allow autonomic
operations as ODSO. This is shown in the following.

Operations Process As outlined in Chapter 2.2.1, an action policy-based system,
in principle, captures the results of a complex decision performed by a human oper-
ator in rules. Figure 3.23 depicts a possible operations process induced by the usage
of an action policy for overcoming the manual gap of SON operations. The policy is
a set of IF context condition THEN action rules manually created by the operator based
on the operational objectives and the technical expertise (indicated by the yellow
and blue cogwheels next to the operator). In principle, these capture the result of
the operator's decision making, i.e., action, for each and every operational context
identi�ed by the context condition . That means, for �xed operational objectives and
technical expertise, the operator needs to project his thoughts into each possible op-
erational state the network might be in, decide which action to perform, and record
it as a rule. This can be seen as a manual pre-compilation of the autonomic decision
making performed by the ODSO components. Of course, the operator practically
just thinks through some distinctive operational situations since, theoretically, the
number of states is often in�nite. The complete process needs to be reiterated when-
ever one of the inputs, i.e., objectives or expertise, changes (indicated by the yellow
and blue marks on the time lines). This is because the action policy intertwines
both inputs such that e�ects of the objectives and the technical expertise on the
rules of the policy are hardly distinguishable.
As depicted in Figure 3.23, an action policy system allows overcoming the dy-

namics gap, i.e., it can automatically adapt the SON con�guration (indicated by
the green cogwheel next to the action policy system) according to variations in the
operational context (indicated by the green marks on the time line). However, the
automation gap, i.e., the adaptation of the SON to new operational objectives or
technical expertise, is left open and still needs to be performed manually.
An action policy system does not fully satisfy the requirements for autonomic SON

operations. This has two main disadvantages: First, the maintenance of the action
policy is costly since it needs to be completely recreated if either the operational
objectives or the technical expertise changes. Second, it is hard to consider uncer-
tainty in such a rule system. Nevertheless, it also has two main advantages: First,
it is a simple, easy to understand model that is broadly used and well-known in net-
work management. Second, the direct control via the IF context condition THEN action

leads to a comprehensible behavior of the system and enables the operator to verify
operational decisions in advance.

Policy Re�nement The widespread adoption of PBNM lead to a number of ap-
proaches to ease the creation of the action policy. Most common are policy re�ne-
ment approaches which allow an abstraction of the concepts used in an action pol-
icy [Mee+06][Gal+12][Rom12]. As depicted in Figure 3.24, these approaches start
with a business policy, i.e., a set of action rules with operator concepts. The rules
describe under which conditions an actions needs to be executed, however, the terms
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Figure 3.23: An action policy system enables automated SON operations in response
to context changes. The action policy still needs to be manually derived
from the objectives and the expertise, though.

used in the condition and action parts are business objects and business properties
which do not directly correspond to real systems, e.g., �time = business_hours�
refers to the time period when businesses are typically open. That allows the op-
erator to de�ne the behavior of the network in abstract operator concepts without
any knowledge of the concrete technical implementation. In order to be executable,
the business policy needs to be re�ned into a technical policy, i.e., a set of action
rules with technical concepts, e.g., �time = [08:00, 17:59]� refers to the concrete
time period between 8 am and 6 pm. Therefore, policy re�nement approaches re-
quire some kind of concept model which maps the operator concepts to technical
concepts, e.g., �time 7→ time� and �business_hours 7→ [08:00, 17:59]�. Note that the
mapping can be more complex, e.g., a business concept can be mapped to several
technical concepts.

It is important to notice that, although the business policy allows the abstract
de�nition of the action rules, it is still a direct de�nition of the behavior of the
network in terms of actions that need to be taken under some condition. In prin-
ciple, policy re�nement can be seen as a translation of action rules between two
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Figure 3.24: Comparison between re�nement of action policies (yellow) and planning
for utility function policies (blue).

languages [Rom12]. Hence, the business policy still mixes up the objectives with
the technical expertise.

In contrast to policy re�nement, ODSO is based on a utility function policy that
directly expresses the technical objectives as depicted in Figure 3.24. As can be seen,
this behavioral abstraction is orthogonal to the conceptual abstraction performed
by policy re�nement. Since the objectives of the MNO can be context-dependent
(see Chapter 3.1.1.3), the technical objectives may also be a set of rules. However,
they do not de�ne an action to be taken in the conclusion but instead a technical
objective, i.e., prioritized utility functions and weights for the di�erent KPIs. For
instance, �Pipo < 5% WITH 1� represents a simple, one priority utility function
on the KPI handover ping-pong rate with the weight 1. In order to determine the
actual action to be taken, the system must perform a decision making or planning
process in order to determine an action or a set of actions, respectively, that achieves
the objectives. Therefore, the system requires an action-e�ect model which de�nes
the e�ects of the actions. In ODSO these are provided by the technical models.
Note that ODSO does not create the technical policy but instead can perform the
decision making in each decision situation for the concrete context.
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The objects in the rules of the technical objectives are de�ned using technical
concepts, i.e., they are de�ned on the same level of abstraction with respect to the
rule concepts. Since the two presented dimensions of abstractions are orthogonal,
the two abstraction approaches can also be combined to allow the de�nition of busi-
ness objectives, i.e., a utility function policy with business concepts. Note that the
business objectives can be similar to the business goals introduced in Chapter 3.1.1
though.

3.6.1.2 Goal Policy

A PBM approach based on a goal policy already allows autonomic behavior and,
thus, overcoming the manual gap of SON operations. However, goals are less expres-
sive than utility functions as outlined in Chapter 2.2.2. Hence, a goal policy would
only allow to de�ne satis�cing objectives as they are typically de�ned in SLAs but
no maximization objectives going beyond that.
An often cited approach for PBM based on a goal policy is presented in [Ban+05].

They present a two-step approach comprised of a goal re�nement and action policy
creation: First, high-level goals, i.e., desired system states, in terms of business
concepts are manually re�ned into low-level goals in terms of technical concepts.
Thereby, they propose the usage of re�nement patterns that provide some process
guidance. Second, an action policy is derived from the technical goals. Although,
the authors call this step also policy re�nement, according to the classi�cation used
in this work, it is a decision making step. Thereby, the proposed policy actions are
actually action sequences that need to be performed to achieve the goal. These are
planned using abductive reasoning and event calculus based on a detailed model of
the action e�ects and the environment.
In [AB07], the authors present a PBM system that combines a con�icting action

policy with a goal policy for con�ict resolution. Thereby, the goals are KPI targets
derived from SLAs for data center management. Consequently, the technical model
is a set of con�icting action rules that propose actions in response to speci�c events.
In order to resolve the con�icts the system employs a mathematical queuing model
to simulate the e�ects of an action on the KPIs. Such a mathematical formulation
is very di�cult to create for RAT operations, though. Finally, the action which
maximizes the weighted sum of satis�ed KPI targets is selected.
A PBM approach for Information Technology (IT) service management based

on SLAs is presented in [BST06]. The approach aims at enabling the control along
business objectives while requiring as little e�ort as possible to model the involved IT
systems. The business objectives are target values for KPIs derived from SLAs that
can be weighted to represent their importance. In contrast to the ODSO objectives,
however, the objectives can be de�ned as aggregates over time periods, e.g., �the
aggregate service revenue generated over the current three-month period must be
above 100,000 $� [BST06, p. 47]. Such future objectives are not seen relevant for SON
management here, though, since the KPI objectives are not de�ned as aggregates.
Instead, they should be satis�ed in every granularity period instantly. The technical
model allows estimating the probability of the KPI values in the future for a speci�c
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course of action given the current system state. This de�nition is quite similar to
the technical models required for ODSO. Based on that, the approach can estimate
the utility of each course of action as the weighted sum of the probabilities that the
objectives might not be satis�ed in the future.
In [Bal+08], the authors present a very similar concept for self-optimization in

mobile networks4. Thereby, the operator de�nes an overall goal over the KPIs
based on thresholds. The technical model is a set of con�icting action rules that
propose possible optimization actions and a self-learned dynamic Bayesian net that
allows estimating the probability of satisfying the goals for each action. These
ambiguities about the possible courses of actions are resolved by selecting the action
that maximizes the probability that the goal is achieved.

3.6.1.3 Utility Policy

The use of utility policies in PBM is not a new idea. However, most of the related
work utilize simple utility functions to represent the objectives. Putting this in
the context of SON operation, this would mean that the operator cannot prioritize
speci�c value ranges for the KPIs. As a result, this leads to a more complicated
objective elicitation and less predictable system behavior.
A common approach to create simple utility functions is to compute and use the

negative distance to target values for KPIs. At �rst sight these approaches seem like
goal policy PBM system, but they actually use linear utility functions with possibly
negative values. For instance, in [SK05], the authors propose a network management
system that autonomically con�gures routers in a network to provide di�erent user
classes with their required QoS in terms of target values for KPIs like bandwidth
and delay. The technical model is represented as a set of forecast functions that
are learned during execution. These enable the system to predict the e�ects of
some con�guration change on the KPIs. Based on this, the system can predict and
maximize the expected utility as the weighted sum of the KPI utilities for di�erent
con�gurations. Similarly, [KD07] presents an autonomic data center management
system called Unity. The manager has the task to allocate servers either to web
server node groups for load balancing or to a free pool. The decision-making is
based on simple, linear utility functions for the response times of each web server
group and the number of unassigned servers in the pool. Thereby, the response time
utility is de�ned as the negative distance to a target response time. Based on this,
the manager aims at maximizing the sum of the utilities. The estimations of the
response times for a speci�c allocation of servers were estimated using a queuing
model which corresponds to a technical model. This is comparable to the queuing
model used in [AB07].
[NGA08] present a comprehensive study on utility theory for access network se-

lection. Therefore, they analyzed di�erent parameterized utility functions and pro-
posed the usage of an adapted sigmoid function. Additionally, they also proposed
the usage of a product function (multiplicative multi-criteria utility) as utility aggre-

4The authors actually refer to self-healing, however, their de�nition is more related to self-
con�guration and self-optimization as used in this thesis.
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gation since, in their use case, the overall utility must be 0 if one component utility
is 0, i.e., the attributes are not utility-independent if one attribute utility is 0. Based
on this rather theoretical work, [Mot+14] presents a framework called OppLite for
load-balancing (o�-loading) for mobile networks. The management application that
is running on the UEs decides whether it normally connects to a BS, acts as a relay
node, or opportunistically connects to a relay. This decision is based on the criteria
number of neighbors, battery lifetime, and link quality. They also use sigmoidal
utility functions and multiplicative multi-criteria utility aggregation. The decision
making is based on a �xed threshold on the utility of the current situation. Hence,
this approach does not predict the e�ects of the decisions making and a technical
model is not necessary.

[Ant+99][Cra+03] present a framework for multi-criteria optimization of routing
paths in �xed networks. Instead of requiring the MNO to de�ne a utility func-
tion, the approach is based on thresholds for acceptable (reservation) and requested
(aspiration) values for each criterion, i.e., KPI. These thresholds, referred to as
soft-constraints, de�ne four types of priority ranges: range A where all requested
thresholds are satis�ed; B ranges where at least for one KPI the requested threshold
is satis�ed and the acceptable thresholds for the other KPIs; C ranges where all
acceptable thresholds are satis�ed; and D ranges where no threshold is met. Based
on this, the optimization algorithm aims at �nding solutions, i.e., routing paths,
which are in range A. Thereby, the selection in the range is guided by a linear utility
function that is constructed from the thresholds. If there is no solution in range A,
search continues in B ranges and so forth. In this work, the technical model is a
model of the network that allows the estimation of the criteria values. The idea of
the soft-constraints is similar to the prioritized utility functions in ODSO. However,
the latter can actually be seen as an extension of the former providing several ad-
vantages: on the one hand, it allows a �ne-grained de�nition of the utility functions
for each priority range, and, on the other hand, it enables decision-making with
stochastic e�ects of the actions which might probabilistically violate the thresholds.

As stated in Chapter 3.4, ODSO can be seen as PBM system based on an ac-
tion policy for action proposal and utility-based con�ict resolution. The authors
of [BB08] propose a system that also adopts this idea. The starting point is an
action policy with many con�icts, i.e., its evaluation proposes a number of actions
whereby only one action is allowed. From the rules, a state space is derived based
on the used metrics and thresholds in the condition parts, e.g., a condition like
CQI > 0.6 would result in two metric ranges, one for values greater than 0.6 and
another for values less than 0.6, that are �nally cross-multiplied with other metric
ranges to form the states. That is, the objectives are de�ned over discrete KPI
domains. Based on a linear utility function and weight for each metric, the utility
of a state is a kind of weighted sum of the metric utilities. Compared to ODSO,
the objective de�nition is rather simple. However, the focus of this work is that
the system learns the best action to take in each system state using reinforcement
learning. That is, it learns an estimation of the expected utility of the state that the
system will transition to if an action is executed. As a result, the technical model,
i.e. the e�ects of an action, are learned at run time. This is similar to the forecast
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functions presented in [SK05], as outlined above.
ACCENT [TC09] is a similar approach which, however, is based on an explicit

formulation of the action e�ects in advance. Hence, it is closely related to the
approach in ODSO. The objective model is a set of context-dependent objectives
that de�ne linear utility functions on KPIs. The technical model is a set of action
rules which de�ne actions to perform together with an estimation of their e�ects.
Based on these models, the system can determine the applicable actions and their
respective e�ects in the current context, and resolve the con�icts among the actions
based on their estimated utility. Compared to ODSO, the approach does neither
consider stochastic actions with probabilistic e�ects nor prioritized objectives ranges.

3.6.2 SON Operations

In the following, related work focusing speci�cally on the operation of a SON is
presented. In general, most of this work has been done within funded research
projects aiming at developing SON. Therefore, the respective projects and their
contribution to an architecture for SON operations are presented. Related details
regarding the tasks of each speci�c component, i.e., management, coordination, and
self-healing, are presented in the respective chapters later.

3.6.2.1 3GPP Standardization

The 3GPP does not provide an architecture for the operation of a SON, speci�cally
not an autonomic approach as represented by ODSO. Nevertheless, [3GP13, An-
nex A] provides a simple target achievement evaluation to assess the result of the
optimization by some SON function. Although this is supposed to support moni-
toring of a SON, it can be seen as operational objectives. The target achievement
is based on the de�nition of thresholds and weight for the network KPIs. Using
this, the total target achievement is de�ned as the weighted sum of the di�erences
between target values and actual performance for each KPI. Similar to the approach
in [SK05] presented above, this can be seen as unnormalized, linear utility functions.

3.6.2.2 SOCRATES Project

The Self-Optimisation and self-Con�guRATion in wirelEss networkS (SOCRATES)
research project [SOC11] was running from 2008 until 2010 and supported by the
European Union under the 7th Framework Program. It involved academic and
industrial partners from six European countries. The project aimed at �the develop-
ment, evaluation and demonstration of concepts, methods and algorithms for self-
con�guration, self-optimisation and self-healing in LTE networks� [Kür+10, p. 17].
Hence, it was a project speci�cally targeting SON. Starting with 24 identi�ed use
cases, the project developed a holistic view on SON and elaborated nine use cases
in detail. Although the project focused on LTE, the developed methods might also
be applied to other technologies like 3G systems.
With respect to SON operations, SOCRATES was among the �rst to acknowledge

that the execution of independent SON functions, i.e., SON functions that do not
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know about each other, needs to be �harmonized�, i.e., controlled such that the SON
functions jointly work towards the same goal [Sch+11]. Therefore, the project intro-
duces a SON coordinator which performs three main tasks: �rst, the harmonization
of the con�guration of the SON functions, here referred to as policies, second, the
harmonization of the actions of the SON functions at run time, and, third, the de-
tection and correction of undesired behavior by the SON functions at run time. As
can be seen, these tasks nicely resemble the three SON operations tasks presented
in this work: SON management, SON coordination, and SON self-healing.
The common goal of network operations towards which the SON functions should

work, is provided as an operator policy containing high-level performance objectives
like target user performance and cell performance values and coordination-speci�c
aspects [Kür+10]. Thereby, the performance objectives can depend on the cell type,
location, and other factors. Furthermore, the policy de�nes trade-o�s between com-
peting objectives, e.g., weights between metrics or priorities between functions. The
operator policy is re�ned into cell-speci�c policies, each capturing the performance
objectives relevant for the speci�c cell. Each cell-speci�c policy is further translated
into SON function-speci�c policies that control the behavior of the SON functions.
Besides that, the operator policy is also re�ned into a SON coordinator-speci�c
policy which controls con�ict detection and resolution between the SON functions
at run time as well as the detection of undesired behavior. This translation and
harmonization process is performed by a component referred to as policy function.
As can be seen, this PBM concept enables an autonomic operations of a SON along
operator objectives.
In summary, the interesting ideas presented in SOCRATES have the potential

to overcome the manual gap of SON operations. However, the project did not
elaborate the concept beyond these rather abstract ideas. This is not surprising
since the project's focus was the development of the SON functions themselves.
In particular, the policy function, i.e., the derivation of the SON function-speci�c
and coordination policies, is only identi�ed as a task that is not straightforward
and an open issue [Sch+11][Kür+10]. Although [Cru+11] presents some additional
abstract implementation considerations, a lot of questions regarding the accomplish-
ment of e�cient SON operations where not answered [Ban11]. The ODSO concept
was inspired by their work, picked up some ideas, and re�ned them into a holistic
framework for autonomic SON operations.

3.6.2.3 UniverSelf Project

The UniverSelf research project [Uni10] was running from 2010 until 2013 with the
support of the European Union under the 7th Framework Program. It brought to-
gether 17 partners from industry and academia from 10 countries with the �aim of
overcoming the growing management complexity of future networking systems, and
to reduce the barriers that complexity and ossi�cation pose to further growth� [Uni10,
�About UniverSelf�]. Therefore, the project developed the Uni�ed Management
Framework (UMF) and applied it to six use cases including �SON and SON Collab-
oration according to Operator Policies� [Uni12b, p. 1] which comprised the devel-
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opment of SON functions as well as an operations approach for their management
and coordination [Uni12b].
UMF [Tsa+13] is a framework for network management based on Network Em-

powerment Mechanisms (NEMs), i.e., automatic functions that solve speci�c prob-
lems. An NEM can be seen as a generalization of a SON function beyond mobile
networks. The NEMs are controlled, i.e., operated, by the UMF core comprising of
a governance component that con�gures the NEMs with a policy, the coordination
component that coordinates the concurrent execution of the NEMs, and a knowledge
component that collects, reasons, and disseminates information about the network.
Between these three components, there is a well-de�ned exchange of information and
control: the governance component sets the coordination policy as well as the infor-
mation collection policy, the coordination informs the governance if it experiences
abnormal behavior, and the knowledge component provides information to all com-
ponents. Obviously, these components can be mapped to the ODSO components
SON management and SON coordination, as well as the technical models and the
operational context. Furthermore, some kind of self-healing as envisioned in ODSO
is performed by the UMF coordination component as well.
The governance component provides a human-to-network interface allowing the

operator to easily de�ne high-level policies for the operation of the network. These
policies are action policies de�ned over abstract concepts. Based on that, the gov-
ernance component performs a policy re�nement over three layers of abstraction
in order to derive policies that speci�cally control the NEMs, i.e., SON function
con�gurations. Thereby, possible con�icts in the policies are resolved as well.
In comparison with ODSO, UMF provides a more complex framework that can

be applied to a broad spectrum of use cases. It can be �tted to SON operations and
provides a similar architecture to ODSO. The latter, however, has been speci�cally
developed for SON and, so, accounts for the speci�c characteristics of SON oper-
ations. Actually, [Uni12d][Alt+13] outline proof of concepts for SON management
and SON coordination. However, the utilized action policies inherently do not allow
an autonomic PBM as it is envisioned by ODSO.

3.6.2.4 COMMUNE Project

The COMMUNE research project [COM11] was running from 2011 until 2014 with
the goal to develop a solution for network management under uncertainty �due to the
inherent complexity of the network� [COM11, �Scope of COMMUNE�]. It involved
12 partners from industry from 5 di�erent European countries and was supported
by Celtic-Plus. As a result, the project developed a generic autonomic management
framework and applied it in 4 scenarios: SON, machine-to-machine communications,
�ber-to-the-home, and peer-to-peer overlay streaming.
The autonomic framework developed in COMMUNE is called Generic ARchitec-

ture of Self-Organized Networks (GARSON) [Luo+13]. It divides cognitive functions
into six parts: the Autonomic Monitoring Plane monitors the network and computes
statistics, the Knowledge Plane contains the logic to make decisions based on the
monitored data, the Autonomic Actuating Plane executes the decisions, the Cogni-
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tive Plane performs machine learning and adapts the logic of the Knowledge Plane,
and the Policy Control Plane enables management of all parts. As can be seen, these
planes to some extent overlap with the steps of the MAPE loops. The policy for
controlling the GARSON functions is an action policy that either triggers speci�c
actions or set some thresholds of the functions in response to some events. Since
GARSON foresees a hierarchical architecture of the autonomic network, comprising
domain level, inter-domain level, and top level, the policy may need to be re�ned
from a high-level policy to a technical policy.
Despite the scenario of autonomic management of SON, COMMUNE did not

provide a consistent approach for SON operations as ODSO does. Instead, the
focus laid on developing cognitive, i.e., self-learning, SON functions that �t into the
general GARSON framework. Regarding RAN operations, COMMUNE developed
a self-healing, coordination, and energy savings function [Bar+13a]. However, it
remains unclear how these functions are operated.

3.6.2.5 SEMAFOUR Project

The SEMAFOUR research project [SEM12], running from 2012 to 2015, aimed to
develop a �uni�ed self-management system, which enables the MNOs to holistically
manage and operate their complex heterogeneous mobile networks� [SEM12]. It
involved eight partners from industry and academia from six di�erent European
countries and was supported by the European Union under the 7th Framework
Program. SEMAFOUR had two main outcomes: on the one hand, develop a set
of multi-RAT / multi-layer SON functions for HetNets, and, on the other hand,
conceive an integrated SON operations system, referred to as integrated SON man-
agement.
Although a considerable part of the idea of the ODSO approach where brought into

the SEMAFOUR project, the resulting architecture evolved di�erently. SEMAFOUR
de�nes four components for SON operations [Cam+15]: Policy-based SON Man-
agement (PBSM) that corresponds to ODSO management, SON coordination that
corresponds to ODSO coordination and self-healing, monitoring and diagnosis that
corresponds partially to the ODSO operational context, and the decision support
system that performs network planning and has no correspondence in ODSO. In
contrast to ODSO, only the PBSM component is controlled with a policy. The coor-
dination component, however, is supposed to receive priorities for the SON functions
from the PBSM component which derived them from the policy. However, this pro-
cess is has not been investigated.
The policy for controlling the PBSM is a goal policy de�ned on network cell-level

KPIs [Göt+15]. Thereby, the KPI objectives can be context dependent and weighted
according to their importance. The context is reduced to a prede�ned number of
context classes that combine the values for several possible context properties. The
technical model to derive the SON con�guration is similar to the ODSO technical
models, with the exception that they are deterministic. This makes them to some
extent incorrect in the probabilistic environment. In contrast to ODSO the goal
policy approach used in SEMAFOUR does not provide fully autonomic control as
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the utility policy approach adopted in ODSO. Furthermore, ODSO provides a more
consistent architecture in which all operations components are controlled by the
objectives instead of a derived con�guration.
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This chapter introduces the ODSO SON management component. It performs the
task of con�guring the SON functions in a way that they optimize the network con�g-
uration such that the satisfaction of the operator objectives is maximized. Therefore,
we �rst outline the problem that manual SON management requires considerable
e�orts due to the limited knowledge of the operator about the SON functions and
their complex interactions. Based on this, we provide a detailed description of
Objective 2 that aims for an autonomic SON management. We describe how the
generic ODSO component design can be applied to the SON management task of
SON operations. Thereby, it is shown how several technical models, referred to as
SON function models, from di�erent SON function vendors can be integrated into a
consistent SON con�guration. This design makes up Solution and Contribution 2.

4.1 Problem and Motivation

Chapter 3.1.1 has shown that the primary goal of MNOs is to operate the SON
such that the satisfaction of a set of KPI-related, weighted, and context-dependent
objectives is maximized. However, SON functions do not understand objectives,
i.e., they cannot be con�gured with these objectives. Instead, their behavior is
de�ned through SON function-speci�c con�guration parameters. On the one hand,
these parameters typically comprise thresholds on performance measurements and
indicators for the execution of the function, referred to as targets [3GP12]. On the
other hand, operators need to adjust the algorithms of SON functions via parameters
or policies to their operational context [NGM10], as well as to other SON functions
to improve their joint optimization [NGM14]. [Ben+13b] has shown that di�erent
SON Function Con�gurations (SFCs)1, which refers to a speci�c tuple of values
for these parameters, can lead to di�erent behavior of SON functions resulting in
clearly distinguishable network performance in terms of KPI values. In other words,
the SON functions need to be con�gured in the right way in order to produce the
network performance that the operator desires.
SON management �refers [. . .] to setting targets, con�guring the SON function

behaviour at a high level, and monitoring SON function results rather than directly
changing the low-level con�guration and monitor low-level performance indicators
for the SON function.� [Wal+11, p. 61] That is, it is the process of transforming the
operator objectives into SFCs for all SON functions such that the satisfaction of the

1In this report, an SFC is termed SON Function Con�guration Parameter Value (SCV) set.
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objectives is maximized. As explained in Chapter 3.1, this is currently done by a
human operator which leads to a special form of the manual gap of SON operations,
referred to as manual gap of SON management.
In order to con�gure the SON functions correctly, human operators need to es-

timate the expected network performance of a speci�c SFC which requires precise
technical knowledge about the SON algorithms and con�guration parameters. Al-
though the MNO typically knows his network, the knowledge of the algorithmic
details of a SON function is typically limited. This is caused by the fact that the
algorithms and con�guration parameters of SON functions are not standardized but
de�ned by each vendor. However, this information is generally considered as in-
tellectual property of the vendor and they are reluctant to disclose all details of
their algorithms since the development requires considerable research e�orts. Even
worse, the behavior of a SON function with respect to its con�guration is typically
non-linear and non-monotonic. As a result, the MNOs often have a limited knowl-
edge about what is exactly going on in a SON function. In other words, the SON
functions are often considered as black-boxes by the operators (see Chapter 3.1.2).
A SON is not supposed to be a monolithic system with �xed features dubbed

SON functions. Instead, it is thought of as a �exible framework in which a set of
independent and self-contained SON functions automatically optimize the network.
For instance, any subset of the SON functions CCO, MRO, MLB, and ESM intro-
duced in Chapter 3.3.2 may be deployed and active. Thereby, it is even possible
to combine SON functions by di�erent vendors together. Especially these multi-
vendor SON environments can be complex to operate manually as the di�erent SON
functions interact with each other. However, this raises another problem for SON
management: even if the MNO would know the algorithmic details of the SON func-
tions, the fact that several, interacting SON functions are executed in parallel in the
network requires the even more di�cult estimation of their combined performance.
Hence, SON management is faced with the problem to combine the technical

expertise of the deployed SON functions in order to come up with an overall con-
�guration of all SON functions that satis�es the operator objectives. This SON
con�guration needs to be consistent, i.e., the SFCs must be con�ict-free. Two SFCs
might be con�icting if the respective SON functions are con�gured with con�icting
or even opposite goals. For instance, consider an MLB function that aggressively
performs load balancing by drastically tuning the CIO which might deteriorate the
handover performance. If an MRO function is con�gured to improve the handover
performance aggressively as well, then this may lead to an instable network con�g-
uration since MLB and MRO are changing the CIO back and forth. If the goals
of two SON functions de�ned by their SFCs do not match, this is referred to as a
con�ict in SON management. Consequently, it must be ensured that the e�ects of
the SON functions match together. This speci�c SON function con�ict detection
is sometimes referred to as SON co-design or harmonization in related work (see
Chapter 2.1.5). The NGMN already recognized this problem and created a set of
guidelines for developing co-designed SON functions [NGM14].
Because of the di�culty of predicting the result of a change in the SON con�gu-

ration, MNOs often resort to a default SFC for each SON function that is created
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by the vendors according to uni�ed, network-wide MNO requirements during a trial
in the network (see Chapter 3.1.2). Consequently, each SON function is con�gured
in a uniform, context-independent way over time and location. This uniform and
static con�guration leads to non-optimal network performance with respect to the
real, context-speci�c objectives due to the automation and dynamics gap as outlined
in Chapter 3.1.3.

4.2 Goals and Requirements

The main goal of objective-driven SON management is to close the manual gap by
applying the generic ODSO component design as described in Objective 1. The au-
tomation gap is closed by de�ning a model of the SON function behavior, referred
to as SON function model, which allows automatic reasoning by the system. Since
the required technical knowledge is usually not available to the MNO, the technical
expertise for SON management is supposed to be provided by the SON function
vendors. However, since they are reluctant to disclose all their intellectual property,
SON management must be able to work with as little information as possible about
the SON functions. As a result, ODSO SON management needs to de�ne a stan-
dardized, minimal form for SON function models that allows them to keep the SON
function algorithms undisclosed while providing the operators with the necessary
knowledge to operate the functions. This approach shifts the e�orts for building up
the technical expertise about the SON functions from the MNOs to the vendors,
thus, saving the MNOs huge costs. Fortunately, the vendors need to have the tech-
nical knowledge for the SON function development anyway. Since the �exibility of
SON in terms of options to combine actual functions, the technical expertise regard-
ing the SON functions cannot be provided for a speci�c set of functions. Instead,
there must be a SON function model for each single SON function.

Given the vendor-provided SON function models, the operator does not need any
detailed technical knowledge for managing the SON functions. Instead, ODSO SON
management provides a common interface for the operator to manage the whole
SON, i.e., all SON functions together, via the context-dependent operator objec-
tives. Since these are provided in form of a formalized objective model as presented
in Chapter 3.4.3, the dynamic gap can be closed. Furthermore, this concept sep-
arates the knowledge domains of operator and vendor and enables both to evolve
independently (see Chapter 3.5).

It is the task of ODSO SON management to combine the separate SON function
models and determine a consistent SON con�guration that maximizes the satisfac-
tion of the operator objectives. Thereby, it needs to ensure that the di�erent SFCs
do not con�ict with each other. Furthermore, SON management must be integrated
into the overall ODSO architecture as outlined in Chapter 3.3.3. Hence, it must
compute and provide the expected SON function e�ects to SON coordination and
SON self-healing.

101



4 SON Management

4.3 Component Design

This section presents an objective-driven SON management approach based on the
generic ODSO component design in order to enable SON management through oper-
ator objectives. Instead of a uniform and static con�guration, the approach provides
capabilities for a di�erentiated and dynamic con�guration of SON functions whilst
ensuring a con�ict-free overall con�guration of the SON.
Figure 4.1 depicts an overview of the three-step, computational process in the

SON management component. As outlined in Chapter 3.3.3 and depicted in Fig-
ure 3.10, the process is triggered by some external event. It produces a set of SFCs
for con�guring the SON functions, and the SON function e�ects for the SON coor-
dination and SON self-healing component. The whole process, as presented here, is
performed in the context of a speci�c network cell that might need to be recon�g-
ured. This cell is given by trigger. Therefore, if several cells, or the whole network,
needs to be recon�gured, this process is executed multiple times, once for each cell.
The �rst step, the SON function model combination, is started by the external

trigger event which indicates the cell to con�gure. The SON function model com-
bination corresponds to the action proposal step in the generic ODSO component
design. Hence, it requires a technical model which allows deriving possible actions
and their e�ects. In the case of SON management, a possible action corresponds to
a set of SFCs, exactly one for each SON function that is deployed in the network,
referred to as SON con�guration. The technical model is actually a set of SON
function models, exactly one for each deployed SON function. Each SON function
model describes one SON function and provides information about possible SFCs
and respective e�ects on the KPIs in a context-dependent manner. Based on these
models and the operational context, the SON function model combination can de-
termine the feasible SFCs from the di�erent SON function models, combine them
to con�ict-free SON con�gurations, and estimate the resulting KPI e�ects of each
SON con�guration.
The second step of the process, the SON con�guration selection, corresponds the

action selection phase in the generic ODSO component design. It evaluates the
e�ects of the SON con�gurations with respect to the objective model and selects
the most preferred SON con�guration in the operational context of the considered
cell.
In the third step of the process, the selected SON con�guration needs to be en-

forced, i.e., deployed to the network. Besides that, the SON function e�ect com-
putation creates a mapping for the expected e�ects of the SON function with their
new con�guration that is provided to the other ODSO components.

4.3.1 Trigger

A trigger event indicates that the SON functions for a speci�c cell c ∈ C, which
is contained in the event, might need to be recon�gured by the SON management
component. This can happen for three reasons:

� The operational context of c has changed. As stated in Chapter 3.3.1.3, this
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4 SON Management

comprises changes in the PM, CM, FM, and operational data. A change can
result in di�erent feasible SFCs for the SON functions, di�erent KPI e�ects
of the SFCs, di�erent applicable KPI objectives, and, �nally, a di�erent SON
con�guration. A common example is the transition from the busy hours period
of the day to the non-busy period.

� c is a newly activated network cell and the SON needs to be initially con�gured
for it. This can be seen as a special self-con�guration use case. However, this
case may also apply to network cells that are turned on after being o� for
energy saving. Since SON functions may be disabled for them, they need to
be recon�gured according to the new operational context of the network cell.

� If a new SON function is deployed to the SON then it needs to be initially
con�gured for all cells c ∈ C. Therefore, the SON function model for the new
function is added to the system and SON management needs to be triggered
for all network cells.

The generation of the trigger events needs to be aligned with the operational
procedures of the MNO as well as the computational capabilities of the SON system.
Thereby, three cases can be distinguished:

� The insertion of a new network cell and the addition of a new SON function are
distinctive and rare events. So, it is possible to trigger the system for each of
them immediately. This results in one trigger event for a new network cell. In
case a new SON function is deployed, it requires the creation of several trigger
events, one for each cell in the network. However, the operational procedures
can require that changes in the con�guration of the SON are only performed
at speci�c maintenance times, e.g., every full hour. Then it is necessary to
delay the trigger event generation till the next maintenance time.

� The operational context of a network cell is changing continuously, e.g., the
time is progressing. Hence, each network cell potentially requires a recon�g-
uration at every time instant. This is neither reasonable nor feasible due to
the required computational e�orts. If the MNO has de�ned speci�c mainte-
nance times, the con�guration of every cell can be updated then. Therefore,
it is necessary to create a trigger event for each cell in the network at each
maintenance time. If the operational procedures allow for continuous con�g-
uration changes, it is still reasonable to limit the recon�guration intervals to,
e.g., one hour. Anyway, the lower limit for the recon�guration interval is given
by the granularity period of the network, since this is the smallest interval be-
tween two activations of a SON function as described in Chapter 3.3.2. Notice
that this approach limits the worst case adaptation time to a change in the
operational context to the recon�guration interval duration.

� The reactivation of a network cell from energy saving might happen quite often.
Especially small cells are often considered to be turned on and o� whenever
the network load requires it, i.e., several times an hour [Las+11]. However,
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if the SON is con�gured in �xed time intervals then it does not make sense
to compute a con�guration twice within one recon�guration interval. Instead,
the SFCs determined within one interval should be cached and reused in that
same interval.

The generation of the trigger events provides optimization potential along two con-
trary dimensions: reducing the number of generated trigger events leading to no
change in the SON con�guration of a network cell whilst also reducing the worst
case reaction time to changes in the operational context.

4.3.2 SON Function Model

A SON function model is a part of the technical model for SON management: it
describes the e�ects of one speci�c SON function. In principle, given the algorithm of
a SON function, the operator would be able to predict the e�ect of a SON function
quite accurately using real network simulations. However, this approach requires
the vendors of a SON function to fully reveal their intellectual property, thereby,
potentially enabling others to copy the algorithms. Hence, vendors are typically
reluctant to disclose such information so that the SON functions appear to the
operator like black boxes. As a result, the SON function model is designed to be a
minimal description of how a SON function works: it provides as little information
as possible to keep the vendor's intellectual property closed, while also providing as
much information as necessary to manage a SON function. For SON management, it
is necessary to know at least a set of reasonable SFCs for the SON function that are
distinctive with respect to their e�ects, and an indication of their resulting network
performance. That is, the SON function does not model the behavior of a SON
function but its e�ects in terms of expected KPI values under some SFC.

De�nition 4.1 (SON function con�guration). A SON Function Con�guration
(SFC) gs ∈ Gs is a collection of values for the con�guration parameters of the SON
function s ∈ S. That is, it con�gures the SON function and completely determines
its behavior. Gs is the set of all valid SFCs for s.

The applicability as well as the e�ect of an SFC can be dependent on the oper-
ational context. This enables, e.g., a speci�cally adapted SFC for MRO in a high
mobility area like a highway. Actually, this context-dependency is one reason that
SON functions need to be con�gured at all. The dependency must be re�ected in
the SON function model. The expected network performance for an SFC is de�ned
as a partial e�ect (see De�nition 3.9). It de�nes the expected, probabilistic KPI
values that the execution of the SON function with the SFC in the given opera-
tional context yields. Thereby, it is possible to express that a SON function does
only in�uence a subset of all KPIs, e.g., that MRO is only a�ecting the handover
ping-pong rate.

De�nition 4.2 (SON function model). The SON function model SFMs : C ×X→
P(Gs × F⊥) for the SON function s ∈ S is a mapping from a network cell c ∈ C
and an operational context x ∈ X to a set of pairs (gs, f

⊥) ∈ Gs × F⊥ representing
the applicable SFC gs ∈ Gs and its partial e�ect f⊥ ∈ F⊥ on c.
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The SON function model SFMs for a SON function s is assumed to contain one
special SFC: the deactivation of s. Consequently, this SFC go�s ∈ Gs should be
feasible independently of the context, and its assigned e�ect f⊥ should have no
de�ned KPI e�ect, i.e., ∀k ∈ K. f⊥(k) = ⊥.
One way to represent a context dependent SON function model is through an

action policy (see Chapter 3.4.1.3), leading to a SON function model consisting of
rules like:

IF c o n d i t i o n ( c e l l , c on t e x t ) THEN s f c YIELDS e f f e c t

whereby condition ( cell , context) is some condition on the cell c ∈ C and the current
operational context x ∈ X, sfc is an SFC gs ∈ Gs for the SON function s ∈ S, and
e�ect is a partial e�ect f⊥ ∈ F⊥. As in each rule system, con�icts can arise meaning
that two rules are proposing di�erent e�ects for the same SFC (see Chapter 2.2.1).
Considering the semantics of a SON function model, it seems clear that a con�ict
resolution based on the speci�city of the rules is most appropriate: the rule that has
the most speci�c context condition should be accepted.
The generation of the SON function model requires detailed information about

the algorithm of the SON function. Since this knowledge is usually kept secret by
the vendor of the function, it is the duty of the manufacturer of the SON function
to create the SON function model and provide it to the MNO. Thus, the model can
be seen as part of the documentation of the SON function which provides a number
of example SFCs for the SON function and the resulting KPI expectations. There
are several approaches how the vendor can create the model:

Expert knowledge: The SON function model can be created based on the knowl-
edge of the experts that develop the SON function. This is possible since
the developers often have speci�c goals in terms of KPI values in mind when
they conceive the algorithm. Furthermore, they can precisely state in which
operational contexts an SFCs should not be used. However, the expert knowl-
edge that can be gathered is typically not quantitative but qualitative. That
is, the developers are often not able to de�ne exact probability distributions
over the KPI values. Instead, they are able to state value ranges in which
the KPI values are predicted to be or that a KPI value will be maximized or
minimized [FLS14a]. Hence, the model is not supposed to be perfectly accu-
rate. Consequently, the SON function model derived from these statements
may contain e�ects with uniform and triangular probability distributions (see
Figure 3.12).

Simulations: The simulation of a SON function in di�erent situations, i.e., opera-
tional contexts, is part of the common development process of SON functions.
Drawing on this, it is possible to create a detailed SON function model by
simulating the execution of the SON function with a number of di�erent SFCs
in di�erent operational contexts. In [Hah+14][HK14][Ben+13b][Göt+15], the
authors provide results of an evaluation of this approach. Thereby, they out-
line the di�culties that need to be overcome, speci�cally the need for realistic
simulations to expose subtle e�ects and the usage of smart search strategies
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to make the model creation computationally tractable. Although, the work on
the approach is ongoing and not �nalized yet, we believe that this approach
can, at least, provide a reasonable starting point. Anyway, it is supposed to
be more accurate than a model taken from expert knowledge. The result of
the simulations are quantitative expected KPI values. Although they could, in
principle, be reduced to qualitative statements as the expert knowledge, it is
reasonable to capture the more detailed data. Hence, the SON function model
can contain probability distributions that are �tted to the simulation results,
e.g., a normal or an arbitrary distribution as shown in Figure 3.12.

Real Data: The most reliable source of information about the expected KPI values
are measurements in a real network. However, it is often impossible to create a
SON function model solely on this since it is impracticable to test and measure
the KPIs for a huge number of SFCs in all interesting operational contexts:
on the one hand, this would require a huge number of trials taking months to
execute and, on the other hand, MNOs are not willing to test drive potentially
harmful con�gured SON functions in their network since this might lead to
inferior user satisfaction. However, given that a SON function is con�gured by
a SON function model created with one of the former approaches, it is possible
to monitor the execution of the SON function, collect the actual KPI values,
and use this data to improve the accuracy of the SON function model. [LSH16]
outlines this approach in more detail. Given the data from the real network,
either the operator improves the SON function model himself by adapting the
vendor-provided one, or the data is used by the vendor to create a new version
of the SON function model which is then distributed to the customers.

4.3.3 SON Function Model Combination

A SON function model de�nes the behavior of one SON function in terms of the
expected KPI values produced by the SON function with a speci�c SFC in a speci�c
operational context. The task of the SON function model combination is to evaluate
the di�erent SON function models, determine non-con�icting combinations of SFCs
for all SON functions, and estimate the e�ects of these SON con�gurations. This
step of the SON management process is related to the action proposal in the generic
ODSO component design. Consequently, a SON con�guration corresponds to an
action in the generic ODSO component design (see De�nition 3.5). Hence, the
symbol a is reused and, in this chapter, always refers to a SON con�guration.

De�nition 4.3 (SON con�guration). In the context of SON management, an action
as de�ned in De�nition 3.5 is re�ned to a SON con�guration. A SON con�guration
a : S →

⋃
s∈S Gs is a mapping from each SON function s ∈ S to a valid SFC gs ∈ Gs.

The respective network cell for the SON con�guration is not explicitly encoded in
a, but instead implicitly given by the trigger event. Notice that the SFC for a SON
function is always from the respective domain, i.e., ∀s ∈ S. a(s) ∈ Gs. The set of all
possible SON con�gurations is A.
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The �nal result of the SON function model combination is the creation of a set of
feasible SON con�gurations and their e�ects. Therefore, the formalization presented
in De�nition 3.10 is adopted:

De�nition 4.4 (Feasible SON con�gurations and e�ects). In the context of SON
management, the action-e�ect set as de�ned in De�nition 3.10 is re�ned to the
set of feasible SON con�gurations and e�ects. The set of pairs of feasible SON
con�gurations a and their respective complete e�ects f is de�ned as

AF = {(a, f) |a ∈ A is applicable and con�ict-free,

f ∈ F is the expected combined e�ect of a}.

For a pair (a, f) ∈ AF, f is the expected resulting e�ect on the network cell c ∈ C
that the SON function model combination is executed for.

4.3.3.1 Con�ict Detection

The set of all valid SON con�gurations can be easily created as the cross product
of the actions proposed by all SON function models. However, this set may contain
SON con�gurations that have con�icts, i.e., two or more SFCs in the con�guration
are con�icting. The term con�ict among SON functions is mainly known from SON
coordination and refers to �negative interactions between SON functions� [Ban+11b,
p. 322] which may decrease the network system performance. The determination of
such con�icts from a SON con�guration is di�cult. Most of the con�icts considered
by SON coordination are concurrency-related and caused by parallel execution of
several SON functions. Since these are often not caused by the SON con�guration,
the SON management component has no means to detect and avoid them. However,
another, subtle type of con�ict is that SON functions are working competitively
against each other instead of cooperatively with each other. Speci�cally in the ODSO
framework this means that two or more SON functions optimize the same KPI to
di�erent target values. Such a setting can cause oscillations, i.e., the SON functions
are alternately optimizing the KPI to their targeted value [Sch+11][NGM14]. Since
the SON function models encode the e�ects of the di�erent SFCs, the SON function
model combination is particularly able to detect this type of con�ict. This may
ensure that the SON is con�gured in such way that the optimization targets for all
SON functions are harmonized.
The determination of possible con�icts caused by the SON con�guration is a

complex task given the hardly predictable physical environment and the dynamics
of concurrently executed SON functions. Given the predicted e�ects of an SFC
by the SON function model, SON function model combination may, at least, make
an estimation for con�icts in order to avoid the most obvious miscon�gurations.
The idea is that SFCs for di�erent SON functions are con�icting if they cause the
respective SON functions to optimize the same KPI to di�erent values, i.e., their
e�ects for at least one KPI do not agree su�ciently. In the following, this idea is
outlined for two SON functions, s1 and s2, that are in con�ict with respect to a KPI
k ∈ K:
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1. The e�ects of the SON functions on k, f⊥k,s1 6= ⊥ and f⊥k,s2 6= ⊥, are seen as
independent probabilistic processes that in�uence the actual value v ∈ Dom(k)
of k. For each k ∈ K, Vk,s1 and Vk,s2 represent random variables for the future
values of k according to the e�ects f⊥k,s1 and f⊥k,s2 , respectively. Hence, the
probability that a SON function produces a KPI value within a value range Y
is Pr(Vk,sn ∈ Y ) =

∫
Y
f⊥k,sn(v) dv for each n = 1, 2.

2. Based on this, a KPI value v is not accepted by any one of the SON functions,
say s1, if v is not a possible value of its e�ect, i.e., f⊥k,s1(v) = 0. The reasoning
behind this idea is the following: if v is not a possible outcome of a SON
function that a�ects k then this is caused by the fact that the SON function
avoids v since it optimizes k towards other values. In other words, v is not an
element of the goal of the SON function.

3. The set of mutually accepted KPI values by s1 and s2 is then

{v | v ∈ Dom(k), f⊥k,s1(v) > 0, f⊥k,s2(v) > 0}. (4.1)

De�nition 4.5 (Agreed values of partial KPI e�ects). Given a set Fk ⊆ Fk of
partial KPI e�ects f⊥k ∈ Fk for one KPI k ∈ K. The set of agreed values for the
partial e�ects is de�ned as

Vagree(Fk) = {v | v ∈ Dom(k),∀f⊥k ∈ Fk. f⊥k = ⊥ ∨ f⊥k (v) > 0}.

Notice that Vagree({f⊥k,s}) produces the set of KPI values v ∈ Dom(k) of k for
which the e�ect of s de�nes a non-zero probability. This set is always non-empty:
On the one hand, if the partial KPI e�ect f⊥k,s = ⊥ then it agrees on all values, i.e.,
Vagree({⊥}) = Dom(k). On the other hand, if the partial KPI e�ect f⊥k,s 6= ⊥ then∫

Dom(k)
f⊥k,s(v) dv = 1 (see De�nition 3.6) and, thus, at least one KPI value must

have a non-zero probability, i.e., ∃v ∈ Dom(k). f⊥k,s(v) > 0.
A simple approach to determine an agreement based on Vagree({f⊥k,s1 , f

⊥
k,s2
}) is to

calculate the ratio of the cardinality of agreed to all possible KPI values, i.e.,∣∣Vagree({f⊥k,s1 , f⊥k,s2})∣∣∣∣Vagree({f⊥k,s1}) ∪ Vagree({f⊥k,s2})∣∣ . (4.2)

However, this would ignore the probabilities of the KPI values. Consider that a small
ratio of values may be the outcome of s1 but not accepted by s2. If the probability
that s1 produces such a value is low then this small disagreement may still be �ne
for SON management. However, if the probability that s1 produces such a value is
high then this small disagreement is de�nitely considered as a con�ict. Hence, we
pursue another approach and continue in the following way:

4. The agreement can be calculated as the probability, that the outcome of each
random process is accepted by the other process. The probability that f⊥k,s1
produces an agreed value v is given by:

Pr(Vk,s1 ∈ Vagree({f⊥k,s1 , f
⊥
k,s2
})) =

∫
Vagree({f⊥k,s1 ,f

⊥
k,s2
})

f⊥k,s1(v) dv. (4.3)
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5. Since the two random processes are supposed to be independent, the overall
probability that the outcome of f⊥k,s1 and f

⊥
k,s2

is in Vagree({f⊥k,s1 , f
⊥
k,s2
}), is then

the product of the marginal probabilities

Pr(Vk,s1 ∈ Vagree({f⊥k,s1 , f
⊥
k,s2
}), Vk,s2 ∈ Vagree({f⊥k,s1 , f

⊥
k,s2
}))

= Pr(Vk,s1 ∈ Vagree({f⊥k,s1 , f
⊥
k,s2
})) · Pr(Vk,s2 ∈ Vagree({f⊥k,s1 , f

⊥
k,s2
})). (4.4)

De�nition 4.6 (Agreement of SFCs). The agreement of a set F ⊆ F⊥ of partial
e�ects f⊥ ∈ F is the minimum of the agreements of all respective KPI e�ects, i.e.,

agree(F) = min
k∈K

agreek({f⊥(k) | f⊥ ∈ F}).

A KPI agreement for a set Fk ⊆ F⊥k of the partial KPI e�ects f⊥k ∈ Fk on the KPI
k is calculated as the probability that each outcome is in Vagree(Fk), i.e.,

agreek(Fk) =
∏

f⊥k ∈Fk,f
⊥
k 6=⊥

Pr(Vk ∈ Vagree(Fk)) =
∏

f⊥k ∈Fk,f
⊥
k 6=⊥

∫
Vagree(Fk)

f⊥k (v) dv

with Vk representing the random variable for the probability distribution f⊥k . This
implies that a partial KPI e�ect f⊥k = ⊥ is supposed to produce a v ∈ Vagree(Fk)
with probability 1.

This con�ict detection approach is visualized in Figure 4.2 and Figure 4.3: Fig-
ure 4.2 depicts two exemplary KPI e�ects f⊥1 and f⊥2 as well as their set of mutually
accepted KPI values, and Figure 4.3a and Figure 4.3b show the respective probabil-
ities Pr(V1 ∈ Vagree({f⊥1 , f⊥2 })) = 0.86 and Pr(V2 ∈ Vagree({f⊥1 , f⊥2 })) = 0.70 as the
shaded areas. The resulting KPI agreement is agreek({f⊥k,1, f⊥k,2}) = 0.60. Note that
this probability is 1 if both e�ects are fully overlapping, and it is 0 if the probability
distributions are not overlapping. Furthermore, if one SON function has no e�ect on
a KPI k, i.e., f⊥1 (k) = ⊥, then the agreement is 1. Given the agreements per KPI,
the overall agreement is their minimum, i.e., the minimum probability that the two
e�ects have an equal value for one KPI. Note that it is valid to de�ne a minimum
probability density greater 0 for the calculation of Vagree({f⊥k,1, f⊥k,2}) which might be
useful for comparing, e.g., a normal distributed KPI e�ect (see Figure 3.12) since
such a distribution f(v) > 0 for all v ∈ Dom(k).
Based on the agreement of the e�ects, f⊥1 and f⊥2 , of two SFCs for two SON

functions, a potential con�ict can arise if agree({f⊥1 , f⊥2 }) ≤ ρagree. Here, ρagree
de�nes a minimal probability that the two SFCs produce a mutually agreed KPI
value. A broad con�ict de�nition would be ρagree = 0 meaning that the SFCs have
no overlap for any KPI at all. On the one hand, this causes only fully contradic-
tory con�gurations to be rejected. On the other hand, it also avoids to mark too
many SON con�gurations as having con�icts. For instance, consider an aggressive
SFC for an MRO function with the simple e�ects Vagree({f⊥MRO(Pipo)}) = [0.0, 0.02]
and Vagree({f⊥MRO(Load)}) = [0.8, 0.9], and, an aggressive SFC for an MLB function
with the simple e�ects Vagree({f⊥MLB(Load)}) = [0.4, 0.6] and Vagree({f⊥MLB(Pipo)}) =
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Figure 4.2: The two KPI e�ects and the agreed KPI values.

[0.0, 0.2]. In this example, the e�ects of both functions are con�icting since their
agreement is 0. Particularly the KPI e�ects on the cell load are not overlapping.
Hence, a SON con�guration with these SFCs would be rejected.
Based on this, De�nition 4.4 of the set of pairs of feasible SON con�gurations a

and their respective complete e�ects f produced by SON function combination can
be re�ned.

De�nition 4.7 (Applicable and con�ict-free actions). A SON con�guration a ∈ A
for a cell c ∈ C in context x ∈ X, with gs = a(s) for all SON functions s ∈ S, is
applicable and con�ict-free if and only if

� a is a valid combination of SFCs de�ned by the SON function models, i.e.,

∀s ∈ S.∃f⊥ ∈ F⊥. (gs, f
⊥) ∈ SFMs(c,x)

and

� the e�ects by all SFCs in a, i.e., the set

F = {f⊥ | s ∈ S, (gs, f⊥) ∈ SFMs(c,x)},

are not con�icting, i.e.,

agree(F) > ρagree.

The presented con�ict detection is solely based on the SON function models with-
out any further information. Therefore, it can be seen as a rough prediction that
cancels out the most obvious con�icts. As outlined in [Hah+14][HK14], the inter-
action between SON functions might be, however, more complex than predicted.
Hence, even non-con�icting SON con�gurations might turn out to cause problems
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(a) The probability that f1 will produce an accepted outcome.
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(b) The probability that f2 will produce an accepted outcome.

Figure 4.3: Visualization of the agreement of two KPI e�ects.

in the network. Therefore, monitoring the SON behavior could be bene�cial to de-
tect and avoid other con�icts. Chapter 6.3.3.1 presents how a detection of ine�ective
SON functions might be added into the ODSO architecture. Since, this work does
not dive into the details of con�ict detection, the reader may refer to [Iac+15] for
further information regarding this topic.

4.3.3.2 Combined E�ect Estimation

Each SON function model SFMs provides an estimation of the e�ects of an SFC
for the respective SON function s. This estimation is based on the assumption that
the SON function is the only function in the network. Since there are several SON
functions active in the network, the SON function model combination has to estimate
the e�ects of the combined SON con�guration. As with the con�ict detection for
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SON con�gurations, the accurate prediction of the e�ects if several SON functions
are executed in parallel is di�cult due to the physical environment and the complex
interactions between the SON functions. However, with a similar idea, it is possible
to provide a rough estimation of the expected combined e�ect based on the single
SON function e�ects.
Let a ∈ A, with gs = a(s) for all SON functions s ∈ S, for a cell c ∈ C in

context x ∈ X be an applicable and con�ict-free SON con�guration for the SON
functions S. Since all KPIs are assumed to be independent of each other (see
Chapter 3.4.1.2), it is possible to estimate the combined KPI e�ect f⊥k for each
single KPI k ∈ K independently of the other KPIs. As for con�ict detection, each
SON function s ∈ S with the SFC gs is assumed to be an independent probabilistic
process with the outcome f⊥k,s given by the SON function model. Based on this,
it is necessary to de�ne a mapping from the outcomes of all f⊥k,s to a combined
e�ect for the SON con�guration f⊥k,a. In principle, this mapping could express the
complex interactions between the SON functions. However, this would require a lot
of e�ort for the de�nition, especially considering the possible need to bring together
knowledge from di�erent SON function vendors. Hence, a generic approach requiring
only the SON function models is adopted.
For the generic e�ect combination, the basic assumption is that any one of the

SON functions that have an e�ect on k, may determining the combined KPI e�ect.
In other words, one of the functions s ∈ S a�ecting k is solely dominating and
determining the resulting KPI e�ect. Let Sk be the set of SON functions that
have an e�ect on k, i.e., f⊥k,s 6= ⊥. Each function may be dominating with equal
probability ρ = 1/|Sk|. Hence, the dominating SON function sdominating ∈ Sk may
produce any KPI value v ∈ Dom(k) according to its e�ect f⊥k,sdominating . That is,
the probability that the combined e�ect produces a KPI value in some value range
W ⊆ Dom(k) is then

Pr(Vk,a ∈ W ) = Pr(Vk,sdominating ∈ W ) =

∫
W

f⊥k,sdominating(v) dv (4.5)

with Vk,a and Vk,sdominating representing the random variables with the resulting prob-
ability distribution and f⊥k,sdominating , respectively. Putting this result together with
the probability that a SON function is dominating gives

Pr(Vk,a ∈ W ) =
∑
s∈S

ρ · Pr(Vk,s ∈ W )

=
∑
s∈S

ρ ·
∫
W

f⊥k,s(v) dv

= ρ

∫
W

∑
s∈S

·f⊥k,s(v) dv. (4.6)

Figure 4.4 visualizes this combination approach for the example given in Fig-
ure 4.2: the blue and green line depict two KPI e�ects f⊥1 and f⊥2 and the cyan plot
shows the resulting combined KPI e�ect f⊥a . As can be seen, all KPI values that

113



4 SON Management

are possible for any of the input KPI e�ects is also possible in the combined e�ect.
Thereby,

∫
Dom(k)

f⊥a (v) dv = 1.
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Figure 4.4: Visualization of the combined KPI e�ect for two KPI e�ects.

De�nition 4.8 (Combined KPI e�ect). For a SON con�guration a and a KPI
k ∈ K, let f⊥k,s be the KPI e�ect for k of the SFC a(s) for a SON function s ∈ S.
The set of KPI e�ects by the SFCs in a, which a�ect k, is given by Fk = {f⊥k,s | s ∈
S, f⊥k,s 6= ⊥}. The combined KPI e�ect of a is given as

f⊥k,a(v) =


1

|Fk|
·
∑
f⊥∈Fk

f⊥(v) if Fk 6= ∅

⊥ otherwise.

It can be the case, that one KPI is not a�ected by any SON function, e.g., if
the SON con�guration contains an SFC which represents that the respective SON
function is disabled. In this case, it is reasonable to assume that the e�ect of the
SON con�guration on the KPI is equal to the currently discrete, deterministic value
of the KPI in the mobile network. This can be formalized using the merging function
de�ned in De�nition 3.11. As reasonably expected, a SON con�guration with all
SON functions turned o� (see go�s in Chapter 4.3.2) would have a combined e�ect
with the current network performance. Alternatively, the KPI e�ect fk on KPI
k that is not a�ected by a SON con�guration may also be a uniform probability
density function with the constant value fk(v) = 1/|Dom(k)| for all v ∈ Dom(k). In
other words, every KPI value is expected with equal probability because there is
no information at all about k. This approach is suitable if the current network
performance is not available for some reason.
Based on this, De�nition 4.4 of the set of pairs of feasible SON con�gurations a

and their respective complete e�ects f produced by SON function combination can
be re�ned.
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De�nition 4.9 (Combined e�ect). A feasible and con�ict-free SON con�guration
a, for a cell c ∈ C in context x ∈ X has the expected combined e�ect

f =µ(f⊥, c,x, 1.0)

such that f⊥(k) = f⊥k,a for all KPIs k ∈ K

with µ being the e�ect merging function introduced in De�nition 3.11, and f⊥k,a being
the combined KPI e�ect for KPI k as de�ned in De�nition 4.8.

This combined e�ect estimation is solely based on the SON function models with-
out any further information. Just like the presented con�ict detection, it can be
seen as a rough prediction. In parallel to the discussion in Chapter 4.3.3.1, this
prediction might be improved by learning the actual e�ects of a SON con�guration
in the MNO's network. [LSH16] describes a related learning approach.

4.3.4 SON Con�guration Selection

The set of feasible SON con�gurations computed by the SON function model com-
bination represents the options that SON management can choose from. The con-
�guration selection phase decides which option is the best SON con�guration with
respect to the operational objectives. This step of the SON management process is
related to the action selection in the generic ODSO component design.
First, the objective model (see Chapter 3.4.3) is evaluated with respect to the cur-

rent operational context of the cell c ∈ C under consideration x ∈ X, i.e., OM(c,x).
This provides all applicable KPI objectives and their weights in the context. Using
this result, the SON con�guration selection can calculate the expected utility vec-
tor ua for each feasible SON con�guration and e�ect pair (a, f) ∈ AF. Since only
one SON con�guration can be applied to the network cell, the one with the highest
satisfaction of the operational objectives is selected.

De�nition 4.10 (SON con�guration selection). Given the set of feasible SON con-
�gurations and e�ects AF for a network cell c ∈ C in the context x ∈ X, let uai
be the utility vector of ai with the expected combined e�ect fi, i.e., (ai, fi) ∈ AF.
SON Con�guration Selection selected the most preferred SON con�guration ai such
that ∀(aj, fj) ∈ AF. ai % aj, i.e., ∀(aj, fj) ∈ AF.ui ≥D uj, with uj being the utility
vector of aj.

4.3.5 Enforcement

The best SON con�guration for a speci�c network cell needs to be deployed to the
SON system. However, in order to avoid unnecessary overhead, this may only be
done, if the best SON con�guration di�ers from the current con�guration of the cell.

4.3.6 SON Function E�ect Computation

As described in Chapter 3.3.3, SON management does not solely con�gure the SON
functions but also provides the other two ODSO components with a model of the
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expected e�ects of each SON function with the current SON con�guration for a
network cell, referred to as SON function e�ects. This allows, e.g., SON coordination
to estimate the e�ects on the network performance of two con�icting SON functions.
It is necessary to update this technical model with every change of a cell's SON
con�guration since the e�ects of the execution of a SON function depend on its
con�guration. Note that the objective model is not specialized for each cell but
instead the general model is used by the other components.
The SON function e�ects are supposed to represent the long-term e�ects of the

execution of each SON function in a network cell. For a speci�c SON function with
a given SFC, the e�ect provided by the SON function model is an estimation of
the long-term KPI e�ects if only this function would be active in the network. In
contrast to that, the combined e�ect of the deployed SON con�guration for a cell
contains the expected e�ects of all SON functions together. Hence, it also de�nes
KPI e�ects for KPIs that a speci�c SON function does not a�ect. Consequently, the
SON function e�ects need to combine both models in order to give an estimation of
the long-term e�ects of a speci�c SON function in combination with the other SON
functions. Speci�cally, the KPI e�ect on KPI k of a SON function s must be the
combined KPI e�ect on k by the SON con�guration if and only if s is supposed to
a�ect k according to its SON function model. Otherwise the KPI e�ect on k must
be unde�ned, i.e., ⊥.

De�nition 4.11 (SON function e�ects). The SON function e�ects SFE : C × S →
F⊥ is a mapping from a network cell c ∈ C and a SON function s ∈ S to the
expected long-term partial e�ect f⊥SFE ∈ F⊥ that the execution of s with the current
SFC gs in c holds. With every recon�guration of a SON function s ∈ S for cell
c ∈ C in context x ∈ X, this mapping is updated such that

SFE(c, s) =f⊥SFE such that for all KPIs k ∈ K

f⊥SFE(k) =

{
f(k) if (gs, f

⊥
SFM) ∈ SFMs(c,x) ∧ f⊥SFM(k) 6= ⊥

⊥ otherwise

for the updated SON con�guration a with gs = a(s), and the expected combined
e�ect f for a in c according to De�nition 4.9. Additionally, we de�ne the shorthand
form SFE(c, s; k) = SFE(c, s)(k).

4.4 Related Work

The following presentation of related work focuses speci�cally on automated or au-
tonomic SON management, i.e., the con�guration of SON functions. An overview
of the research regarding SON operations and PBM is given in Chapter 3.6.
A general survey of the literature regarding SON reveals that the management

of SON functions has not been in focus of SON research, yet. On the one hand,
it is noticeable that most of the e�orts are dedicated to the development of new
and improved SON functions. On the other hand, some publications mentioning
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�SON management� only cover SON coordination (see [Ban+11b] and Chapter 5.5).
Nevertheless, there is a small body of work that touches SON management as de�ned
in this thesis.

4.4.1 SOCRATES Project

The SOCRATES project, introduced in Chapter 3.6.2.2, was among the �rst that
acknowledged the need for SON management: it is �essential as SON grows, to auto-
mate the mapping and distribution of high-level performance objectives to low-level
policies speci�c to each SON function� [Sch+11, p. 194]. This includes an alignment
of the SON function con�gurations, referred to as �heading harmonization� [Sch+11,
p. 195], in order to minimize the risk for con�icts.
These goals are supposed to be achieved through a policy function which is

a part of the developed SON coordination framework [Kür+10]. That is, from
SOCRATES's point of view, SON management is not a distinct SON operations
task but a constituent part of SON coordination. Besides transforming high-level
objectives into SON function speci�c policies, the policy function is also supposed to
con�gure the other components of the SON coordination framework. However, apart
from these rather abstract requirements for the policy function, SOCRATES did not
provide any clue about how these might be achieved and implemented. Instead, they
acknowledge that �the transformation of high-level performance requirements into
SON (Coordinator) function speci�c policies is not straightforward but requires a
detailed understanding of the network and operational experience� [Sch+11, p. 196].
Nevertheless, the SOCRATES project has been an important source of requirements
for the ODSO SON management approach.

4.4.2 UniverSelf Project

The UniverSelf project, introduced in Chapter 3.6.2.3, was not speci�cally targeting
SON but aimed at developing a generic self-management framework called UMF.
However, the management of SON functions, implemented in the UniverSelf frame-
work, was among its case studies [Uni12d][Uni12c][Uni12a]. Thereby, the governance
block is in focus since it enables controlling the SON through high-level business
goals by translating them into low-level policies, i.e., SFCs, for the SONs functions.
The governance block is divided into two main functions [Tsa+13]: the human to

network function provides a Graphical User Interface (GUI) for the operator that
allows the de�nition of high-level policies and objectives, and the policy derivation
and management function translates these high-level goals into low-level con�gura-
tions while also ensuring that they are con�ict-free. The latter is a PBNM-inspired,
action policy-based framework which employs the policy continuum [Mee+06]. Al-
though the publicly available documents do not provide much information on the
exact transformation process, the examples given in [Gal+12][Kar+13] lead to the
conclusion that the policy transformation is an instance of a policy re�nement (see
Chapter 3.6.1.1) based on semantic technologies. In order to make the framework
�exible, the transformation is supposed to be based on meta-data provided by the
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SON functions. The governance block also con�gures the coordination component.
The con�ict detection aims to detect con�icts between con�guration rules on dif-
ferent abstraction levels. In its simplest form, it can detect con�icts like two rules
may be triggered together and set two di�erent SFCs for the same SON function
instance. In a more complex form, it can also detect more subtle con�icts like con-
tradicting SFCs for two di�erent SON functions. However, this requires the operator
to provide a complex con�ict detection model, which links the two SFCs, requiring
detailed knowledge of the SON functions and their interactions.
The UniverSelf project provides a comprehensive framework for managing auto-

nomic networks. Although the case study for the application of UMF to SON pro-
vides a nice show case, details about the implementation are unclear. This regards
speci�cally the question how realistic SON functions, which have not particularly
been developed for UMF, may be included in the management concept. In contrast
to that, ODSO does not provide a generic framework but focuses on the problem
of SON management and provides a more concrete solution. Furthermore, the be-
havioral abstraction provided by ODSO allows a higher degree of automation and
real autonomic behavior in contrast to the conceptual abstraction in UMF. Fi-
nally, due to the vendor-provided SON function models, ODSO con�ict detection
and combined e�ect estimation can reason for potential con�icts and expected ef-
fects for several SON functions, without requiring the operators to specify additional
information about the SON functions that they may not have.

4.4.3 COMMUNE Project

The COMMUNE project, introduced in Chapter 3.6.2.4, provided a framework for
cognitive management under uncertainty. However, based on the available docu-
ments [Luo+13], it is obvious that the focus of the project was on the development
of cognitive functions that may operate in uncertain, realistic environments. Hence,
the suggested management concept is based on a simple action rule-based PBM
system using an operator-provided policy proposing concrete SFCs for the SON
functions given some context.

4.4.4 SEMAFOUR Project

The policy-based SON management proposed by the SEMAFOUR project, intro-
duced in Chapter 3.6.2.5, is closely related to the ODSO approach, since a lot of the
early ODSO concepts have been developed in conjunction with SEMAFOUR. Based
on these basic ideas, ODSO and SEMAFOUR followed di�erent goals: ODSO, on
the one hand, concentrates on extending the initial ideas by founding it on MAUT
and probability theory, and provides an integrated framework for SON operations.
SEMAFOUR, on the other hand, focuses more on the SON function models and
provides an initial approach for automatically learning them [LSH16].
In contrast to ODSO, SEMAFOUR is based on a goal policy that de�nes a

weighted acceptable threshold for each KPI [Göt+15][Cam+15]. The e�ects of SFCs
are also de�ned in SON function models. [Göt+15] describes several approaches for
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determining and modeling the e�ects, however, none of them provides a consistent,
probabilistic concept like ODSO, which may lead to a less accurate e�ect evaluation.
This might be one reason why SEMAFOUR �nally adopted an automatic learning
approach for the creation of the SON function models. However, it should be noted
that a probabilistic ODSO SON function model seems also better suited for this
machine learning solution.
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5
SON Coordination

SON coordination ensures that the concurrent execution of SON functions does
not lead to negative performance impacts due to con�icts caused by unwanted in-
teractions between the functions. The task of SON operations has already been
identi�ed by research as an important ingredient for a SON system as outlined
in Chapter 2.1.5. This chapter introduces a new, autonomic SON coordination
approach that performs con�ict resolution according to operational objectives. We
�rst outline the problem of classical SON con�ict resolution approaches and describe
the expected behavior of ODSO SON coordination according to Objective 3. The
developed solution enables on-line, pre-action coordination of SON functions along
technical constraints as well as operator objectives by applying the generic ODSO
component design. Thereby, it ensures that the accepted SON function requests
maximize the operator satisfaction even in complex con�ict situation. The focus of
this approach is not the detection of potential con�icts between SON functions but
the decision making for resolving such con�icts. This component makes up Solution
and Contribution 3. Notice that a concept for o�-line coordination is presented in
Chapter 4.3.3.1 as part of the SON management task.

5.1 Problem and Motivation

Independently of each other, SON function continuously monitor measurements from
the network and, upon detection of a problem, request the right to optimize the
network con�guration (see Chapter 3.3.2). If pre-action SON coordination detects
a con�ict between two or more concurrent SON function requests then this con�ict
must be resolved in order to avoid negative system performance. The possible
resolution options considered here are to accept or reject, i.e., execute or block, the
changes requested by a SON function. Based on that, the decision problem of SON
coordination is to accept the best SON function requests for execution. However,
this decision depends on several aspects.
[3GP13] presents two example scenarios for SON function con�icts and a resolu-

tion approach based on priorities:

� In one scenario, the SON functions COC1, CCO, and ESM2 request to change
the RET of one cell to di�erent values at the same time. Typically, COC would

1COC is a self-healing function that aims to compensate faulty cells.
2The SON function algorithms in this scenario di�er from the ones considered in this work.
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have the highest priority since it compensates a network failure and, conse-
quently, would be executed. The reasoning behind this is that self-healing
functions recover the network from an abnormal system state to a normal
state and, hence, are a prerequisite for self-optimization functions which are
only reasonable under normal network conditions. As a result, COC should be
executed before any optimization function like CCO or ESM. Similarly, con-
sider the example of a con�ict between CCO and MRO. The typical work�ow
is that after CCO changes the size of a cell, MRO is active in order to adjust
the handover settings to the new physical size of the cell. As a result, CCO
should be executed before MRO because otherwise, the likely execution order
would be MRO, CCO, and MRO again which is ine�cient.

� In another scenario, the SON functions MRO and MLB are in con�ict since
both request the adjustment of the handover parameters within one cell at the
same time. In this case, the priorities of the SON functions are highly depen-
dent on the MNO's preferences, i.e., the main network optimization goal being
either the handover performance or the throughput performance. A similar
decision problem is given by two MLB function instances that request changes
on di�erent network cells and which are in con�ict due to overlapping e�ects.
In this case, the priorities might depend on which cell is more overloaded.

These examples outline that the decision problem of SON coordination depends
on both technical knowledge and the operator objectives. Some con�icts need to be
resolved in a speci�c manner due to technical constraints whereas others need to be
resolved based on the operator objectives. Furthermore, the SON coordination needs
to consider that speci�c requests, e.g., triggered by the human operator, also need
to be coordinated in the sense that they are always preferred compared to all other
con�icting requests. Note that con�icts may not solely exists between requests by
di�erent SON functions but also between requests by the same SON function which
target di�erent cells.
Typical approaches for con�ict resolution in SON coordination based on priori-

ties [3GP13] or �xed rules [Ban13][GSB14], mix up the knowledge about technical
constraints and operator objectives. This does not allow the operator to control
SON coordination with his speci�c objectives. Furthermore, they do not consider
the current system state in order to dynamically adjust the priorities of the SON
functions according to the severity of the performance degradation and the functions'
predicted e�ects.
As an example, consider a con�ict between two SON functions, SON function 1

and SON function 2, which should be resolved based on the operator objectives.
That is, there is no technical constraint on the execution order of both functions.
The resulting decision problem the SON coordinator is faced with is visualized in
Figure 5.1. Before the coordination decision, the network is supposed to be in
an acceptable state regarding the operator objectives with a utility of 0.5. Due
to the con�ict, the SON functions are expected to interfere with each other in a
negative way. Hence, their concurrent execution is expected to decrease the network
performance, i.e., the utility of the predicted state is 0.2. This would also be the
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result of an uncoordinated SON function execution. If one of the two SON functions
is executed alone, then the utility is expected to increases to either 0.6 for SON
function 1 or 0.7 for SON function 2. However, depending on the context, the
e�ects in terms of utility gain could also be switched. A �xed priority-based or rule-
based coordination decision would not consider the expected utilities of both SON
function requests. Instead, it would always reject either SON function 1 or SON
function 2. Hence, depending on the context, this decision may not be optimal.

Current
state

Concurrent
execution

SON function 1 SON function 2 Unified
SON functions

0.0

0.2

0.4

0.6

0.8

1.0

U
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y

Figure 5.1: Expected utilities of the execution of SON function 1 and SON func-
tion 2.

Figure 5.1 also depicts a coordination approach that attempts to �unify both
requests into one� [Sch+11, p. 196]. Therefore, SON coordination needs to analyze
the requests and merges them into a new, di�erent con�guration change. Although
this type of coordination promises the highest resulting utility, it requires in depth
knowledge of the SON functions and the physical environment. As pointed out
in [Ban11], this actually leads to a duplication of functionality, �nally making SON
functions obsolete. For this reason and the basic assumption that SON functions
are black boxes (see Chapter 3.1.2), this coordination option is considered neither
reasonable nor feasible by us.

5.2 Goals and Requirements

The idea of objective-driven SON coordination is to estimate and consider the ex-
pected utilities of the SON function requests for decision making. The goal is to al-
ways accept the optimal set of SON function requests, i.e., accept SON function 2 in
Figure 5.1. Therefore, it is necessary to separate the knowledge for technical-driven
con�ict resolution from the knowledge for objective-driven con�ict resolution. This
enables the operator to control SON coordination with the operational objectives as
required by Objective 3. Based on this, the SON coordinator should acknowledge
the set of requests that satisfy the technical constraints and maximizes the expected
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system performance with respect to the operator objectives.
The case that the coordination decision depends on the MNO's preferences is

especially interesting in the context of ODSO. If two SON functions are in con-
�ict the decision depends on the operator objectives, the current system state, and
the predicted e�ects of the execution of the SON functions. Figure 5.2 depicts a
simple decision scenario for SON coordination with respect to operator objectives
as de�ned in the ODSO framework. Consider the SON functions MRO,MLB ∈ S
which request to change the CIO of the same network cell and, thus, are in con�ict.
The estimated e�ects of the actions are depicted as arrows, i.e., MRO optimizes the
performance of the KPI handover ping-pong rate and MLB the performance of the
KPI cell load, respectively. The decision which SON function to execute, strongly
depends on the cell's context. If the cell is currently in State A, MLB should be pre-
ferred over MRO since it is more important to leave the unacceptable value region
of the cell load than to satisfy the optimal threshold of the handover ping-pong rate.
However, in system State B, the preference is the other way around since it is more
important to improve the performance with respect to the handover ping-pong rate.
It is the goal of the ODSO SON coordination to automate such objective-driven
decision making.
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MLB (0.88, 0.50, 0.12)
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Figure 5.2: Example for the decision problem of the objective-driven con�ict reso-
lution between two SON functions in two di�erent system states.
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After rejecting one SON function in a granularity period, it may be the case
that the very same SON function requests again a change in the next granularity
period. Actually, this is the expected behavior since the function was not able to
solve the performance problem and, thus, it will likely still be present. Following
this thought, it becomes clear that SON coordination performs a kind of scheduling
of the SON functions, i.e., it decides which SON function should be executed �rst,
second, and so on. Implicitly, objective-driven SON coordination aims to execute
those con�guration changes �rst that improve the satisfaction of operator objectives,
i.e., the utility, the most. This leads to a behavior such that it tries to achieve an
acceptable or optimal system state, with respect to the operator objectives, as soon
as possible.
The example above outlines the decision making for solely two requests. However,

in a real network, there are maybe many requests at the same time. This complicates
the decision making even more due to the complex con�ict relations between the
requests. As a result, it is not enough to simply accept the best action for each
con�ict, but instead it is necessary to accept a con�ict-free set of SON function
requests that maximizes the overall satisfaction of the operator objectives.
It is important to note a principle assumption of the presented approach: all SON

function requests are expected to be correct in the sense that their execution may
improve the performance. Speci�cally, this means that SON coordination should
not actively block requests that are not in con�ict because the SON function may
be erroneous. Such a behavior could be necessary to avoid oscillations between SON
functions that change a cell's con�guration back and forth. However, the detection
and recovery of such behavior is handled by ODSO SON self-healing in Chapter 6.
The detection and resolution of con�icts is a complex task that requires consid-

erable knowledge about the SON. However, ODSO de�nes an architecture in which
SON management provides the other components with information, speci�cally the
SON function e�ects as described in Chapter 3.3.3. The SON coordination presented
in the following will be integrated into this framework and, thus, is enabled to reuse
this knowledge in order to reduce the necessary additional information required by
the MNO.

5.3 Component Design

The design of objective-driven SON coordination is based on the generic ODSO
component design. Its computational process is divided into three parts as depicted
in Figure 5.3. The �rst step, referred to as con�ict detection and technical resolution,
evaluates the technical knowledge and is related to the action proposal of the generic
ODSO component design as described in Chapter 3.4. The second step, referred to
as SON function request selection, evaluates the operator objectives and corresponds
to the action selection. The third step, referred to as enforcement, distributes the
coordination decision to the SON functions as replies to their requests and to SON
self-healing as the SON activity (see Chapter 6.3.1.2). Apart from the respective
knowledge models, both steps rely on the operational context for computation. The
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process is triggered by an event that is raised at the end of the execution phase of the
batch coordination. This event contains all requests for action execution by the SON
functions collected during the SON function execution phase (see Chapter 3.3.3).
The technical knowledge, which is evaluated by the con�ict detection and techni-

cal resolution, comprises three parts: the SON function e�ects provided by the SON
management component, a con�ict detection model describing the possible con�icts
between the SON functions, and a coordination constraint model containing infor-
mation about the technical constraints for coordination. Based on these models,
the �rst step estimates the possible e�ects of the requests with respect to the KPIs,
determines the con�icts among the SON function requests, and partially resolves
them by rejecting requests based on technical constraints.
The remaining con�icts are supposed to be resolved according to the operator

objectives which is done by the SON function request selection. Therefore, it ana-
lyzes the unresolved con�icts, and acknowledges or declines SON function requests
such that the satisfaction of the operator objectives, i.e., the expected utility, is
maximized. Similar to the generic ODSO component design, the expected utility is,
thereby, computed based on the estimated e�ects of the SON function requests and
the objectives provided as the ODSO objective model. Finally, the enforcement step
executes the decision by sending the respective acknowledgment or reject messages
to the SON functions that requested an action execution.
SON coordination has to make a decision between two options for a request:

acknowledge or reject. Speci�cally, rescheduling of a request and pre-emption of
a running SON function are not considered (see [Ban+11b]). On the one hand,
this allows the description to concentrate on the core idea of the objective-driven
SON coordination. On the other hand, these actions can be made unnecessary with
some assumptions: First, the granularity period is at least as long as the longest
completion time (see execution and impact-time presented in Chapter 5.3.1.2) of the
SON functions in the SON. Hence, there cannot be any concurrently executed SON
functions when the coordination is triggered and, so, no running SON functions
needs to be pre-empted. Second, SON functions continue requesting actions after
a previous rejection of the same action if the problem they attempt to solve still
exists. In this way, the actions do not need to be rescheduled since they will be
requested again by the SON function in the next coordination phase.
As outlined in Chapter 3.3.3, ODSO assumes a SON that is synchronized with

the granularity period: after the collection of measurements, all SON function are
triggered, their requests collected and processed by SON coordination, and �nally
the accepted changes to the network con�guration are deployed. Chapter 5.4 dis-
cusses a how the presented concept might be implemented in an asynchronous SON
where SON functions may be triggered at any point in time requesting changes of
the network con�guration.

5.3.1 Con�ict Detection and Technical Resolution

Con�ict detection and technical resolution, depicted in Figure 5.4, is performed in
three steps that are presented in the following. The input to the process is a set
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of all SON function requests that were collected during the execution of the SON
function instances in the current granularity period as described in Chapter 3.3.3.
From an ODSO point of view, a SON function request can be seen as an action
(see De�nition 3.5) which SON coordination may select to accept. Consequently, a
not selected SON function request is implicitly rejected. Due to this meaning, the
symbol a is reused and, in this chapter, always refers to a SON function request.

Conflict Detection and 
Technical Resolution

Conflict 
Detection

Technical 
Constraint 
Resolution

Trigger Event with 
all collected SON 

Function Requests 

Effect 
Estimation

Rejected 
SON Function 

Requests

SON Function 
Requests & 

Effects

SON Function 
Effects

Conflict Detection 
Model

Coordination 
Constraint Model

SON Function 
Requests & 

Effects

Conflicts

Figure 5.4: Computation process of the con�ict detection and technical resolution.

De�nition 5.1 (SON function requests). In the context of SON coordination, an
action as de�ned in De�nition 3.5 is re�ned to be a SON function request. A
SON function request a = (s, c) with a ∈ A is a request for the execution of some
con�guration change by the SON function s ∈ S running on cell c ∈ C. The set
A = S ×C is the domain of all possible SON function requests. A ⊆ A is the set of
SON function requests that are collected during SON function execution phase and
need to be coordinated.

Apart from this de�nition, the request might also comprise additional information
like the attempted changes of the network parameters which are, however, not of
speci�c interest in this following.
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5.3.1.1 E�ect Estimation

The �rst step of con�ict detection and technical resolution is the estimation of the
e�ects of the collected SON function requests. This means, it has to predict the
e�ect on the network cell c of the acceptance of a SON function request a = (s, c),
i.e., the one-time execution of the requesting SON function s. The idea of ODSO
SON coordination is to reuse the SON function e�ects SFE provided by the SON
management component as described in Chapter 4.3.6 for that.
The SON function e�ects are derived from the combined e�ects of the current

SON con�guration and, thus, represent the long-term expectations for the KPI
values of a SON function. However, SON coordination need to make a decision for a
single execution of a SON function which produces short-term e�ects. Although the
consideration of the long-term e�ects may sometimes lead to non-optimal decisions
by SON coordination, there are three reasons to still do so:

� The approach allows to reuse the information from the SON function mod-
els provided by the vendors of the SON functions. This reduces the e�orts
for modeling the necessary technical expertise for autonomic SON operations
considerably.

� The prediction of the short-term e�ects of a con�guration change of the net-
work is very complex since the peculiarities of the environment are dominating
the resulting KPI values. Since it is impossible to observe all properties of the
environment, it is often also impossible to accurately predict the resulting
network performance. This is one reason why quite a lot of SON functions
actually adopt a trial-and-error approach for optimization (see the SON func-
tions described in [HSS11][RH12]). As a result, the long-term e�ects may be
the best e�ect estimation possible, anyway.

� It may be the case that a SON function �rst reduces the performance of a cell
just to improve it considerably in a consecutive optimization step. In order
to handle such work�ow-like SON functions, SON coordination needs to look
some granularity periods into the future. As a result, SON coordination should
actually consider the long-term e�ects of the SON functions.

The estimated e�ect of a SON function request a = (s, c) from the SON function
e�ects SFE needs to be combined with the current performance state xc of c, i.e.,
the current values of the KPIs. This is because the execution of a SON function
does not necessarily a�ect all KPIs of c. Speci�cally, if the execution of s is not
expected to have an impact on KPI k, i.e., SFE(c, s; k) = ⊥, then the value of k is
expected to be the same before and after the execution of s.

De�nition 5.2 (Complete e�ect of SON function request). The estimated complete
e�ect f of a SON function request a = (s, c) is determined based on the SON
function e�ects SFE(c, s) (see De�nition 4.11) by using the e�ect merging function
f = µ (SFE(c, s), c,x, 1.0) (see De�nition 3.11). As can be seen, we suppose that
the probability of the SON function execution changing the KPIs as 1.0, i.e., it is
for sure.
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The presented estimation approach focuses on reusing knowledge already pro-
vided, i.e., the SON function models. In a complicated and dynamic environment,
this estimation might show the general direction of optimization by a SON function
but may not be accurate regarding the actual expected KPI values. In principle,
machine learning seems to be a promising approach to improve the accuracy by
learning the network performance of previous coordination decisions. However, this
is not trivial since the state space of this problem is enormous even for a simpli�ed
formalization [Iac+14a]. In contrast to that, in some cases the e�ects of a SON
function request may be deterministic and computable. For instance, consider an
ESM request that attempts to switch o� a network cell: the e�ect on the KPI energy
consumption is accurately predictable without consulting the SON function e�ects.
Actually, the direct computation may be more accurate than the probabilistic pre-
diction. However, this example shows nicely the trade-o� that an MNO needs to
make between accuracy by detailed models and the required human e�ort for the
creation of such models.

Multiple Similar SON Function Requests per Cell A case for which the pro-
posed estimation of the e�ects of the SON functions may also not be accurate
are functions that request several independent con�guration changes for one cell,
each handling di�erent con�guration parameters (cf. cell-focused SON functions in
Chapter 3.3.2). Although such non-cell-focused SON functions are not in the pri-
mary scope of ODSO, we would like to discuss their handling since they are not
uncommon. An example for such a SON function is MRO which optimizes the KPI
handover ping-pong rate by adjusting the CIO: the ping-pong rate can be deter-
mined for each handover relation to a neighboring cell and, similarly, the CIO is
con�gured for each neighbor relation separately. Consequently, there are implemen-
tations of the MRO functionality, e.g., in [Ban13], that optimize each and every
neighbor relation of a cell independently. This means, however, that the e�ect esti-
mation presented above is too optimistic as it estimates that each individual request
for a neighbor relation achieves the overall, expected cell e�ect given by the SON
function e�ects. In such case, it is more realistic that each request achieves a part
of the expected cell e�ect such that the e�ects of all requests together accumulate
to the overall cell e�ect. Again, the accurate estimation of the e�ects of multiple
SON function requests per cell requires considerable human e�ort or sophisticated
machine learning algorithms for creating the technical models. Alternatively, the
partial e�ect of such a SON function request may be approximated by assuming
that each request may result in the overall, expected cell e�ect given by the SON
function e�ects with the same probability.
Consider that SON function s ∈ S is triggering n SON function requests a1 . . . an

for the same network cell c in a speci�c granularity period, i.e., ∀i = 1, . . . , n. ai =
(s, c). Then each of the n requests may be e�ective with the uniform probability ρ
leading to the e�ect f = µ (SFE(c, s), c,x, 1.0) given by De�nition 5.2. Since n·ρ = 1,
ρ = 1/n and the expected e�ect of a single request is 1/n · f = µ (SFE(c, s), c,x, 1/n).
This approach can be interpreted as each request may be e�ective with the proba-
bility 1/n. Chapter 5.3.2.1 shows that this approach leads to a SON function request
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utility during SON function request selection that is equivalent to a cell-focused
SON function. Notice that for non-cell-focused functions, the set of collected SON
function requests A (see De�nition 5.1) needs to be rede�ned as a multiset contain-
ing several formally equal requests (s, c) which may di�er in other, non-formalized
properties.

5.3.1.2 Con�ict Detection

The second step of SON coordination is the determination of con�icts between the
SON function requests. A SON function con�ict is de�ned as negative interactions
between two executed instances of the same or di�erent SON functions [Ban13].
Whether two SON function instances are in con�ict depends on the following char-
acteristics [3GP13][LIA13][Ban13]:

� Interactions between the SON functions and their actions, e.g., the measure-
ment con�ict between an RET change by a CCO function and the measured
handover performance by an MRO function, since the RET a�ects the cell
size and, so, the handover performance. [Ban13] provides a comprehensive
classi�cation of di�erent con�icts.

� Spatial characteristics of the SON functions, often referred to as impact-area.
For instance, a RET change by a CCO function may in�uence the handover
performance in neighboring cells. Consequently, con�ict detection needs to
consider overlapping impact-areas.

� Temporal characteristics of the SON functions, often referred to as execution
time and impact-time. This comprises, e.g., the time to enforce a network con-
�guration change and the time for this change to materialize in the PM data.
As noted in Chapter 5.3, the impact-time is not relevant for the synchronous
SON execution presented here.

As can be seen, con�ict detection requires in-depth technical knowledge about the
SON functions which is captured in the con�ict detection model.

De�nition 5.3 (Con�ict detection model). The con�ict detection model CDM :
A × A × X → B de�nes possible con�icts between SON function requests as a
mapping from a pair of SON function requests (a1, a2) ∈ A × A and the current
operational context x ∈ X to a Boolean value 0, 1 ∈ B indicating whether a1 and a2

are in con�ict. That is CDM(a1, a2,x) = 1 if and only if a1 and a2 are in con�ict in
x.

Based on this, the set of con�icts for a set of requested SON function executions
can be computed.
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De�nition 5.4 (Con�ict set). The result of con�ict detection is the set of con�icts
for the collected SON function requests A in the current operational context x is
de�ned as a set of pairs of con�icting requests:

κ = {(a1, a2) | a1, a2 ∈ A, a1 6= a2,CDM(a1, a2,x) = 1}.

The relation de�ned by (a1, a2) ∈ κ is irre�exive, symmetric, but not necessarily
transitive.

The objective-driven SON coordination presented in this thesis focuses on con-
�ict resolution. Fortunately, there is numerous related work that describes con�ict
detection approaches, e.g., [Sch+11][Cia+12][Ban13][Tsa+13][Iac+15]. Hence, we
draw on these results. As simple approach outlined in [Ban13] explicitly de�nes the
con�ict detection model as an action policy containing rules of the form:

IF c o n d i t i o n ( request_1 , request_2 , con t e x t ) THEN t r u e

If for a pair of SON function requests any of the rules produces true, a con�ict
is recorded. For instance, the following rules detects con�icts between CCO and
MRO SON function requests if their impact-areas, determined using the operational
context, overlap:

IF request_1 . sonFunc t i on = CCO AND

request_2 . sonFunc t i on = MRO AND

o v e r l a p ( request_1 . impactArea ( con t e x t ) ,
request_2 . impactArea ( con t e x t ) )

THEN t r u e

In [RT11] and [Tsa+13], two separate groups of authors present a con�ict detec-
tion approach based on ontological models. Thereby, the possibly a�ected network
con�guration parameters by a SON function request as well as the possibly a�ected
KPIs by a con�guration change are de�ned in a semantic model based on ontologies.
Using automated reasoning, it is possible to compute possible con�icts by searching
for SON function requests that a�ect the same KPI in one cell. Although this idea
promises some degree of automation by using automated reasoning components, the
models require considerable manual e�orts to be created, especially for an operator
who has little insight into the SON functions. However, by reusing the SON function
e�ects, it is possible to implement a similar idea in the ODSO framework. The SON
function e�ects can be used to detect characteristic con�icts [Ban13] which occur if
two SON functions adapt di�erent network parameters that a�ect the same KPIs.
Following this argument, two SON function requests are in con�ict if they target
the same cell and their predicted e�ects indicate a KPI e�ect on a common KPI:

CDM(a1, a2,x) =

1
if a1 = (s1, c1), a2 = (s2, c2), c1 = c2, s1 6= s2,
∃k ∈ K. SFE(c1, s1; k) 6= ⊥ ∧ SFE(c2, s2; k) 6= ⊥

0 otherwise.
(5.1)
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5.3.1.3 Technical Constraint Resolution

The third step of SON coordination is imposing technical constraints for con�ict
resolution provided by the coordination constraint model. Such constraints can be
necessary for two reasons:

� There are technical reasons for resolving con�icts in a speci�c manner, e.g.,
because they need to be executed in a speci�c work�ow [Ban+11b]. For in-
stance, a self-healing function should be executed before an optimization func-
tion since the former restores the failure-free operation of a network cell that
is a prerequisite for optimization (see Chapter 5.1 and 6.3.4.2).

� The operator must be able to in�uence coordination, e.g., in order to enforce
the execution of a manually triggered SON functions or to block unwanted
SON functions.

Violations of the constraints are resolved by rejecting some SON function requests.
Therefore, the constraints must be prioritized in order to accurately control the
decision making. Consider the case that a self-healing COC request and a CCO
function request are in con�ict (see Chapter 5.1), and the operator requested the
execution of the CCO request. Hence, there are two technical constraints for their
coordination: �rst the COC request should be executed and the CCO rejected due
to general technical reasons and, second, the CCO should be executed and every
con�icting request should be rejected due to the manual intervention by the operator.
This shows that, of course, violated operator constraints need to be resolved before
general technical constraints.
A simple and well-known way to implement such a prioritized decision making

is by using a mature action rule system like JBoss Drools [The13]. These allow
assigning a �salience value� [The13, Ch. 6.2.2.2] to the if-then action rules which
perfectly resembles the desired priorities. So, coming back to the example presented
before, the generic technical constraint that a COC request should be preferred to
a CCO request may be expressed as

IF request_1 . sonFunc t i on = COC AND

request_2 . sonFunc t i on = CCO AND

( request_1 , request_2 ) i n c o n f l i c t S e t
THEN r e j e c t ( request_2 ) PRIORITY 2

For the sake of the example, this rule has a priority of 2 which is not the highest
priority. Such con�ict rules must explicitly de�ne transitivity, i.e., if a COC request
is preferred to a CCO request which itself may be preferred to an MRO request
then there must be a rule for checking COC against the con�ict with CCO, COC
against MRO, and CCO against MRO. The operator enforced execution of the CCO
function in the example can be expressed as

IF ope r a to r_reque s t ed ( request_1 ) = t r u e AND

ope r a to r_reque s t ed ( request_2 ) = f a l s e AND

( request_1 , request_2 ) i n c o n f l i c t S e t
THEN r e j e c t ( request_2 ) PRIORITY 1
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The rule analyzes a SON function request request_2 if it is in con�ict with the
operator-enforced request request_1 and, consequently, rejects it. As a result, this
rule removes all SON function request that are in con�ict with operator-enforced
requests, thereby, ensuring their execution. This rule assumes that a function
operator_requested( ) provides an indication that a request was triggered by the opera-
tor. Note that the rule has a priority of 1 and, hence, is evaluated before the generic
technical constraints.
It is important to notice that the technical constraint resolution is performed on

all SON function requests and not solely the requests that are in con�ict. The reason
is that the operator, or even SON self-healing (see Chapter 6.3.4.2), may need to
block the execution of a SON function even if it is not in con�ict with any other
requests.

De�nition 5.5 (Technical constraint resolution). Independent of the actual im-
plementation, the technical constraint resolution computes a set of rejected SON
function requests ATCR ⊆ A based on the coordination constraint model and the
collected SON function request A, and a set of technically accepted SON function
request ATCR = A \ ATCR

.

De�nition 5.6 (SON function requests and e�ects). In the context of SON coor-
dination, the action-e�ect set as de�ned in De�nition 3.10 is re�ned to the set of
SON function requests and e�ects. Based on the technical constraint resolution, the
set of SON function requests and e�ects AF ∈ A × F contains pairs (a, f) for all
technically accepted SON function request a ∈ ATCR and their respective complete
e�ects f ∈ F as determined by e�ect estimation.

5.3.2 SON Function Request Selection

After con�ict detection and technical resolution, the SON function request selection
step resolves the remaining con�icts between the SON function requests based on
the operator objectives. Therefore, it �rst calculates the expected utility for the
execution of each request based on its expected e�ects. Second, it resolves the
con�icts by determining a con�ict-free subset of all SON function requests which
maximizes the sum of the expected utilities.

5.3.2.1 Expected Utility for SON Function Requests

Single SON Function Request The calculation of the expected utility for each
SON function request is performed based on the expected e�ects provided by the
con�ict detection and technical resolution, the objective model, and the operational
context. In principle, a con�ict between two SON function requests a1 and a2

is based on the preference relation %, i.e., a1 should be selected if and only if
a1 % a2. De�nition 3.20 presented that this decision has to be based on the expected
utility vectors u1 and u2 of the complete e�ects f1 and f2 of both actions, i.e.,
a1 % a2 ⇐⇒ u1 ≥D u2.
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If only SON function requests for the same cell could be in con�ict, this comparison
would be correct since the e�ects on one network cell are commensurable. However,
since con�icting requests a1, a2 with the e�ects f1, f2 and the utilities u1,u2 can also
target di�erent network cells, i.e., projC(a1) 6= projC(a1), u1 ≥D u2 does consider
incomparable e�ects f1 and f2 on di�erent network cells. The Figure 5.5 outlines this
with an example. Consider Cell A and Cell B with the marked system states before
the execution of any SON function request. Obviously, Cell B is performing worse
than Cell A. For both cells, the SON function MRO requested a con�guration change
but these requests are in con�ict. Considering solely the �nal expected performance
and utility, the request on Cell A should be preferred. However, this is obviously
not the behavior expected by an MNO. Instead, the request on Cell B should be
accepted since the initial state is much worse and, thus, the overall improvement of
the performance and the satisfaction of the objectives is higher.
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Figure 5.5: Example outlining the importance to consider the utility improvement
for the selection of the SON function requests.

The preference relation a1 % a2 is actually based on the state of the whole network
after the execution of either request. Let u1 be the expected utility vector for the
e�ect of a1 on cell c1, u2 be the utility vector for the e�ect of a2 on cell c2, C be the
set of all network cells, and uxc be the utility vector of the current performance of
the network cell c. Based on this, the preference between a1 and a2 can be calculated
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using the expected utility of all cells of the network after the execution of either SON
function request:

a1 % a2 ⇐⇒ u1 +
∑

c∈C,c6=c1

uxc ≥D u2 +
∑

c∈C,c6=c2

uxc . (5.2)

This calculation shows that the selection of a SON function request is a MAUT
decision problem over attributes being the satisfaction of the MNO preferences for
each cell. Hence, Equation 5.2 requires some assumptions in order to be valid: First,
the shown additive aggregation of the utility per cell requires that the preferences
regarding the satisfaction of the objectives for each cell are additive independent.
In parallel to the discussion for KPI preferences in Chapter 3.4.3.3, we see this
as a reasonable assumption for the cells that simpli�es to the preference model
considerably. Second, the satisfaction of each cell's objectives is equally important
for all cells, i.e., each cell utility has the same weight. This assumption simpli�es
the following presentation of the design. However, if the MNO sees some network
cells more important than others then Equation 5.2 could be extended to a weighted
sum of the cell utilities similarly to the weighted KPI utilities in Equation 3.6.
Note that Equation 5.2 shows a vector addition over the utility vectors. In order

to keep the semantics of the priorities as de�ned in De�nition 3.19, these operations
must be performed element-wise.

De�nition 5.7 (Utility vector addition and subtraction). Two utility vectors u′ =
(u′1, . . . , u

′
ND

) and u′′ = (u′′1, . . . , u
′′
ND

) are added and subtracted element-wise, i.e.,
u′ + u′′ = (u′1 + u′′1, . . . , u

′
ND

+ u′′ND
) and u′ − u′′ = (u′1 − u′′1, . . . , u′ND

− u′′ND
).

Using some mathematical transformations, one can simplify Equation 5.2 for the
overall network state to the following

u1 +
∑

c∈C,c6=c1

uxc ≥D u2 +
∑

c∈C,c6=c2

uxc

⇐⇒ u1 + uxc2
≥D u2 + uxc1

⇐⇒ u1 − uxc1
≥D u2 − uxc2

. (5.3)

This result can be interpreted such that the preference of a SON function request
a on cell c is based on the di�erence between the cell performance utility before its
execution uxc and the expected utility after its execution u1. In other words, the
preference depends on the expected improvement of the utility.

De�nition 5.8 (Expected utility improvement of a SON function request). The
expected utility improvement ∆u = u − uxc of a SON function request a with the
e�ect f on cell c = projC(a) is the di�erence of the expected utility vector u of f
and the utility of the current performance uxc of c. Thereby, uxc = E [o∗,∗(fc)] is
the utility vector for the e�ect fc ∈ F such that fc(k) = δx(c,k) is representing the
current performance of c as a tuple of Dirac distributions (see De�nition 3.11) for
all KPIs k ∈ K.
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De�nition 5.9 (Preference of SON function requests). A SON function request a1

with the expected utility improvement ∆u1 is preferred to a request a2 with ∆u1 if
and only if ∆u1 ≥D ∆u2.

The fact that ∆u is representing the expected improvement of the network per-
formance can also be used to reject actions with negative expected e�ects. That is,
a SON function request a with ∆u = u − uxc is rejected if (0.0, 0.0, 0.0) ≥D ∆u
even if a is not in con�ict with any other request. This is motivated by the fact that
the current network performance is preferred to the expected network performance
after the execution of the SON function request, uxc ≥D u. This decision logic has
one main advantage and one main disadvantage:

Advantage: SON functions optimize one speci�c or a small set of KPIs. Thereby,
they neglect other KPIs in order to be computationally e�cient. Hence, the
execution of SON function s1 might improve the performance of one optimized
KPI k1 while reducing the performance of other another KPIs k2. The decision
which performance state is preferred depends on the concrete operator objec-
tives and can only be evaluated by the SON coordinator. Continuing this
thought, the reduced performance of k2 might trigger another SON function
s2 whose execution eventually reduces the performance of k1 again. It can be
seen that this scenario can lead to an oscillating execution between s1 and s2.
Such a situation can happen between MRO, which improves the handover per-
formance while potentially worsening the cell load, and MLB, which improves
the cell load while potentially worsening the handover performance, as shown
in Figure 5.6. If the expected utilities of both SON function requests would
be compared with the current system performance, then one state, either the
good handover performance or load, would be preferred and the request by
the SON function that worsens this situation would be rejected.

Disadvantage: The e�ects of the execution of a SON function are only estima-
tions and depend on complex interrelations between the con�guration of the
cell and the environment. This complexity requires sophisticated algorithms
within the SON functions to determine when and how to request a change
in the network con�guration. The SON function models can provide only a
rough estimation of the e�ects of the execution of a SON function which is
much less accurate than the algorithms in the SON function. This is because
these algorithms should actually be kept secret as the intellectual property of
the vendor. Furthermore, the e�ect estimation, as presented here, does not
consider the actually requested changes to the network con�guration. As a
result, rejecting con�ict-free requests based on these rough e�ect estimations
can block a lot of SON functions that might actually improve the network
performance. Of course, the e�ect estimation in the SON coordination can be
made more accurate. However, this would eventually lead to the duplication
of the SON function algorithms in the SON coordination component making
the coordination very complex and the SON function obsolete [Ban11].
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Figure 5.6: Example of an oscillation between MRO and MLB.
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As already indicated in Chapter 5.2, we opt for following the second argument
and, hence, would not advice to reject non-con�icting actions that may reduce the
network performance. Instead, the ODSO framework allows to detect and handle
such problems by monitoring the activity of the SON functions using SON self-
healing (see Chapter 6). However, this assessment may change in the future if more
accurate e�ect models, potentially created using machine learning, are available (see
Chapter 5.3.1.1).

Multiple Similar SON Function Requests per Cell Chapter 5.3.1.1 discussed the
issues that arise from SON functions that trigger several independent SON function
requests for the same network cell. From the perspective of SON function request
selection, the decision making should be independent of this issue. That means, an
operator is indi�erent regarding the operational preferences between selecting the
single SON function request a′ of a cell-focused SON function s′ ∈ S on cell c ∈ C
and selecting all n triggered requests a1, . . . , an of a non-cell-focused SON function
s ∈ S on the same cell c with s′ 6= s, if and only if the expected cell e�ects, SFE(c, s′)
and SFE(c, s), are equal. In other words, s′ and s are similar SON functions that
solely di�er in the fact that s′ puts all desired changes into a single request and
s requests every change independently. The indi�erence can be formally expressed
as a′ ∼ {a1, . . . , an}. Consequently, ∆u′ =

∑n
i=1 ∆ui must hold, with ∆u′ being

the utility improvement by a′ and ∆ui being the utility improvement of ai. In the
following, we show that this holds for the proposed estimation of the expected e�ects
presented in Chapter 5.3.1.1.

With no loss in generality, we solely focus on the priority d ∈ D. Hence, for
each d it must hold that ∆u′d =

∑n
i=1 ∆ui,d with ∆u′d = projd(∆u′) and ∆ui,d =

projd(∆ui). The utility for the priority can be converted to:

∆u′d = u′d − uxc,d (De�nition 5.8)

=

∑
k∈K

wk ·
∫

Dom(k)

f ′k(v) · ok,d(v) dv

−
∑
k∈K

wk ·
∫

Dom(k)

δx(c,k)(v) · ok,d(v) dv


(De�nition 5.8,
De�nition 3.17)

=
∑
k∈K

wk ·
∫

Dom(k)

f ′k(v) · ok,d(v)− δx(c,k)(v) · ok,d(v) dv

=
∑
k∈K

wk ·
∫

Dom(k)

(f ′k(v)− δx(c,k)(v)) · ok,d(v) dv, (5.4)

with f ′k denoting the expected KPI e�ect of a′ on KPI k as determined by e�ect
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estimation. With similar conversions, we get

n∑
i=1

∆ui,d =
n∑
i=1

∑
k∈K

wk ·
∫

Dom(k)

(fi,k(v)− δx(c,k)(v)) · ok,d(v) dv

=
∑
k∈K

wk ·
∫

Dom(k)

(
n∑
i=1

fi,k(v)− δx(c,k)(v)) · ok,d(v) dv, (5.5)

with fi,k denoting the expected KPI e�ect of ai on KPI k as determined by e�ect
estimation.
Based on Equation 5.4 and Equation 5.5, it is su�cient to show that for each

k ∈ K,

f ′k(v)− δx(c,k)(v) =
n∑
i=1

fi,k(v)− δx(c,k)(v). (5.6)

Note that the SON function e�ects for both SON functions, SFE(c, s′) and SFE(c, s),
are equal. Regarding the estimated e�ects by the e�ect estimation step described
in Chapter 5.3.1.1, two cases have to be distinguished:

� If SFE(c, s; k) = SFE(c, s′; k) = ⊥, i.e., the SON functions do not a�ect k,
then f ′k(v) = µk(⊥, c,x, 1.0)(v) = δx(c,k)(v) and fi,k(v) = µk(⊥, c,x, 1/n)(v) =
δx(c,k)(v) according to De�nition 3.11. Consequently, Equation 5.6 becomes

δx(c,k)(v)− δx(c,k)(v) =
n∑
i=1

δx(c,k)(v)− δx(c,k)(v)

0 =
n∑
i=1

0. (5.7)

� If SFE(c, s; k) = SFE(c, s′; k) = fk, i.e., the SON functions a�ect k according
to the KPI e�ect fk 6= ⊥, then f ′k(v) = µk(fk, c,x, 1.0)(v) = 1 · fk(v) + (1 −
1) · δx(c,k)(v) and fi,k(v) = µk(fk, c,x, 1/n)(v) = 1/n · fk(v) + (1− 1/n) · δx(c,k)(v)
according to De�nition 3.11. Consequently, Equation 5.6 becomes

fk(v)− δx(c,k)(v) =
n∑
i=1

1

n
· fk(v) +

(
1− 1

n

)
· δx(c,k)(v)− δx(c,k)(v)

=
n∑
i=1

1

n
· fk(v) +

1

n
· δx(c,k)(v)

= fk(v)− δx(c,k)(v). (5.8)

As a result of Equation 5.7 and Equation 5.8, we have shown that ∆u′ =
∑n

i=1 ∆ui
holds for the proposed estimation of the expected e�ects presented in Chapter 5.3.1.1.
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Set of SON Function Requests The goal of the con�ict resolution based on
the operator objectives is to resolve the remaining con�icts between SON function
requests ATCR, which are accepted by con�ict detection and technical resolution, by
selecting or rejecting requests such that

� the set of �nally selected requests AOM ⊆ ATCR is con�ict-free and

� the set is preferred over all other con�ict-free subsets of R ⊆ ATCR, i.e.,
∀R ⊆ ATCR, R is con�ict-free.AOM % R.

Therefore, the relation % needs to be de�ned for sets of actions. Based on Equa-
tion 5.2, one can see a set of SON function requests as a decision option where each
request changes the utility of a cell. The utility improvement vectors provide an ab-
straction of the expected utility of an SON function request on a particular network
cell from the performance of the rest of the network cells. In other words, the prefer-
ence of a SON function request a1 over a request a2 is completely independent of the
performance of the network cells c ∈ C \{projC(a1), projC(a2)} that are not a�ected
by a1 or a2. This particularly also holds if a non-con�icting SON function request
a3 is executed in parallel with projC(a3) 6= projC(a1) and projC(a3) 6= projC(a2).
Based on this, the preference of a set of accepted SON function requests can be
based on MAUT with independent attributes being the accepted requests. Again,
we assume additive independence between the accepted the SON function requests
(see Chapter 5.3.2.1) allowing to de�ne a utility measure over the sum of the utilities
of the accepted SON function requests. Hence, the preference of a set of accepted
SON function requests R1 to another set R2 is based on the sum of the utility
improvements of the requests in R1 and R2 as

R1 % R2 ⇐⇒
∑
a∈R1

∆ua ≥D
∑
a∈R2

∆ua (5.9)

with ∆ua being the expected utility improvement by SON function request a.
Unfortunately, this simple de�nition would not accept SON function requests

with a negative expected utility improvement ∆u, i.e., (0.0, 0.0, 0.0) ≥D ∆u. For
example, consider two con�icting request a1 and a2 with ∆u1 = (0.0, 0.0,−0.5) and
∆u2 = (0.0, 0.0,−0.4) respectively. In this case, the outlined approach would select
no action since, the empty set of accepted SON function requests ∅ has a higher
sum of utility improvements

∑
a∈∅∆ua = (0.0, 0.0, 0.0) as both other options {a1}

or {a2}. Note this problem also occurs if there are additional requests with positive
utility improvements involved. In order to overcome this problem in a generic way,
it is necessary to uniformly lift the utility improvements by a constant such that
no SON function request has a utility improvement (0.0, 0.0, 0.0) ≥D ∆u. This is a
positive linear transformation regarding the utility (see Chapter 2.3.2) and, hence,
does not change the resulting preferences regarding the requests. Note that a lift is
only necessary if at least one utility improvement is negative.
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De�nition 5.10 (Lifted expected utility improvement of a SON function request).
Given the set of technically accepted SON function requests ATCR, let ∆ua denote
the expected utility improvement for a request a ∈ ATCR. Let ∆U = {∆ua | a ∈
ATCR, (0.0, 0.0, 0.0) ≥D ∆ua} be the set of all negative expected utility improve-
ments, and let ∆umin be the smallest, negative expected utility improvement by all
requests, i.e., ∆umin = min∆u∈∆U ∆u. The lifted utility improvement ∆̂u of a SON
function request with the utility improvement ∆u is calculated as

∆̂u =

{
∆u + ∆umin + (0.0, 0.0, 0.1) if ∆U 6= ∅
∆u otherwise.

The additional, arbitrary (0.0, 0.0, 0.1) ensures that there is no ∆̂u = (0.0, 0.0, 0.0).

Based on these discussions, it is possible to de�ne a preference relation over sets
of accepted SON function requests.

De�nition 5.11 (Preference over sets of accepted SON function requests). The
preference of a set of accepted SON function requests R1 to another set R2 is based
on the sum of the lifted expected utility improvements of the requests in R1 and R2

as

R1 % R2 ⇐⇒
∑
a∈R1

∆̂ua ≥D
∑
a∈R2

∆̂ua

with ∆̂ua being the lifted expected utility improvement by SON function request a.

The summation of the lifted expected utility improvements assumes that the re-
quests within a set R are independent of each other. Speci�cally, there must be
no two requests which have an e�ect on the same KPI in the same network cell.
Otherwise, the improvement of that KPI would be counted twice and, so, falsify the
calculated overall expected utility vector. Consider an MLB function that reduces
the load in a cell from 90% to 70% and another load optimization function like tra�c
steering [Las+11] that reduces the load to 60%. It is obvious that the execution of
both functions will not necessary lead to a load of 40%. Hence, the expected utilities
of both requests cannot be summed up. Instead, it would be necessary to combine
their e�ects similarly to the approach that has been presented in Chapter 4.3.3.2 for
the SON management component, and calculate the utility based on the combined
e�ect. However, this should, in principle, not happen for the sets of SON function
request considered in SON coordination since they must be con�ict-free. As outlined
in Chapter 5.3.1.2, this means that two requests a�ecting the same KPI for the same
network cell are typically seen as in con�ict and, hence, will not appear in one set.
Notice that this discussion does not apply to the previously discussed case of SON
functions that trigger several independent requests for the same network cell: the
introduced handling ensures that the adapted e�ects of requests for the same cell
can be summed up as described in Chapter 5.3.2.1.
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5.3.2.2 Objective-Driven Con�ict Resolution

A simple heuristic to resolve the con�icts in the set of technically accepted SON
function requestsATCR is to evaluate each single con�ict and reject the SON function
request with the smaller lifted expected utility improvement. That is, a con�ict
between two SON function requests a1, a2 ∈ ATCR is resolved by selecting the request
that is preferred and rejecting the other request, i.e., select a1 if and only if a1 % a2.
However, this heuristic is not optimal.
Since a SON function request is not necessary in con�ict with only one other

request, the con�icts can form complex non-transitive dependencies. This can be
visualized as a graph with the SON function requests being the nodes and the
con�icts between the requests being the edges. Figure 5.7 depicts an exemplary
graph for three SON function requests a1, a2, and a3 with con�icts (a1, a2) and
(a1, a3). The con�icts can be resolved in �ve ways: the con�ict-free sets of selected
SON functions are {}, {a1}, {a2}, {a3}, and {a2, a3}. Thereby, only {a1} and
{a2, a3} are interesting since they are maximal in the sense that no request can be
added without producing a con�ict. Comparing these two sets, {a2, a3} is preferred,
i.e., {a2, a3} % {a1}, since

∆̂ua2 + ∆̂ua3 ≥D ∆̂ua1
⇐⇒ (0.0, 0.4, 0.5) + (0.0, 0.4, 0.9) ≥D (0.0, 0.6, 0.7)

⇐⇒ (0.0, 0.8, 1.4) ≥D (0.0, 0.6, 0.7). (5.10)

However, the comparison of single SON function requests would lead to the selection
of a1 since it is preferred to each single other request, i.e., ∆̂ua1 ≥D ∆̂ua2 and
∆̂ua1 ≥D ∆̂ua3 . Note that, since the expected utility improvement for the highest
priority region, i.e., the unacceptable region, is equally 0.0, the decision is based on
the comparison of the expected utility improvements of the acceptable region, i.e.,
0.8 ≥ 0.6.

a1

a2 a3

Δ𝑢𝑎1
 = (0.0, 0.6, 0.7) 

Δ𝑢𝑎2
 = (0.0, 0.4, 0.5) Δ𝑢𝑎3

 = (0.0, 0.4, 0.9) 

Figure 5.7: Exemplary graph of the con�icts between the SON function requests a1,
a2, and a3.

The task of objective-driven con�ict resolution is in essence a constrained multi-
criteria decision problem: select a set of SON function requests (= decision) that is
con�ict-free (= constraints) and maximizes the overall utility (= criteria). Such
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problems are common in the �eld of operations research and Integer Program-
ming (IP) has been developed as an e�cient solution approach [Win04, Ch. 9].
Additionally, there are numerous o�-the-shelf IP solvers available. IP is a declara-
tive solution paradigm which represents the problem as a mathematical optimization
model that comprises a set of decision variables, constraints over the variables, and
a single objective function over the variables that needs to be maximized or mini-
mized. In the ODSO concept, however, there are three utility functions that need
to be maximized in a lexicographical order according to the priorities (see De�ni-
tion 3.19). The Goal Programming (GP) approach extends IP to handle multiple
utility functions in order to make a globally best decision [JT10]. The key extension
of GP is the combination of the di�erent utility functions. Among the numerous
approaches, preemptive or lexicographic GP aims to optimize the utility functions
according to a lexicographic order [HL05, �Supplement to Chapter 7�]. Therefore,
it �ts naturally for SON function request selections.

De�nition 5.12 (Goal Programming problem). SON function request selection is
modeled as the following lexicographic Goal Programming (GP) problem regarding
the priority domain D:

lexD maxu =
∑

a∈ATCR
vara ·∆̂ua

subject to

∀(a1, a2) ∈ κ. vara1 + vara2 < 2

and

∀a ∈ ATCR. vara ∈ B.

The last line de�nes the variables of the program: one Boolean variable vara for
each SON function request a in the set of technically accepted requests ATCR which
indicates whether the request is selected (vara = 1) or rejected (vara = 0). The
second line de�nes the constraints: for each con�ict from the set of con�icts κ,
it formulates the constraint that at most one of the variables for the con�icting
requests can be 1. Finally, the �rst line de�nes the objective: the lexicographical
maximization of the sum of the expected utility of the selected requests with respect
to the priorities.
Based on the variable assignment that maximizes this GP problem, the set of

selected, con�ict-free SON function requests AOM and the set of rejected request
AOM

is de�ned as

AOM = {a ∈ ATCR | vara = 1}

AOM
= {a ∈ ATCR | vara = 0}.

A preemptive GP problem can be solved in a sequential procedure that involves
the solution of a series of nonpreemptive IP problems [HL05, �Supplement to Chapter
7�]: the maximization of the lexicographic objective u = (u1, . . . , uND

) is split into

144



5.3 Component Design

ND optimization problems, one for each expected utility for each priority. Beginning
with the highest priority utility u1, this nonpreemptive problem is solved and the
resulting best value for the single priority objective saved. Finally, the constraint
that the single priority objective must be equal to the best value is added to the
problem and the next process with the next lower priority continued. For objective-
driven con�ict resolution with ND = 3 and u = (u1, u2, u3), this means that, �rst,
the sum of the expected utility for the priority d1 must be maximized:

maxu1 =
∑

a∈ATCR
vara ·proj1(∆̂ua)

subject to

∀(a1, a2) ∈ κ. vara1 + vara2 < 2

and

∀a ∈ ATCR. vara ∈ B. (5.11)

The resulting best value for u1 is saved and �xed as an additional constraint in
the next iteration:

maxu2 =
∑

a∈ATCR
vara ·proj2(∆̂ua)

subject to

∀(a1, a2) ∈ κ. vara1 + vara2 < 2

u1 =
∑

a∈ATCR
vara ·proj1(∆̂ua)

and

∀a ∈ ATCR. vara ∈ B. (5.12)

The best value u2 is also saved and �xed as a constraint in the �nal iteration:

maxu3 =
∑

a∈ATCR
vara ·proj3(∆̂ua)

subject to

∀(a1, a2) ∈ κ. vara1 + vara2 < 2

u1 =
∑

a∈ATCR
vara ·proj1(∆̂ua)

u2 =
∑

a∈ATCR
vara ·proj2(∆̂ua)

and

∀a ∈ ATCR. vara ∈ B. (5.13)

Equation 5.13 yields the maximal utility with respect to the lexicographical or-
dering of the utility vectors, u = (u1, u2, u3).
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5.4 Approach for Asynchronous Coordination

The description of SON coordination so far is focused on a synchronous execution of
the SON functions, i.e., the SON function requests are collected for each granularity
period and processed in a batch. Hence, the input to SON coordination is a set
A of collected SON function requests that need to be coordinated. However, if
the SON functions are executed asynchronously, each request needs to be processed
individually. The presented ODSO SON coordination approach can also be applied
to this setting.
The simplest form of an asynchronous objective-driven SON coordination solely

requires that the ODSO SON coordination keeps track of the execution of the SON
function requests. When a SON function requests the execution of a con�guration
change, SON coordination has to check whether this request is in con�ict with
any currently executed SON function request. Thereby, a request is considered
running if the �execution time� [Ban13, p. 72] and �impact-time� [Ban13, p. 72] of
the running SON functions are not elapsed [Ban13]. If there is no con�ict, then
the requested change can be accepted. Otherwise, the request needs to be bu�ered
or rejected. Once a SON function �nished its execution, SON coordination can
collect all requests that were bu�ered due to a con�ict with the �nished function.
For this set, it can perform the coordination process as presented in the previous
chapters, and trigger the accepted SON functions. Of course, it needs to consider
other, currently executed SON functions.
This simple approach, however, is not optimal since it does not consider the

execution and impact-times of the SON functions during the decision making. In
the synchronous SON coordination, the SON functions are treated as is they all
have the same impact-time which is less or equal to the granularity period (see
Chapter 3.3.2). However, in asynchronous mode, this assumption is not justi�ed
anymore since SON functions may have diverse impact-times [Ban13]. In order to
exemplify this consider two SON function requests a1, a2 ∈ A that produce the
expected utility improvements ∆̂ua1 , ∆̂ua2 . If the expected utility improvements by
a1 and a2 are equal, i.e., ∆̂ua1 = ∆̂ua2 , ceteris paribus, the MNO will surely prefer
to execute the request with the shorter impact-time since it produces the expected
improvement in the network performance earlier. More interesting is the situation
that ∆̂ua1 ≥D ∆̂ua2 but the impact-time of a2 it greater than the impact-time of a2.
In this case, the operator needs to make a trade-o� decision between the expected
utility improvement and the time to produce it, i.e., does the operator prefer either
a1 which improves the network performance considerably but requires a long time for
that, or a2 which quickly improves the network performance slightly. This reasoning
may even lead to the case that an operator prefers to bu�er acceptable SON function
requests in order to wait until another bu�ered but still con�icting SON function
request can be executed in the future.
Such decision problems can be solved using the concept of net present value which

enables comparison of utilities that materialize at di�erent points in time [YTP93].
[Ein13] shows the application of this idea to SON coordination3. In principle, it

3This work has been supervised by the author of this thesis.
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reduces the expected utility improvement of an action with respect to its impact-time
based on an operator de�ned discount rate. Given the expected utility improvement
∆̂u = (u1, . . . , uND

) of an action with the impact-time t, the discounted expected
utility improvement ∆̂udiscounted = (u1,discounted, . . . , uND,discounted) is calculated such
that

un,discounted =
un

(1 + i)t
(5.14)

with n = 1, . . . , ND and i ∈ [0, 1] being the operator de�ned discount rate. Thereby,
the i acts as a weighting factor for the time: the higher i, the more important it is
for the operator to achieve even small expected utility improvements in the short
run.

5.5 Related Work

The following presentation of related work focuses on automated or autonomic con-
�ict resolution for SON coordination. An overview of the research regarding SON
operations and PBM has been presented in Chapter 3.6.

5.5.1 O�-line Coordination

In contrast to SON management, there is a considerable body of research regarding
SON coordination. However, a huge proportion is focused on o�-line coordination,
i.e., the development of SON functions that do not interfere with each other.
A common strategy for that is to see SON functions as control loops and use

control theory to ensure properties like stability. For instance, [GSB11] describes
a probabilistic framework for analyzing the interactions between SON functions
based on a model that de�nes SON functions as discrete-time Markov chains. Fur-
thermore, [Com+13] presents a coordination framework that requires modeling the
algorithms of SON functions as ordinary di�erential equations. Based on that, the
authors were able to prove typical control theoretic guarantees like stability for
their approach. Another approach of this category is to design the execution in-
tervals of con�icting SON functions such that they work on di�erent time scales.
For instance, [KK13] describes implementations of an MRO function and an MLB
function whereby the former is seldom active whereas the latter changes the network
con�guration very often. Since the trigger times are set such they never request a
change together, they are considered non-con�icting. [GBK11][Tsa+13, Ch. �Hier-
archical optimization�] provide a detailed explanation why this holds even if the
impact-times of the SON functions overlap.
Another strategy is to align the requests of possibly con�icting SON function

through a control hierarchy. The most simple case is exempli�ed in [Liu+10] where
an MRO function directly controls an MLB function by setting constraints on the
allowed network con�gurations for MLB. Similarly, [RB11] and [LIA13] present
approaches which assume that the internal logic of SON functions can be directly
de�ned as a policy. This enables the MNO to design the SON functions such that
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they interfere with each other as little as possible. However, this requires the man-
ufacturers to provide a detailed action model and reveal the details of their SON
Functions. [GBK11] generalizes these approaches to a �coordination by informa-
tion� [GBK11, p. 1] and �coordination by control� [GBK11, p. 2]. In the same
category falls the �Centralized multi-objective optimization� [Tsa+13, p. 136] ap-
proach which assumes that the SON functions send their goal function, i.e., they
algorithm, to a central coordinator which performs a multi-objective optimization
regarding all goal functions and determines the best network con�guration. In other
words, the coordinator becomes a kind of super SON function that comprises the
behavior of all regular SON functions. The SEMAFOUR project [Alt+14] provide
a set of general design principles for SON functions based on the approaches above.
These approaches show impressive results and, actually, can be seen as the the-

oretically optimal approach. However, in reality they set very tough constraints
on the SON functions that are quite far from reality. On the one hand, some ap-
proaches require a lot of information about the SON functions. As a matter of fact,
the algorithm details are often required. This requirement stands against the basic
assumption of this thesis that the SON functions are seen as black boxes since the
vendors aim to keep their algorithms secret. On the other hand, most approaches
assume that all SON functions adhere to some framework in order to be usable,
thereby limiting the design space for SON functions considerably. This does not
solely require all SON function vendors to agree on such a constrained framework,
but also limits their ability to separate themselves from competitors. As a result,
such approaches are only possible if the whole SON system, i.e., all SON functions,
is provided by one single vendor since the vendor has the knowledge and control to
enforce the satisfaction of the requirements outlined above. However, such a system
stands against the idea of SON as a �exible network optimization system.

5.5.2 On-line Coordination

There is some related work regarding on-line coordination, i.e., the coordination of
SON functions at run time that have not been developed to be executed together.
That is, the SON function developers assumed that their SON function is executed
in isolation in the network. As a result, these coordination approaches intrinsically
enable the operation of functions by multiple vendors. Along the ODSO SON coor-
dination component design, the related work can be classi�ed into two types: �rst,
approaches that focus on the e�ect estimation for the SON functions and perform
a simple decision making, and, second, approaches that perform a simple e�ect
estimation (if at all) and focus on an elaborate SON function request selection.

5.5.2.1 E�ect Estimation

The SOCRATES project was one of the �rst big research activities regarding SON
operation as introduced in Chapter 3.6.2.2. It acknowledged the need for a co-
ordinated execution of SON functions [Sch+11], referred to a �tailing harmoniza-
tion� [Sch+11, p. 195]. The presented SON coordination concept is a great source
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of interesting ideas, e.g., the SON function requests may be evaluated based on their
expected e�ects and SON functions may provide the KPI value predictions. How-
ever, there is not even a conceptual outline how this might be implemented. Hence,
the actual coordination concept is unclear.
There are also more concrete approaches for e�ect estimation published. They

have in common to utilize machine learning to build a model allowing the predic-
tion of the e�ects. For instance, [DA10] shows an approach to coordinate di�erent
instances of one SON function4. Thereby, fuzzy reinforcement learning is used to
estimate the e�ects and learn an optimal selection strategy.
An approach developed in the UniverSelf project (see Chapter 3.6.2.3), dubbed

�Self-orchestration through Utility Predicates� [Ben+13c, p. 36], requires the SON
functions to predict the utility of their actions and send it to a central coordina-
tor. Con�icts are resolved by selecting the request with the highest prediction.
After execution, the actual network performance is measured and compared to the
prediction. Using reinforcement learning, the approach can learn when SON func-
tions make bad predictions and, thus, optimize the internal prediction. Another
point of view is that the system learns when it can trust the predictions [Cia+12].
Unfortunately, it is not presented how the SON functions may come to their predic-
tions. In [Iac+14b], a similar concept that has been developed in the SEMAFOUR
project (see Chapter 3.6.2.5) is presented. It requires SON functions to report a
�happiness� [Iac+14b, p. 198], a simple indication of the current network perfor-
mance with respect to their optimization goal. Using reinforcement learning, the
approach learns which combination of accepted requests yields the highest expected
improvement in the happiness.
Unfortunately, the latter two concepts cannot be used without adaptation in

ODSO coordination for two reasons: First, the learning of a single performance
indicator, i.e., utility or happiness, builds a model of the combined performance
prediction over several KPIs instead of a prediction for each single KPI. Hence, the
learned knowledge is rendered useless if the objectives change. Second, the SON
function-internal e�ect estimation requires the functions to understand the objec-
tives. In other words, they must be able to evaluate the objective model of the
operator. This leads to a concept called cognitive functions which is a next step in
the research on SON (see Chapter 8.2).
All presented concepts have in common that they do not consider operator-de�ned,

SON function-independent KPI objectives for their decision making. Furthermore,
only simple, transitive SON function con�icts are considered. Hence, their selec-
tion mechanisms do not provide an optimal solution for complex con�icts spanning
several network cells.

5.5.2.2 SON Function Request Selection

The need for a dedicated objective-driven con�ict resolution between SON function
requests has not been identi�ed by related work yet to the best of our knowledge.

4The authors present Inter-Cell Interference Coordination (ICIC), however, the actual function-
ality is not relevant.
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Consequently, the published approaches for SON function request selection mix up
technical constraint resolution, e�ect estimation, and objective-driven con�ict reso-
lution. As outlined in Chapter 3.5, this increases the manual e�orts for maintaining
the respective models since the technical knowledge cannot evolve independently of
the operational objectives.
The probably most simple approach for con�ict resolution is to use a �random

token� [Tsa+13, p. 132] that selects one request of a con�ict based on pure chance.
However, even the 3GPP acknowledges in their standards [3GP13] that the operator
might need to control the process. Therefore, the usages of priorities or rules is
suggested.
As already stated, the SOCRATES project [Sch+11] was among the �rst to

present a SON coordination concept (see Chapter 5.5.2.1). The idea is that a coor-
dination policy is derived from the overall operator objectives. This policy de�nes
constraints for the operation of the SON functions that ensure the satisfaction of
the objectives. For instance, it may de�ne priorities for the SON functions, or
enable to evaluation of the e�ect prediction by the SON function regarding a cell-
speci�c operator policy. However, besides the general statement that this task is
not straightforward, the SOCRATES projects does not provide any further details
how this may be accomplished.
The most common approach for operator-controlled con�ict resolution is the usage

of a rules system, often also referred to as a policy. [Ban13] uses a set of Event-
Condition-Action (ECA) rules to detect and resolve con�icts between requests, e.g.,
on the event that an MLB function request occurs, if there is a con�icting MRO
request then reject the MLB request. Thereby, the reason for this decision logic can
be a technical constraint, an operator objective, or both. The COMMUNE project
(see Chapter 3.6.2.4) describes, in principle, the implementation of this approach
within the GARSON framework [Bar+13a]. Also [LIA13] proposes a coordination
scheme with ECA-rules, which the authors refer to as Trigger-Condition-Action
(TCA) rules. Among the numerous generic coordination approaches proposed by
the UniverSelf project, the �Multi-priority event driven separation in time� [Tsa+13,
p. 139] resembles a policy-driven concept based on rules. [GSB14] propose a rule-
based coordination framework that is based on a thorough analysis of the monitored
measurements and the adapted network con�guration parameters of SON functions.
Compared with the ODSO SON coordination approach, all rule-based approaches,

in principle, assign dynamic priorities to the SON function requests. This requires
detailed knowledge how each SON function a�ects the network in order to determine
a prioritization that satis�es the operator objectives. Furthermore, the priorities are
�xed. Although the policy allows some adaptation to the operational context, this
is typically limited to CM data, e.g., the cell's location, and does not consider the
cell's performance in terms of KPI values. In contrast, ODSO SON coordination
allows the operator to de�ne objectives regarding the network performance and let
the system automatically determine the best coordination decision. Note that it is
theoretically possible to emulate objective-driven coordination with a set of rules.
However, this requires to pre-calculate the best actions for all possible combinations
of SON function requests in all possible KPI value combinations. The result of this
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non-trivial and probably non-tractable computation would make up the set of rules.
Apart from this, none of the related con�ict-resolution approaches considers com-

plex, non-transitive con�ict relations. Hence, they do not provide an optimal solu-
tion for a con�ict situation as presented in Figure 5.7.
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SON Self-Healing

SON management and SON coordination are controlling a SON-enabled network
according to the operator objectives. Both are e�ective if the network and the SON
are functioning normally because this is the assumption for the technical models they
use. Consequently, if the network encounters some problem that prevents normal
operations, both cannot e�ectively react to that. �The purpose of [SON] Self-healing
is to solve or mitigate the faults which could be solved automatically by triggering
appropriate recovery actions.� [3GP14c, p. 7]
This chapter introduces the ODSO SON self-healing component that determines

an optimal recovery strategy for a problem with respect to its severity and the
recovery action costs. Therefore, we �rst outline the two problems of current SON
self-healing approaches: the neglect of the SON itself for problem detection and
diagnosis, and the lack of an autonomic degradation recovery. Based on this, we
present the desired behavior of the ODSO SON self-healing component according to
Objective 4. The two parts of Solution and Contribution 2 are described thereafter:
on the on hand, the integration of run-time data from the SON into degradation
detection and diagnosis, and, on the other hand, the application of the generic ODSO
component design to the task of degradation recovery. Thereby, it is shown how the
preferences regarding the recovery actions can be considered in decision making.

6.1 Problem and Motivation

SON self-healing aims at detecting and automatically mitigating faults in the net-
work. In mobile network operations, the operational personnel is faced with two
types of failures [3GP14c]: On the one hand, common, known issues that are rela-
tively easy to detect and diagnose, and can be automatically recovered. Examples
of this category are failing hardware components for which a standby replacement
exists, software bugs in a new software version, or an erroneous con�guration of the
BS. These can be recovered with a simple self-healing work�ow, i.e., a well-de�ned
process of recovery steps. For the given examples, the recovery work�ows might be
switching to a spare, standby hardware component, reverting a software update to
a previous version, or undoing a con�guration change. On the other hand, there are
unknown, rare failures that are very di�cult to detect or not automatically recov-
erable. These errors require a lot of human intuition, knowledge and creativity to
handle which makes them very di�cult to automate [NGM08]. As a consequence,
SON self-healing's focus is on the �rst type of failures.
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Figure 6.1 depicts the generic design of SON self-healing as a four step process:
First, failures are detected directly in the network, e.g., by a BS, or through cell
degradation detection1 that analyzes the network data. Second, once a problem is
detected, root cause diagnosis is informed via an alarm and determines the reason
for it. Third, degradation recovery determines recovery actions for the diagnosed
problems which may be automated self-healing work�ows or the escalation to the
operator through a trouble ticket. Fourth, action enforcement controls the execution
of the recovery actions.
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Diagnosis
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Enforcement

Objective-Driven 
Degradation Recovery
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Figure 6.1: State-of-the-art SON self-healing process and identi�ed problems in red.

This design has two shortcomings: On the one hand, SON self-healing does not
consider the SON, and speci�cally the SON functions. This makes the self-healing
concept incomplete since SON functions can also be seen as a piece of software that
can produce problems that need to be mitigated. Hence, Figure 6.1 is missing a
concept for involving the SON. On the other hand, while there has been signi�-
cant research on cell degradation detection and root cause diagnosis, an automatic
degradation recovery approach is missing. In other words, most SON self-healing
approaches solely aim to present a human operator with an accurate diagnosis.
Therefore, self-healing cannot be fully automated since the operator still has to
select a recovery action even in simple cases.

1Often related literature considers solely the more speci�c Cell Outage Detection (COD). Fol-
lowing [Nov+11], we focus on the broader term degradation here.
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6.1.1 Involvement of SON

SON functions are typically closed-loop control systems that monitor the network
performance and, if necessary, adapt the con�guration of the network. The decision
algorithms are based on several assumptions about the network and its operating
point. For instance, an MRO function assumes that there is no coverage hole between
two neighboring cells that might cause handover problems, an MLB function assumes
that the network has su�cient capacity to cope with the tra�c, and a CCO function
assumes that the cells in the network are functional and able to cover the area
without holes. Typically, these assumptions are not checked by the SON function
since they are hard to verify. If an assumption does not hold at run time, the
respective SON function might be rendered ine�ective, i.e., it is not able to achieve its
target. Speci�cally this means that, e.g., MRO is not able to improve the handover
performance such that the operator objectives are satis�ed. Such a situation can
occur if, e.g., newly erected buildings lead to coverage holes due to shadowing or
a public demonstration leads to an unforeseen hot-spot. As a result, an ine�ective
SON function can also be an indication of problems in the network.

A subtle problem about an ine�ective SON function is that it can also a�ect
other SON functions, leading to a non-functional SON in the worst case. This is
due to the coordination of interacting SON functions. An ine�ective SON function
may, e.g., produce con�guration oscillations, i.e., it continuously requests changes
of the cell con�guration at SON coordination. This is due to the state-less decision
algorithms in the SON functions that often do not analyze an execution history.
If the requests are always accepted by SON coordination, then other, con�icting
SON functions are never executed. This situation, referred to as monopolization,
can be seen as a deadlock in the SON that blocks the optimization of the network
performance to satisfy the operator objectives. As an example, consider an MRO
function that attempts to improve the handover performance in a cell by adjusting
the cell's con�guration. However, the high number of handover problems is caused
by a small coverage hole due to shadowing. Although the CCO function detects the
coverage problem, the handover problems might induce a more severe performance
degradation and, thus, SON coordination accepts only requests by MRO. As a result,
MRO continuously changes the handover con�guration without any performance
improvement and, at the same time, blocks the execution of CCO that might be
able to resolve the problem.

Regarding SON self-healing, SON functions cannot only be an indicator or the
cause of a problem but also the recovery, though. As shown in the MRO-CCO
example above, the execution of a SON function, speci�cally CCO, may resolve
problems that render other SON functions ine�ective. Furthermore, it might also
be the case that a SON function is not able to detect the problem but self-healing
is. Hence, the active execution of a SON function by SON self-healing should be
considered as a valid recovery action.
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6.1.2 Objective-Driven Degradation Recovery

The 3GPP SON self-healing distinguishes two steps [3GP14c]: monitoring the net-
work to detect outages and healing them. The term healing refers to the analysis of
the detected problem using additional information, the determination of appropri-
ate recovery actions, and their execution. The �rst step speci�cally means that
the root cause of a detected cell outage or degradation in general needs to be
determined. This is a complicated problem that attracted considerable research
(see [Nov+11] for an overview), including similarity-based [SN12], Bayesian net-
based [Bar07][Kha+08], and self-organizing map-based approaches [Lai+05]. The
majority of them aims to come up with a diagnosis result showing the likeliness of
possible root causes. For instance, the root cause diagnosis can determine that a
detected performance degradation in a cell is due to a coverage hole with 45%, a
software problem with 35%, or broken hardware with 20% probability. This research
is partially so advanced that there are even products implementing these concepts
available [Dez14][2op10].
However, most research on healing neglects the recovery and execution part.

Hence, it is not clear how to use a root cause diagnosis result in order to auto-
matically determine the most rational recovery action. That is why we explicitly
distinguish between the three tasks in Figure 6.1. A simple solution could be to
map each possible root cause with one automatic recovery work�ow. Based on this,
the action for the most likely problem is executed. This approach, however, has
two shortcomings: First, the mapping between root causes and recovery actions is
typically many-to-many, i.e., a root cause might be mitigated by several self-healing
actions and an action might recover the network from several possible root causes.
For instance, a trouble ticket, i.e., triggering a manual inspection of a degradation,
can mitigate every root cause. So, a problem caused by a crashed BS software
might be recovered by, e.g., restarting the BS or creating a trouble ticket. Second,
this solution does not consider the operator preferences for scoring possible recovery
actions. Thereby, the application of the preferences is twofold: on the one hand,
they can be used to assess the severity of a degradation in order to determine how
important the recovery is for the MNO, and, on the other hand, they allow to rank
the actions depending on their e�orts and impacts. For instance, an operator will
try to avoid the creation of a trouble ticket since it requires human e�ort to process
it. Similarly, the execution of a SON function is preferred to a restart of a BS since
the latter may lead to a temporary outage. In general, an automatic recovery should
be attempted for moderate degradations though it might not be e�ective. However,
if the degradation is severe and the diagnosis is inconclusive then a trouble ticket
should be created immediately. Furthermore, if several cells need to be recovered
then the most severe cells should be recovered �rst.

6.2 Goals and Requirements

The goal of objective-driven SON self-healing, as stated in Objective 4, is to provide
autonomic self-healing for a SON based on the ODSO approach. Going beyond trou-
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bleshooting of hardware, software, and con�guration failures in the BSs, it should
also involve the SON. Thereby, the SON functions may be considered in three ways:

� as probes for the detection of possible problems, e.g., an MRO function detects
a coverage hole,

� as root causes of problems, e.g., a SON function has a bug and a�ects the
network negatively, and

� as recovery actions for problems, e.g., a CCO function can mitigate a detected
coverage hole. This also includes blocking the execution of SON functions.

The consideration of the operation of the SON as part of SON self-healing enables
MNOs to gain trust in the automatic SON system, since abnormal behavior of the
SON functions can be detected and automatically mitigated.
There is already a considerable amount of related work regarding degradation

detection and root cause diagnosis in SON self-healing. Therefore, the presented
approach does not aim to extend this �eld of research but, instead, draws on this
work and focuses on the merely investigated topic of degradation recovery. The
goal is to automatically mitigate simple and known problems based on the operator
objectives. It is clear, that an automatic recovery is only possible for well-known
problems with automatic recovery work�ows. That means, for each problem, there
must be an automatic detection procedure and automatic recovery actions that
can work without human intervention. The operator should decide which concrete
problems these are since they depend on the degree of trust by the operator in
the SON system. For instance, in an early phase of SON, the MNO might be
reluctant to automatically recover any failure since the personnel does not trust the
automatic procedures. Consequently, most diagnosed problems will be escalated as
trouble tickets. However, in a mature phase of SON, the MNO might feel much
more con�dent in autonomic SON self-healing and lets the system mitigate most
problems without intervention.
Degradation recovery needs to integrate several sources of information for its

decision making in order to select the best recovery action. Speci�cally, it should
consider the following:

� The probability that an action is e�ective, i.e., it resolves the degradation. This
depends on the probabilities of the possible root causes for the degradation
given by the root cause diagnosis and the e�ects of the action.

� The severity of the degradation, particularly with respect to the operator
objectives on the KPIs.

� The reluctance of the operator to execute the action due to the required e�orts
or its performance impact. This is often referred to as cost but, here, goes
beyond monetary measures.

Based on this, the most rational action should be executed, i.e., either an automatic
recovery action or the creation of a trouble ticket. In general, the decision making
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should select automatic actions if it is very likely that it recovers the problem and
the operator is not reluctant to use it. However, an ambiguous root cause diagnosis
result should preferably be manually inspected.
The automatic execution of recovery actions by SON self-healing must, of course,

be integrated with regular SON operations. Hence, the execution of recovery work-
�ows must be coordinated with the execution of regular SON functions. Therefore,
in line with ODSO SON coordination (see Chapter 5.3), we assume a synchronized
execution of SON self-healing, i.e., the detection and diagnosis is triggered in regular
intervals together with the SON functions as described in Chapter 3.3.3.
In summary, the speci�c contributions of this thesis to SON self-healing are:

� a concept for the integration of SON functions into self-healing as probes for
the detection of problems, as possible root causes of problems, and as recovery
actions for the mitigation of problems,

� an objective-driven degradation recovery that automatically triggers counter-
measures for operator-de�ned problems guided by the goal to maximize the
satisfaction of operator objectives, and

� an integration of this concept into the overall ODSO architecture, particularly
SON coordination.

6.3 Component Design

In order to achieve the goals for SON self-healing, the function design depicted in
Figure 6.1 is extended as shown in Figure 6.2. On the one hand, the involvement
of SON is achieved by considering the SON functions for self-healing: �rst, their
activity is monitored through SON coordination in order to detect problems, second,
they may raise alarms by themselves if they detect a degradation, and, third, their
coordinated execution may be triggered and controlled by self-healing. On the other
hand, a degradation recovery component based on the generic ODSO component
design is introduced. It analyzes the possible root causes and, guided by a recovery
model and the SON function e�ects, determines a recovery action that maximizes the
satisfaction of the operator objectives. Thereby, it weighs the preferences regarding
the recovery actions, provided as a cost model, with the operational objectives. In
the following, the building blocks of ODSO SON self-healing are described with a
focus on the newly introduced concepts.
This design can be aligned with the two-step 3GPP general self-healing proce-

dure [3GP14c]: the degradation detection and the SON functions that raise alarms
corresponds to the �monitoring part� [3GP14c, p. 8] and the other three compo-
nents to the �healing process part� [3GP14c, p. 8]. Consequently, degradation de-
tection can be seen as an implementation of the �Self-healing Input Monitoring
Function� [3GP14c, p. 11]. Furthermore, root cause diagnosis and degradation re-
covery are related to the �Self-healing Diagnosis Function� [3GP14c, p. 11]. Finally,
recovery enforcement is an implementation of the �Triggering Recovery Action/s
Function� [3GP14c, p. 11], the �Self-healing Evaluating Function� [3GP14c, p. 11],
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Figure 6.2: Design of the extended SON self-healing for ODSO. New or adapted
components are blue and bold.

and the �Self-healing Fallback Function� [3GP14c, p. 11] from the respective 3GPP
standard.

6.3.1 Detection of Degradations

There are several entities that continuously monitor the network for abnormal sit-
uations in the network, i.e., a �Trigger Condition of Self-Healing� [3GP14c, p. 7].
In the following, we �rst present traditional, network-focused degradation detection
approaches before we introduce the new approach to integrate the SON into degra-
dation detection. For both cases, an alarm is created once a problem is detected
that noti�es the root cause diagnosis about the incident. An alarm is, hence, seen
as a general indication that some abnormal situation occurred. It should contain
additional information which provide more details about the detected abnormality.
Besides the impacted BSs or network cells, this information can comprise, e.g., ab-
normal KPI values or an indication of the severity of the abnormal situation [SN12].
In the following, the entities that might produce such alarms are presented in more
detail.
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6.3.1.1 Network-focused

Traditionally, the focus of the self-healing monitoring part lies on the detection of
network-focused, abnormal situations in a BS or network cell. Often the BSs are
monitoring their operation by themselves and can notify the self-healing function
about a problem as depicted in Figure 6.2. This is the classical meaning of an alarm,
e.g., in the �Alarm Triggered Self-healing� [3GP14c, p. 13] use case. These alarms
are typically indicating hardware or software problems, e.g., a problem with the
installation of a new software version or a reduction of the main power [3GP14c].
The challenging task is to detect problems that do not cause alarms, e.g., because

a hardware component failed that cannot be actively monitored or the software has
some bug. This is often referred to as sleeping cell and one of the focus areas of re-
lated research [Nov+11]. The principal solution approach is to monitor and analyzes
the PM and CM data produced in the network for abnormalities, i.e., unexpected
values. Thereby, normal variations due to the seasonal or random environment need
to be considered. This task is performed by the degradation detection component,
shown in Figure 6.2, which utilizes sophisticated statistical algorithms [Nov+11]2

for that, e.g., Kolmogorov-Smirnov test [Nov13] or merge growing neural gas algo-
rithm [GNM15]. There are even indirect detection approaches that analyze Twitter
data [TYN15]. In this way, degradation detection is able to detect, e.g., sleeping cells
that are in outage without producing an alarm, or cells that are experiencing some
abnormal KPI values. The KPIs as well as the degree of deviation from the normal
behavior can be important information for root cause diagnosis and, so, should be
attached to the alarm.

6.3.1.2 SON-focused

A neglected source of information for detecting anomalies is the SON itself. How-
ever, particular problems may be detectable by analyzing the execution of the SON
functions. Although they are not particularly developed to look for such things, it
may happen that some problems cause a SON function to behave anomalous. The
reason for this is that developers of SON functions typically assume a failure-free
network and, so, a network problem may put the function into an unforeseen state.
In such situations, the SON algorithms may not be e�ective anymore. Consequently,
the alarms generated through this data source indicate that a SON function is inef-
fective and not able to achieve its target. Additional details about the ine�ectiveness
can be useful for the following self-healing part.
The ine�ectiveness of a SON function can, in principle, be detected with two

approaches: state-based and history-based detection. The former focuses its analysis
on the current network state, i.e., PM, CM, and FM data, and the reaction of the
SON functions in the current granularity period. The latter performs a similar
analysis, however, over a sequence of recent network states and activities. This
enables a more complex temporal analysis that allows extrapolating trends. This
way it is possible to detect, e.g., a SON function that continuously modi�es network

2[CBK09] provides a general, domain-agnostic overview of anomaly detection methods.
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parameters without any performance improvement, i.e., monopolization.
Apart from the detection of otherwise unnoticed degradations, monitoring the ex-

ecution of the SON functions also provides the subsequent root cause diagnosis with
an additional source of information. Hence, these alarms may con�rm or refute some
assumed root causes for a degradation which, consequently, increases the accuracy
and trust in the cell diagnosis results. In the following, we present two approaches
for monitoring a SON in order to detect a degradation.

SON Function Alarms A SON function is designed for the detection of speci�c
performance issues based on KPIs from the network, and the determination and
execution of corrective changes of network parameters. Therefore, they employ so-
phisticated algorithms [Las+11]. By integrating the SON functions as probes into
SON self-healing, it is possible to exploit these algorithms in two ways: On the
one hand, reuse the complex mathematical monitoring and analysis procedures to
directly detect anomalies, i.e., unexpected system states. For instance, an advanced
MRO function may create an alarm if there are lots of too-early and too-late han-
dovers which result in an inconclusive algorithm state. On the other hand, detect
irregularities during the execution of the algorithms. This is not possible from the
outside since the functions are considered as black-boxes. For instance, MLB may
create an alarm if it cannot o�oad any more user in a cell due to a limit for the
CIO parameter. In summary, a SON function may raise alarms if it detects prob-
lematic situations that it cannot correct by itself. Note that such an alarm concept
is currently not considered by the respective standards, e.g., [3GP13].
The complexity of a SON function should not increase due to the degradation

detection. Instead, it is seen as a side product of the actual optimization algorithm.
Hence, the type of detection approach depends on the optimization algorithm. State-
based detection approaches, in general, allow detecting problems from anomalous
PM data that is not foreseen by the algorithm so that it runs into an exception.
History-based detection methods may detect deviations and trends in the network
behavior. For instance, a SON function that learns how a con�guration change
a�ects the KPIs may raise an alarm if, at some point in time, the learned model
di�ers signi�cantly from the actual reaction.

SON Degradation Detection In a mobile network there will always be a mix-
ture of alarming-enabled and traditional SON functions. Nevertheless, legacy SON
functions may still be exploited indirectly for degradation detection by monitoring
and analyzing their external behavior, i.e., their activity. A centralized degradation
detection additionally has a broader scope of monitoring by integrating data from
all SON functions and all network cells. This may allow detecting problems beyond
the focus of a single SON function instance since a wider range of PM, CM, and FM
data, e.g., the performance of a group of BSs in a speci�c area, system-level KPIs
or Minimization of Drive Tests (MDT) [Tom+11] data, may be correlated with the
activity of SON functions.
The disadvantage of indirect monitoring is that degradation detection has no

information about the algorithm or the internal status of the SON function. Hence,
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its analysis must always be based on assumptions about the logic of the functions.
If these are not correct, this can lead to false inferences and, consequently, false
alarms or unnoticed problems. For instance, a continuously active CCO function
might indicate a coverage hole produced by a BS failure. However, if an MLB
function is often executed, this does not necessarily indicate a problem because
MLB strongly dependents on the user behavior that might change regularly. As a
result, knowledge and history-based inference mechanisms may be required.
As an example, a simple, generic approach for detecting ine�ective SON functions

may be based on the assumption that an active SON function attempts to improve
the KPI values. Conversely, if a SON function does not achieve any improvement
over several consecutive executions it may be considered ine�ective. This generic
approach may be extended to consider the SON function e�ects provided by SON
management, which provide an indication of the expected system that the SON
achieves. Hence, if the actual system state deviates from the expected system state
for a considerable amount of time, this indicates that the SON functions might not
be able to achieve this desired state. Therefore, it may be either the case that SON
functions are actively changing the network con�guration without positive e�ects,
or that SON functions are not active due to an error or a wrong SFC.
The best entity to provide data about SON activity, i.e., con�guration changes by

the SON functions, is SON coordination since it already monitors and controls the
request by SON functions for con�ict resolution. Besides that, it may also report the
actual set of SON function requests and the detected con�icts to the degradation
detection. This enables the identi�cation of repeatedly occurring con�icts which
might indicate a non-optimal SON con�guration with respect to the avoidance of
con�icts (see Chapter 4.3.3.1).

6.3.2 Root Cause Diagnosis

An alarm represents an anomaly in the network, e.g., a failure of a BS, unexpected
KPI values, or abnormal behavior of a SON function. As such, they indicate symp-
toms of possible degradations, i.e., the visible result of a problem. It is the task
of root cause diagnosis to analyze all detected anomalies in the operational context
and derive possible root causes for the problems. This step is important since, just
like in medicine, the root causes must be treated in order to thoroughly resolve the
symptoms.
Root cause diagnosis in mobile networks is a di�cult matter since one symptom

may be produced by di�erent root causes and one root cause may generate several
symptoms. Furthermore, this n : m relation is probabilistic, i.e., two instances
of the same root cause may produce di�erent subsets of the possible symptoms.
For instance, an MRO function alarm may be caused by a BS failure or coverage
hole. Although root cause diagnosis is complex, there has been considerable research
on the topic that produced a set of common approaches: [Nov+11] presents an
overview over rule-based systems, Bayesian nets, case-based reasoning systems, and
neural networks. Due to the stochastic nature of the relation between root causes
and symptoms, however, the most promising research is focusing on probabilistic
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approaches like Bayesian nets [Kha+06][Bar07][Kha+08][2op10][Ben+12][Dez14].
For ODSO SON self-healing, we draw on previously presented diagnosis approaches.

Thereby we focus on probabilistic approaches since, on the one hand, they provide a
profound theory and, on the other hand, match nicely to the ODSO concept. Con-
sequently, given a set of alarms and additional context information, root cause diag-
nosis derives a cell diagnosis, i.e., a set of possible root causes and their probabilities
that may cause a degradation in a network cell. Thereby, a single fault assumption
is adopted, i.e., it is assumed that at only one of the probable root causes is truly
present and not more. This assumption is commonly adopted for root diagnosis
since it reduces the necessary amount of knowledge for inference [Bar+06]. Further-
more, [Bar+06] also shows that the results derived under single fault and multiple
fault assumption typically do not di�er signi�cantly.

De�nition 6.1 (Cell diagnosis). Root cause diagnosis produces a cell diagnosis
(c, ρT ), i.e., a pair of a degraded cell c ∈ C and a probability distribution over all
root causes T . ρT : T → [0, 1] is a function that maps a root cause t ∈ T to its
likelihood, i.e., ρT (t) = Pr(t is the root cause of the problem). Thereby, the root
cause probabilities must be complete such that

∑
t∈T ρT (t) = 1.

Some root cause diagnosis approaches do not necessarily provide a probability
distribution that sums up to 1. The reason is that the problem may be produced
by some unknown cause. In that case, the probability distribution can be extended
with a root cause unknown ∈ T that is assigned the missing probability portion.
Furthermore, it is of course possible that the diagnosis actually detects several prob-
lems given a set of alarms. In this case, each problem is seen as a single recovery
case that is handled independently. Consequently, root cause diagnosis creates a
cell diagnosis for each problem, and the following degradation recovery needs to be
triggered for each case separately.

6.3.3 Degradation Recovery

Degradation recovery is an often neglected part of SON self-healing. It refers to the
task of creating a recovery strategy for a probabilistic cell diagnosis determined by
root cause diagnosis. Thereby, the system has to consider both technical knowledge,
i.e., the likeliness of the root causes, the e�ectiveness of the recovery actions and
the n : m relation between the causes and actions; as well as operational objectives,
i.e., the severity of the degradation regarding the operational objectives and action
preferences. Due to this two-fold information, the ODSO is a well-suited approach
for implementing degradation recovery.
The design of objective-driven degradation recovery is depicted in Figure 6.3.

In line with the adopted generic ODSO component design (see Chapter 3.4), it
�rst performs a recovery action proposal for the cell diagnosis that is provided by
root cause diagnosis and comes up with possible recovery actions including their
probabilistic e�ect. This step corresponds to ODSO action proposal and is based
on a recovery model, the SON function e�ects, and the current operational context.
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During recovery action valuation, the actions are scored and sorted along the utility
of their e�ects and the MNO preferences regarding the actions. This step is related
to ODSO action selection and based on the objective model by the operator as well
as an additional cost model that represents the action preferences. The result of
this step is a list of the possible recovery actions that is sorted along the MNO
preferences.
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Figure 6.3: Design of degradation recovery. The steps of the generic ODSO compo-
nent design are drawn in blue.

6.3.3.1 Action Types

In principle, there are two types of recovery actions that can be triggered by SON
self-healing:

Trigger actions are automated procedures that can be executed without any hu-
man intervention. They are attempts of SON self-healing to mitigate a prob-
lem automatically. After their execution, SON self-healing is able to monitor
the results of the action and, if it was not e�ective, trigger some other ac-
tion. Traditionally, these actions comprise automatic self-healing work�ows
like restarting a BS or triggering COC. However, with the inclusion of SON
into self-healing, it may also trigger or block the execution of a regular SON
function like CCO. Notice that all these automatic actions need to be inte-
grated with SON coordination.

Escalation actions are often non-automated procedures to handle a problem. They
can be seen as alarms by SON self-healing itself, indicating that it cannot au-
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tomatically mitigate a problem automatically. These actions cannot be mon-
itored and, hence, an escalation action is the end of the recovery attempt.
The most common escalation action is the creation of a trouble ticket that
triggers a manual inspection of a problem. Another example for such an ac-
tion is triggering SON management to adapt the SON con�guration. This can
be necessary if, e.g., SON coordination detects a lot of con�icting SON func-
tion requests that might be due to a non-optimal con�guration of the SON.
Though this feedback is not presented in this work, [Cam+15] provides some
corresponding ideas for adapting the SON function models. Similarly, SON
coordination may be informed about newly detected con�icts between SON
functions that are currently not prevented and need to be added to the con�ict
detection model.

Independent of its type, an action is seen as a sequence of steps that need to
be executed. Hence, an action must not necessarily be exactly one command. For
instance, a recovery action for an ine�ective SON function can comprise two steps:
blocking the function and triggering some other SON function. Thereby, automatic
and non-automatic steps can also be mixed. For instance, an escalation action for
an ine�ective SON function can comprise the steps: block the function and create
a trouble ticket. A recovery action corresponds to an action in the generic ODSO
component design.

De�nition 6.2 (Recovery actions). In the context of SON self-healing, an action as
de�ned in De�nition 3.5 is re�ned to a recovery action. A recovery action a ∈ A is an
action to resolve a root cause of a network problem, i.e., either a trigger action or an
escalation action. Thereby, A is the set of all possible recovery actions. A recovery
action is targeting the network cell c = projC(a) in the sense that its execution
a�ects the KPIs of c ∈ C.

6.3.3.2 Decision-Making Approach

This sections presents the abstract formulation of the decision making problem that
degradation recovery attempts to solve. Therefore, the principle structure of the de-
cision is visualized in Figure 6.4 in form of an in�uence diagram (see Chapter 2.3.4).
The input variables shown at the top are, on the one hand, the deterministic oper-
ational context x ∈ X including the current values of the KPIs for the cell c ∈ C
which are known, and, on the other hand, a probability distribution ρT (t) over the
possible root causes t ∈ T given by the cell diagnosis (c, ρT ). In the following pre-
sentation, VT denotes a probabilistic variable for the true root cause and Vk denotes
a probabilistic variable for the future value of the KPI k ∈ K.
The recovery action proposal determines the applicable actions and predicts their

expected e�ect on each KPI for the cell c. Figure 6.4 highlights the variables in-
volved for the prediction regarding the KPI k = 1. So, degradation detection �rst
determines the complete KPI e�ect on k based on an assumed root cause t ∈ T ,
the given current KPI value x(c, k) ∈ Dom(k), a selected recovery action a ∈ A,
and the operational context x ∈ X. This probability distribution can be denoted
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Figure 6.4: In�uence diagram formalizing the decision problem of degradation re-
covery.

as Pr(Vk | VT = t,x(c, k), a,x). This prediction is formalized in the recovery model
RM. Based on this, recovery action proposal determines the expected, complete
KPI e�ect Pr(Vk | VT ,x(c, k), a,x) for the probabilistic cell diagnosis VT as

Pr(Vk | VT ,x(c, k), a,x) =
∑
t∈T

ρT (t) · Pr(Vk | VT = t,x(c, k), a,x). (6.1)

This probability distribution is represented by, e.g., the chance node Expected Value
KPI 1 in Figure 6.4. In other words, the expected KPI value after the execution
of the recovery action a is the weighted sum of the KPI e�ects of a under the
condition that a root cause t is present weighted with the probability that t is
present. This calculation is based on the assumption that the KPIs are independent
(see Chapter 3.4.1.2).
In recovery action valuation, the expected KPI e�ects Pr(Vk | VT ,x(c, k), a,x)

of an action a are evaluated against the operator objectives in order to determine
the expected utility of a as shown on Chapter 3.4.4. However, this expected utility
is not suitable for selecting the recovery action to perform. For instance, consider
the creation of a trouble ticket: a manual inspection of a problem will likely resolve
every possible root cause, so, the expected e�ects will be quite positive regarding the
operational objectives. However, the operator does not want to inspect every simple
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problem since this requires a lot of manual e�orts. Therefore, the expected utility is
�nally evaluated against the action cost to get the biased utility. Note that it is not
necessary to consider the current performance of the cell for the action selection as it
is for SON coordination (see Chapter 5.3.2.2). The reason is that SON coordination
compared actions with e�ects on di�erent cells, however, in degradation detection,
it is assumed that the proposed actions for a cell diagnosis (c, ρT ) a�ect the same
cell c.

The in�uence diagram shown in Figure 6.4 is based on the single failure as-
sumption: the root cause variable in the in�uence diagram can only take on one
value, i.e., one root cause. Consequently, the degradation in a problem case can
only be caused by a single root cause. Figure 6.5 shows and adaptation of re-
covery action proposal that considers multiple root causes. There is a proba-
bilistic variable for each root cause with two states: present or absent. So, sev-
eral root causes can be present. This requires the determination of the expected
e�ect on each KPI over the Boolean states t1, . . . , tn of all n root causes, i.e.,
Pr(Vk | VT1 = t1, . . . , VTn = tn,x(c, k), a,x) which is considerably more complex
than the probability distribution Pr(Vk | VT = t,x(c, k), a,x). That is, instead of
solely determining the e�ect of an action for each root cause, it is necessary to de-
termine the action e�ect for each combination of present and absent root causes.
Hence, instead of de�ning |T | e�ects, it is necessary to de�ne 2|T | e�ects. Explicitly
capturing this knowledge in the recovery model is barely possible since the extensive
knowledge acquisition would overwhelm a human operator. This is similar to the
problem of multiple fault assumption in root cause diagnosis presented in Chap-
ter 6.3.2. Aligned with this discussion, the following presentation is based on the
single fault assumption.
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Figure 6.5: In�uence diagram formalizing the multiple failure recovery action pro-
posal.
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6.3.3.3 Recovery Action Proposal

Recovery action proposal determines possible countermeasures for a cell diagnosis
and estimates the e�ect of each action on the KPIs.

Recovery Model ODSO self-healing is based on the assumption that, given an
operational context and a possible root cause, the operator can provide a set of
possible recovery actions, each with an expected e�ect and the action e�ectiveness.
In the conceptual view in Chapter 6.3.3.2, this has been formalized that the operator
provides the conditional probabilities Pr(Vk | VT = t,x(c, k), a,x) for each KPI. For
the implementation, this is formalized in parallel to the KPI e�ects as a probability
distribution function.

De�nition 6.3 (Recovery Model). The recovery model is a mapping

RM : C × T ×X× (C × S → F⊥)→ P(A× F⊥ × [0, 1]).

That is, based on the operational context x ∈ X, which comprises the current KPI
values, and the SON function e�ects SFE : C × S → F⊥ by SON management
(see De�nition 4.11), the recovery model de�nes a set of tuples (a, f⊥, ρ) ∈ P(A ×
F⊥× [0, 1]), each de�ning a recovery action a, its expected partial e�ect f⊥, and the
probability ρ that a will be e�ective, for a given, assumed root cause t ∈ T in the
network cell c ∈ C.

Although the recovery models does look complicated at �rst sight, it simply rep-
resents the knowledge of the operator which action resolves which root causes as
well as how likely they are to be e�ective. Various formalisms can be used to rep-
resent the recovery model, e.g., logic-based, case-based, or decision tree-based ap-
proaches. Similar to the previous components (see Chapter 4.3.2, Chapter 5.3.1.2,
and Chapter 5.3.1.3), we propose an action rule-based approach here. This allows
the simpli�ed acquisition of the information for building the recovery model from
automated, typically rule-based systems which are already in place, troubleshooting
handbooks, or expert knowledge. The rules that make up the recovery model have
the generic form:

ROOTCAUSE r o o t cause IF c o n d i t i o n ( c e l l , c on t e x t )
THEN r e c o v e r y a c t i o n YIELDS e f f e c t s WITH e f f e c t i v e n e s s

Thereby, each rule is proposing exactly one recovery action for a single root cause for
a condition condition ( cell , context) on the diagnosed cell and the current operational
context, and estimates the partial e�ects and e�ectiveness of this action. However,
there might be several rules for the same root cause, hence, a root cause can be
recovered by several actions and an action can treat multiple root causes. Never-
theless, there must be at most one de�ned e�ect for a recovery action and a root
cause.
The estimated partial e�ects that the execution of recovery action yields allows

evaluating the action against the operator objectives. The e�ects are de�ned as
probability distributions as described in Chapter 3.4.1.2. Although it might be
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possible to leverage existing troubleshooting knowledge for determining the actions
that may resolve a root cause, the estimation of the e�ects on the KPIs is still
di�cult. However, the operator can draw on the SON function e�ects SFE for the
cell c which contains the expected e�ects of the SON functions with the current
SON con�guration as described in Chapter 4.3.6. In order to simplify the model
elicitation, it is possible to consider two basic cases of e�ects:

Restoration of a cell's performance is based on the assumption that the current
KPI values in the cell are solely caused by the detected problem. As a result,
the recovery action, that resolves the problem, is expected to restore the cell
performance to normal which is determined by the SON con�guration for that
cell. Thus, the e�ect can be determined as the combination of the e�ects of
all SON functions given by SFE, i.e.,

SFE(c, ∗) =f⊥ such that for all KPIs k ∈ K

f⊥(k) =

fk
if there exists a fk ∈ {SFE(c, s; k) | s ∈ S}

such that fk 6= ⊥
⊥ otherwise.

(6.2)

Note that the de�ned, non-⊥ partial KPI e�ect of the SON functions all are
equal, i.e.,

∀s1, s2 ∈ S, k ∈ K. (SFE(c, s1; k) 6= ⊥ ∧ SFE(c, s2; k) 6= ⊥)

=⇒ SFE(c, s1; k) = SFE(c, s2; k). (6.3)

This case is focusing on traditional recovery actions, e.g., automatic restart of
a BS or restoration of an old software version.

Optimization of the cell performance assumes an action optimizes speci�c KPIs
that are known by the operator. Of course, not all KPIs must be impacted,
i.e., some partial KPI e�ect f⊥k can be ⊥. This case is focusing on triggering
SON functions by SON self-healing. Hence, the treated issue is typically an
unnoticed performance problem that can be overcome by the execution of a
SON function. So, the e�ects of the action can be directly taken from SFE.
i.e., the expected e�ects of triggering the SON function s are the SON function
e�ects SFE(c, s).

The e�ectiveness of the action is the probability ρ that the action will produce
e�ects given the root cause under condition ( cell , context). In other words, it is the
probability that the action will recover the problem with the given root cause,
i.e., ρ = Pr( e�ects will materialize | root cause, condition ( cell , context), action). Conse-
quently, with the probability 1− ρ the e�ects will not materialize, hence, the cell's
KPI values will stay the same. The following three rules are examples for this idea:

� ROOTCAUSE s l e e p i n g_ c e l l IF con t e x t ( t ime ) = n i gh t
THEN r e s t a r t B s ( c e l l ) YIELDS s f e ( c e l l , *) WITH 0 .5
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states that a sleeping cell cell might be recovered by restarting the BS. How-
ever, due to the expected impact on the network, this shall only be considered
during low-tra�c at night. The restart of a BS is a typical restoration ac-
tion, i.e., the operator cannot explicitly de�ne the impacted KPIs. Instead,
the restart is expected to recover the normal performance of the cell which is
given by the SON function e�ects sfe ( cell , *) representing SFE(cell, ∗). How-
ever, a restart might not recover all sleeping cells and, hence, it is expected to
be e�ective in only 50% of the cases.

� ROOTCAUSE coverage_problem IF t r u e
THEN cco ( c e l l ) YIELDS s f e ( c e l l , cco ) WITH 0 .7

proposes the execution of the CCO function if a coverage hole has been iden-
ti�ed regardless of the operational context. The e�ect of a CCO action
can be easily predicted using the SON function e�ects as sfe ( cell , cco), i.e.,
SFE(cell,CCO). Since it is not clear what caused the coverage hole, e.g., a
new construction site, the CCO might not be able to close the hole and, hence,
it is expected to be e�ective in only 70% of the cases.

� ROOTCAUSE * IF t r u e
THEN t r o u b l eT i c k e t ( c e l l ) YIELDS s f e ( c e l l , *) WITH 0 .9

is the creation of a trouble ticket for any problem with any root cause. It
is expected to recover the normal cell performance almost certainly with an
e�ectiveness of 90%. This rule should be always present in the recovery model
as the escalation rule if SON self-healing cannot recover a problem.

Recovery Actions and E�ects For a cell diagnosis (c, ρT ), recovery action pro-
posal can determine the expected complete e�ect f of a recovery action a based on
the recovery model RM. As shown in Equation 6.1, the idea is that the action e�ects
for one root cause can be probabilistically combined to the action e�ects for all root
causes by calculating the sum over the e�ects for each possible root cause weighted
with its probability. Therefore, the partial e�ects de�ned by the recovery model
must �rst be turned into complete e�ects using the merging function µ described in
De�nition 3.11. As outlined in Chapter 6.3.3.2, the KPIs are considered independent
of each other. Consequently, the following description of the e�ect combination can
focus on each single KPI e�ect �rst.

De�nition 6.4 (Complete KPI e�ect for an action given a root cause). Given the
operational context x ∈ X, the diagnosed cell c ∈ C, and the recovery model RM,
the complete KPI e�ects fk,a,t ∈ Fk on the KPI k ∈ K of an recovery action a ∈ A
for each root cause t ∈ T is de�ned as

fk,a,t(v) = µk(f
⊥(k), c,x, ρ)(v)

with (a, f⊥, ρ) ∈ RM(c, t,x, SFE) being the expected partial e�ect of a for t as
de�ned in the recovery model.
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This probabilistic merging of the partial KPI e�ect of a with the current KPI
value and can be interpreted as the resulting expected complete KPI e�ect if t is the
true root cause of the problem. Based on this de�nition, the e�ects can be combined
for all root causes.

De�nition 6.5 (Combined complete KPI e�ect for an action). The combined com-
plete KPI e�ect fk,a ∈ Fk on the KPI k ∈ K of a recovery action a ∈ A for the cell
diagnosis (c, ρT ) is de�ned based on the

fk,a(v) =
∑
t∈T

ρT (t) · fk,a,t(v)

with fk,a,t being the complete KPI e�ect for a given t as de�ned in De�nition 6.4.
Note that

∑
t∈T ρT (t) = 1.

In the end, the recovery action proposal determines the recovery actions and
e�ects.

De�nition 6.6 (Recovery actions and e�ects). In the context of SON self-healing,
the action-e�ect set as de�ned in De�nition 3.10 is re�ned to the set of recovery
actions and e�ects. The set of pairs of recovery actions a and their respective
combined complete e�ects f for a cell diagnosis (c, ρT ) is de�ned as

AF = {(a, f) |a ∈ A,
∃t ∈ T. ρT (t) > 0 ∧ (a, ·, ·) ∈ RM(c, t,x, SFE),

∀k ∈ K. f(k) = fk,a}

with fk,a being the combined complete KPI e�ect on k for the recovery action a as
de�ned in De�nition 6.5. That is, AF contains an action-e�ect pair for every action
that potentially recovers at least one of the possible root causes.

6.3.3.4 Recovery Action Valuation

Recovery action valuation evaluates the proposed recovery actions and e�ects, and
sorts them according to the MNO's preferences. The preferences for an action
consider, on the one hand, its expected e�ects and, on the other hand, the aversion
to execute the action due to involved e�orts or performance impacts.

Preferences for Recovery Actions The satisfaction of the MNO's preferences
regarding a proposed action and e�ect (a, f) ∈ AF can be evaluated based on the
objective model by comparing the expected utility vector for the e�ect as shown in
Chapter 3.4.4: an action a1 with e�ect f1 and expected utility vector u1 is preferred
to an action a2 with e�ect f2 and expected utility vector u2 if and only if u1 ≥D u2.
However, this would neglect the e�orts that are necessary to execute the recovery
action. For instance, consider a recovery escalation action that creates a trouble
ticket. Since the manual inspection is expected to recover all possible root causes,
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this action will return the problematic cell into a satisfactory state with a high
probability. Consequently, the expected e�ect satis�es the objectives quite well. As
a result, the system will always create a trouble ticket for each cell diagnosis solely
due to the high e�ectiveness of this action. Therefore, it is necessary to also consider
a preference to execute an action.
In utility theory, the concept of action cost serves as an action-dependent, deter-

ministic amount that represents the e�ort to execute an action. By comparing the
action cost with the utility of the outcome, i.e., building the di�erence of utility and
cost, the decision maker is able to capture both in one number. Consequently, the
decision between actions is not based on the absolute expected utility vectors for
their e�ects, but on their biased utility vectors as shown in Figure 6.4.

De�nition 6.7 (Preference for recovery actions). The preference regarding two
recovery actions a1 and a2 depends on their respective biased utility vectors ∆u1

and ∆u2 which capture the expected performance improvement and the cost of the
actions. Consequently,

a1 % a2 ⇐⇒ ∆u1 ≥D ∆u2.

Unfortunately, it is not easy to de�ne the cost of a recovery action for SON self-
healing. If the utility would be a monetary measure, e.g., the actual revenue from
the network, the action cost could be its actual monetary cost, e.g., the labor cost
for handling a trouble ticket or the lost revenue due to an outage. However, the
utility is an abstract preference measure de�ned over the KPI values. Hence, the
monetary cost needs to be translated into this abstract measure using a mapping
that describes how much money the improvement of KPIs by a speci�c degree is
worth the MNO. Although it is possible, though not easy, to de�ne this, the creation
of the mapping goes beyond the scope of this thesis since such a mapping can be seen
as the derivation of objectives from high-level goals as described in Chapter 3.1.1.

KPI-based Action Cost An alternative option is to describe the action cost based
on KPI values. This approach is not unrealistic under the assumption that the tech-
nical personnel operating the network does not know the exact monetary costs of,
e.g., the restart of a BS or a trouble ticket causing an in-depth failure inspection.
Instead, it seems likely that they base their action selection on some desired dif-
ferences in the expected improvements of a cell's performance for di�erent recovery
actions. For instance, a trouble ticket should be executed if the performance is
severely degraded and no other action is expected to improve the performance ac-
ceptably. Such decision making may be formalized in the ODSO framework in two
ways:

� The improvement of the expected utility u− uxc , i.e., the di�erence between
the expected utility of the action e�ect and the utility of the current cell
performance (see Chapter 5.3.2.1), for the trouble ticket must be by a factor
higher than the improvement by the restart. Thereby, the factors can be seen
as weights for the actions. Consequently, an action a with the expected utility
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vector u for the current utility uxc and weight n ∈ R would have the biased
expected utility

∆u = n · (u− uxc), (6.4)

where n is multiplied with the expected utility for every priority. The drawback
of this approach is that an expensive action like a trouble ticket creation could
be triggered even if the cell performance is not severely degraded just because
other actions are expected to solely have small improvements.

� The improvement of the expected utility for the trouble ticket must be at
least some �xed amount higher than the improvement by the restart. This
results in the relative expected utility ∆u = u− uxc − q for an action a with
the expected utility vector u for the current utility uxc and action cost q for
a. Since uxc is equal for all proposed action for one problem as they are all
focused on the same cell c, this can be simpli�ed to:

∆u = u− q. (6.5)

This approach �ts smoothly into MAUT: it can be seen as adding another
attribute, i.e., the cost, to the attributes representing the KPIs whereby the
weight of the cost is equal to the sum of the weights of the KPIs. Thereby, the
cost is a deterministic value that does solely depend on the action and not the
action outcome. In the concrete example, the cost of a trouble ticket should
be higher than the cost of a restart, of course.

In the following, we concentrate on the latter approach for the inclusion of the
operator's action preferences into recovery action valuation. On the one hand, this
is motivated by the fact that it matches with the theoretical foundations of ODSO.
On the other hand, it turns out that this representation together with the priority
regions for the utility allow a quite comprehensible cost de�nition on a coarse scale.

De�nition 6.8 (Biased utility vector). The biased utility vector for an action a
with the expected utility vector u and action cost q is

∆u = u− q.

De�nition 6.9 (Action cost vector). An action cost vector q = (q1, . . . , qND
) is a

vector of the priority region-speci�c costs qd ∈ [0, 1] for all priority regions d ∈ D.

An action cost vector q = (q1, q2, q3) reduces the expected utility of an action
u = (u1, u2, u3) for each priority d separately. It can be seen as a disadvantage of
the action a compared to other actions, such that a needs to be better with respect to
the expected utility, in order to be selected. Thereby, the expected utility represents
the probability that a is e�ective for the cell diagnosis, as well as a's predicted e�ects
on the KPIs. Still, it is di�cult to determine speci�c values for the rather abstract
concept cost.
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In order to support the operators, we present a heuristic that enables the de�nition
of the action cost on a coarse scale. It is based on the idea that the action costs,
in principle, represent that an expensive action a should only be considered for
execution if no other action is able to improve the cell's performance beyond a
priority region d with certainty. Consequently, this also means that a should only
be considered if the current cell performance is not better than d. For instance, if a
trouble ticket should only be issued if no other action is certainly able to improve a
cell's performance (from the unacceptable priority region) to at least the acceptable
priority region then d = 1. The priority region-speci�c action costs of a, qd′ for all
priorities d′ > d, are set to 1 which results in a biased utility for these priorities
of projd′(∆u) ≤ 0. Consequently, if at least one other action a′ is expected to
improve the cell's performance beyond the priority region d with a probability of
1 and partially satis�es any d′, then the biased utility for this priority region d′ is
greater 0 and a is less preferred then a′. In summary, the cost qa = (q1, q2, q3) for
action a must satisfy: if a should only be considered if no other action is expected
to fully satisfy the objectives of priority d ∈ D, then qd′ = 1 for all d′ > d.

In order to exemplify this heuristic, consider cell c having a problem which might
be recovered with one of the following actions: aTT to escalate via a trouble ticket,
aRC to reset a cell, and aCCO to trigger the CCO SON function. The creation of a
trouble ticket should only be considered if no other action satis�es the unacceptable
utility range, i.e., at least one KPI is expected to stay in the unacceptable range for
all other actions. Hence, qTT = (0, 1, 1). The negative impact on the network of a
cell reset, i.e., the temporary cell outage, should be counted in by allowing its execu-
tion only if no other action satis�ed the acceptable utility range, i.e., qRC = (0, 0, 1).
Finally, the execution of a SON function like MRO has a low impact on the network
and, so, they should always be considered. Consequently, qCCO = (0, 0, 0). Table 6.1
shows the resulting decisions made by objective-driven self-healing in di�erent situ-
ations. Thereby, two possible root causes for the problem in c are considered: tCH
refers to a coverage hole that may be recovered by aCCO, and tSC refers to a sleeping
cell problem that is supposed to be recovered by aRC. Furthermore, aTT is able to
recover both problems. All actions have the same expected e�ect with a utility of
(1.00, 1.00, 0.33) and an e�ectiveness of 90%.

Based on this, Table 6.1 shows the utilities u and biased utilities ∆u for the
recovery actions for two cell diagnose, represented by the root cause probabilities
ρT (·), and three initial performance states, represented by their utility. Thereby, the
entries for a cell diagnosis and a performance state is sorted according to the biases
utility such that the top action is the most preferred one and would be executed.
The �rst cell diagnosis expresses a higher likelihood that a degradation is caused by
tCH and in the second case, tSC is more likely. Three di�erent initial performance
states uxc for c are considered: unacceptable, acceptable, and optimal. As can be
seen, the utility of aTT is always higher than for the other actions since the trouble
ticket potentially resolves both root causes. The reason that it is not always selected
is its cost which makes it desired only in the unacceptable cell state, and, in this
case, it is always selected. Conversely, aCCO is always selected in the optimal system
state since the other actions are just not desired in these cases. In the acceptable
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Table 6.1: Example for the decision making by SON self-healing considering the
action costs.

Initial Utility Cell Diagnosis for cell c
uxc ρT (tCH) = 0.7, ρT (tSC) = 0.3 ρT (tCH) = 0.3, ρT (tSC) = 0.7

(0.77, 0.00, 0.00)

aTT

{
u = (0.98, 0.90, 0.30)

∆u = (0.98,−0.10,−0.70)

aCCO

{
u = (0.92, 0.63, 0.21)

∆u = (0.92, 0.63, 0.21)

aRC

{
u = (0.83, 0.27, 0.09)

∆u = (0.83, 0.27,−0.91)

aTT

{
u = (0.98, 0.90, 0.30)

∆u = (0.98,−0.10,−0.70)

aRC

{
u = (0.92, 0.63, 0.21)

∆u = (0.92, 0.63,−0.79)

aCCO

{
u = (0.83, 0.27, 0.09)

∆u = (0.83, 0.27, 0.09)

(1.00, 0.50, 0.00)

aCCO

{
u = (1.00, 0.82, 0.21)

∆u = (1.00, 0.82, 0.21)

aRC

{
u = (1.00, 0.64, 0.09)

∆u = (1.00, 0.64,−0.91)

aTT

{
u = (1.00, 0.95, 0.30)

∆u = (1.00,−0.05,−0.70)

aRC

{
u = (1.00, 0.82, 0.21)

∆u = (1.00, 0.82,−0.79)

aCCO

{
u = (1.00, 0.64, 0.09)

∆u = (1.00, 0.64, 0.09)

aTT

{
u = (1.00, 0.95, 0.30)

∆u = (1.00,−0.05,−0.70)

(1.00, 1.00, 0.23)

aCCO

{
u = (1.00, 1.00, 0.30)

∆u = (1.00, 1.00, 0.30)

aRC

{
u = (1.00, 1.00, 0.25)

∆u = (1.00, 1.00,−0.75)

aTT

{
u = (1.00, 1.00, 0.32)

∆u = (1.00, 0.00,−0.68)

aCCO

{
u = (1.00, 1.00, 0.25)

∆u = (1.00, 1.00, 0.25)

aRC

{
u = (1.00, 1.00, 0.29)

∆u = (1.00, 1.00,−0.71)

aTT

{
u = (1.00, 1.00, 0.32)

∆u = (1.00, 0.00,−0.68)

performance state, the selection depends on the cell diagnosis: if aRC is more likely
to be e�ective since tSC is more probable then it has a higher utility and biased utility
than aCCO and vice versa. This selection is performed since the cost for priority 2
is the same, i.e., 0, for both actions.
In parallel to the operator objectives, the costs of the operator need to be captured

in a machine-readable cost model. Thereby, the cost might be context-dependent
which allows expressing that a high-priority trouble ticket might be even less pre-
ferred at night than it is during the day. The cost model can be represented in rules
just like the objective model (see Chapter 3.4.3.5).

De�nition 6.10 (Cost Model). The cost model CM : A×C ×X→ ([0, 1])d∈D is a
function that determines an action cost vector q ∈ ([0, 1])d∈D for a recovery action
a ∈ A for a given network cell c ∈ C in a context x ∈ X.

Recovery Action List The result of recovery action valuation is a sorted list of
the recovery actions and their e�ects according to De�nition 6.7.
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De�nition 6.11 (Recovery action list). The recovery action list RAL =
((a1, f1), (a2, f2), (a3, f3), . . . ) is a sorted list of tuples of an recovery action ai and the
respective expected complete e�ect fi for i = 1, 2, 3, . . . . The list is sorted according
to the biased utility vectors of the actions in descending order, i.e., for (ai, fi) ∈ RAL
with the biased utility vector ∆ui and (aj, fj) ∈ RAL with the biased utility vector
∆uj is holds i ≤ j ⇐⇒ ∆ui ≥D ∆uj.

6.3.4 Recovery Enforcement

Recovery enforcement �nally performs the actual recovery by executing recovery
actions and evaluating their results. Thereby, the execution of the actions has to be
aligned with SON coordination.

6.3.4.1 Execute-Evaluate Loop

In principle, recovery enforcement is an execute-evaluate loop that can be performed
in two manners.

� The enforcement has some information on how to evaluate the results. Hence,
it can consecutively go through the list of proposed actions:

1. Take the �rst, i.e., most preferred, action-e�ect pair from the sorted ac-
tion list, execute it, and evaluate the results.

2. If the problem is resolved or an escalation action is triggered, recovery
enforcement is �nished.

3. If the problem is still persistent, continue with Step 1.

� The enforcement has no information on how to evaluate the results. Therefore,
enforcement simply executes the most preferred action. If the action is not
an escalation action, then the evaluation of the results has to be performed
as a repetition of the whole SON self-healing process: the problem needs to
be detected, its root causes must be diagnosed, and possible recovery actions
must be planned again. Thereby, it is possible that the root causes as well
as the recovery action may di�er from the initial process run, e.g., if multiple
root causes had been present and one of them has been resolved. Since the
degradation recovery does not consider already executed actions, recovery en-
forcement needs to keep track of the recovery process in order to not select an
already executed action again.

6.3.4.2 Execution of Trigger Actions

Trigger actions comprise self-healing work�ows or regular SON functions as pre-
sented in Chapter 6.3.3.1. In contrast to escalation actions, they directly a�ect a
network cell: upon being triggered, they analyze the network and attempt to per-
form some con�guration changes to the network cell under consideration. Of course,
these changes have to be coordinated with the activity of normally running SON
functions in the network. Speci�cally, the following issues need to be considered:
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� A recovery action like reverting a cell's con�guration has impact on all other
SON functions running on that cell and maybe even beyond that. Hence, this
self-healing work�ow should be executed isolated from them. Therefore, all
other SON functions in the cell either need to be turned o� or their requests
need to be ignored, i.e., blocked, by SON coordination. The same applies if a
recovery action comprises the temporary blocking of the execution of a SON
function.

� If several problems have been diagnosed close to each other, it might be neces-
sary to coordinate these recovery actions if they impact each other, i.e., SON
coordination needs to determine which problem to recover �rst. This should be
done based on the expected performance improvements by the actions. SON
self-healing does not itself request a con�guration change at SON coordination
but instead the triggered work�ow or SON function. Hence, SON coordina-
tion needs to be informed to handle such requests with the SON self-healing
priority.

The execution request by a recovery action should, in principle, be prioritized
against regular SON function requests that aim to optimize the performance. Con-
sequently, the recovery actions must always be preferred in SON function con�icts
because SON self-healing resolves exceptional situations in which normally running
SON functions are likely to be neither e�ective nor e�cient: One the one hand, the
SON functions are likely to misinterpret the situation and request the wrong changes
since they have been conceived for a non-erroneous network. One the other hand,
the e�ect predictions for the SON functions, which are the basis of objective-driven
SON coordination (see Chapter 5.3.1.1), are likely to be inaccurate in the presence
of a failure.
The prioritization of recovery actions independent of the expected utilities is ac-

tually an instance of a coordination constraint that can be enforced through the
technical constraint resolution of SON coordination presented in Chapter 5.3.1.3.
Similar to the example for operator-de�ned requests, a generic con�ict resolution
rule for self-healing may be added:

IF r e c o v e r y_ac t i o n ( request_1 ) = t r u e AND

r e c o v e r y_ac t i o n ( request_2 ) = f a l s e AND

( request_1 , request_2 ) i n c o n f l i c t S e t
THEN r e j e c t ( request_2 ) PRIORITY 2

Here, request_1 is a SON function request by a recovery action that was triggered by
SON self-healing and request_2 is a non-self-healing function request. If request_1 and
request_2 are in con�ict then request_2 should be rejected. Thereby, the rule is given
an assumed priority of 2 which is lower than the operator priority 1. In order to
evaluate the predicate recovery_action(), SON coordination is provided with a set of
all triggered actions in each granularity period. Its idea is that any request_2 which
is not send by a recovery action but is in con�ict with a recovery action request_1

must be rejected.
However, if root cause diagnosis identi�ed two or more problems close to each

other, it may happen that the recovery actions for these problems are in con�ict
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with each other. Consequently, the coordination constraint does not apply in this
case. Instead, these con�icts need to be resolved based on the severity of the degra-
dations and the expected improvement of the network performance. In other words,
con�icts among self-healing triggered recovery actions should be resolved like con-
�icts between regular SON function requests, i.e., based on the expected utility of the
recovery actions. Therefore, SON self-healing enforcement provides SON coordina-
tion with the expected e�ects of the recovery actions as determined by the recovery
action proposal. Consequently, given that the recovery action a with (a, f) ∈ RAL
is triggered by recovery enforcement, then the e�ect estimation of the con�ict de-
tection and technical resolution (see Chapter 5.3.1.1) takes f as the estimation of
the request corresponding to a. Later on, SON function request selection will base
its decision on the expected utility improvement by f . This approach has two ad-
vantages: on the one hand, SON coordination is not able to estimate the e�ects
of self-healing work�ows since they are not contained in the SON function e�ects
provided by SON management (see De�nition 4.11), and, on the other hand, the
e�ect estimation using the recovery model is supposed to be more accurate in failure
situations than the estimations by SON coordination. Figure 6.6 depicts the interac-
tion between SON self-healing recovery enforcement, the recovery actions, and SON
coordination in form of a sequence diagram.

Recovery 
Enforcement

Self-Healing 
Workflow

Coordination

Trigger

Send List of Triggered and Blocked Functions

Set temporary effects

Son Function Request

End of Round

Accept / Reject

Figure 6.6: Sequence diagram of the interactions between SON self-healing enforce-
ment, the recovery actions, and SON coordination

6.3.4.3 Execution of Escalation Actions

Escalation actions are non-automated recovery actions, e.g., the manual inspection
of a problem by a human engineer. Therefore, recovery enforcement can solely
request their execution, e.g., via issuing a trouble ticket, but cannot monitor their
results. Therefore, they are �nal actions that end the execute-evaluate loop. Of
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course, the requests need to provide further information about the problem, e.g.,
the cell diagnosis, which help the operators solving the degradation.

6.4 Related Work

This chapter presents related work to SON self-healing. It has already been noted
that there is considerable work on degradation detection and root cause diagnosis.
Actually, there are even sophisticated products beyond academic research available,
e.g., [2op10][Dez14]. However, the ODSO self-healing approach concentrated on two
di�erent aspects. Hence, we present related work regarding the involvement of SON
and degradation recovery in the following.

6.4.1 Involvement of SON

It is obvious that a complex, modular system like a SON is prone to unforeseeable
problems at run time. Hence, it was early acknowledged that the execution of SON
functions needs to be monitored in order to detect ine�ective or undesired behavior.
By the 3GPP [3GP13] and most of the related work, this is seen as a task of SON
coordination.
The SON coordination concept developed in the SOCRATES project (see Chap-

ter 3.6.2.2) was one of the �rst comprehensive ideas for SON coordination. Conse-
quently, it also featured a function to detect undesired behavior of the SON func-
tions, namely the guard function [Kür+10][Sch+11]. This undesired behavior com-
prises, among others, oscillations of the network con�guration, unexpected KPI
value combinations, and extreme KPI values. Furthermore, the authors particularly
mention the detection of poor absolute performance of the network, i.e., not achieved
objectives by the SON functions. Upon detection of a problem, the alignment func-
tion is triggered which analyzes the behavior and determines the erroneous SON
function. As a recovery, it may undo previous changes of network parameters, block
the execution of SON functions, or change its SFC. These recovery measures are
then validated through the guard function by verifying that the detected problem
disappears. However, as already described for the other ODSO components, the
SOCRATES coordination is a rather abstract idea [Ban+11a]. Thus, it provides no
hint how this functionality may be achieved. Nevertheless, the authors stress the
importance of involving the SON in order to enable operators to gradually develop
trust in automatic SON systems.
The UniverSelf project (see Chapter 3.6.2.3) developed a comprehensive vision

for establishing operator trust in the operation of a SON [Cia+12][Cia+13]. Their
framework distinguishes three levels of trust: trust in the reliable operation of a sin-
gle SON function, trustworthy interworking of several SON functions, and seamless
deployment of SON functions in a plug-and-play manner. The authors describe an
extended policy-based approach in which an action policy, e.g., a set of ECA rules,
de�nes the obligations of a SON function, i.e., what it should do, and the allowed
actions that they may perform. This allows the operator do restrict the execution
of SON functions to trustworthy behavior. In the ODSO approach, this concrete
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control of the SON function behavior is seen as a task of either SON management
for disabling the SON functions or SON coordination for rejecting the SON function
requests during technical constraint resolution. In order to determine when a SON
function is trustworthy or not, the abstract measure trust may be computed by
monitoring the deviation of the actual KPI performance from the MNO goals, the
frequency of network recon�gurations, and the duration of the continuous activation
of a SON function. As can be seen, trust is directly related to the e�ectiveness of
a SON function. Using reinforcement learning, the system is able to create a model
of the expected trust of a SON function in di�erent contexts. This model may be
used by SON functions to improve their decision making, or to alert the UniverSelf
coordination or governance block about a �situation where they are not able to ful�l
the speci�ed goals� [Tsa+13, p. 44]. In the latter case, the operational problem is
delegated to higher-layer decision makers or a human operator. Eventually, this may
lead to a new rule that blocks the erroneous SON function in the speci�c situation.
In principle, this approach is closely related to the SON-based degradation detec-
tion: the execution of the SON functions is monitored and a detected ine�ectiveness
escalated.
In [RSB13], the authors present a coordination approach with dynamic priorities

which prevents the monopolization of the network by a SON function, i.e., that a
SON function with a high priority permanently issues requests which block other
functions. However, the reason for this abnormal behavior of the function is not par-
ticularly analyzed and, consequently, speci�c countermeasures like triggering other
SON functions not proposed. Instead, the authors simply block the SON function
in order to allow another SON function to be accepted and, hopefully, resolve the
problem that caused the ine�ectiveness.
The authors of [Iac+15] analyze the execution of SON functions and detect,

through a simple threshold, whether a SON is able to achieve the MNO's goals.
If fails to do so, e.g., due to oscillations, a Bayesian net is used to determine the
root cause of this ine�ectiveness. Since the authors assume the cause to be an
undetected con�ict between concurrently executed SON functions, the diagnosis ap-
proach creates a new SON function con�ict that may be incorporated into SON
coordination.
All of these approaches have identi�ed the problem that SON functions may be-

come ine�ective in speci�c operational situations and that this must be overcome,
typically by blocking the execution of the problematic function. This shows that
they see an uncommon, ine�ective behavior of a SON function as the symptom of
a problem in the SON itself. In contrast to that, the ODSO approach considers the
possibility that such a behavior may also be caused by SON-external factors, specif-
ically failures in the network. This is the reason why ODSO considers problems of
the SON in SON self-healing instead of SON coordination.

6.4.2 Degradation Recovery

Decision theory provides a solid foundation for failure recovery. Consequently, there
is a comprehensive body of research investigating the properties of decision-theoretic
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troubleshooting approaches. Thereby, most of the approaches are based on a proba-
bilistic diagnosis of a problem and aim at determining a sequence of repair actions,
each recovering a speci�c root cause, such that the overall cost of the actions is
minimized. For instance, the early work [HBR95] presents a simple decision criteria
for ordering the recovery actions that has been derived from the analysis of decision
trees. [SJK00] shows how this concept may be applied to troubleshooting printers.
Both approaches are based on a simple cost measure and do not consider, e.g., the
severity of the failure, which might limit the acceptable actions. In fact, the ap-
plicability of actions cannot be constrained in any way. Furthermore, an action is
assumed to solely recover one possible problem, in fact, all example actions are the
repair of di�erent parts of the failed system. However, these approaches determine
a sequence of recovery actions and observations for an uncertain diagnosis result,
which minimizes the overall expected cost. This is referred to as a sequential deci-
sion process. In contrast to one-shot decision processes, they do not solely consider
the utility of the current action but also include subsequent actions. Therefore, it is
typically assumed that the system stays constant which is, however, barely the case
in dynamic mobile networks.

The authors of [Lit+03][RJW10], present a more general approach based on partial
observable Markov decision processes. They are also based on decision-theory, how-
ever, the chosen representation and reasoning approach allows for a more complex
system description with a dynamic environment and actions that recover multiple
faults. Again, they determine a sequence of recovery actions but do not consider the
severity of the problems. Unfortunately, these approaches, though more expressive,
are typically computationally much more complex than the former ones. This makes
them often not usable in an on-line, reactive fashion.

Apart from such generic troubleshooting approaches, there is actually little re-
lated work regarding degradation recovery speci�cally in SON. Most of the research
entitled with self-healing or alike actually treats either some self-con�guration or
self-optimization function, or the algorithm of some self-healing work�ow that re-
covers a speci�c failure. In the former category, there are [TSA10] presenting inter-
cell interference coordination, [Tiw+10] showing an MRO/MLB-related approach,
and [Bal+08] with an automatic neighbor relationship setup (see Chapter 3.6.1.2
for an analysis of the general decision procedure). A member of the latter cate-
gory is, for instance, the COC approach presented by the SOCRATES project (see
Chapter 3.6.2.2) [Ami+09][Kür+10]. Thereby the compensation of broken cells is
considering di�erent, operator de�ned targets which need to be weighted using a cost
function. Again, though, the available documentation provides no details about the
implementation of this idea.

The authors of [Wil+04] are one of the few and among the �rst to acknowledge the
need for rational degradation recovery based on operator objectives. They discuss
the selection of recovery actions based on root cause probabilities and action costs,
thereby, referring to the above mentioned framework in [HBR95]. Unfortunately, the
presentation does not go into much more detail and does not provide solutions for
the above mentioned problems that might occur in the context of SON self-healing.
Instead, this is still presented as a partially open question in a later paper [BLM12].

181



6 SON Self-Healing

In the recent work [Zam+15], a comprehensive recommender system for networks
is presented. It aims to analyze network data for known event patterns that indicate
some problem and need to be mitigated by executing some action. Drawing on a
library of known, contextual event pattern-action pairs, it matches the pairs to the
monitored sequence and recommends the best matching actions to be executed. By
recording the reactions of the operator, the system is also able to extend the library.
The focus of the work, however, lies on the e�cient analysis of extensive data streams
in order to detect the patterns, i.e., complex event processing. In contrast to the
ODSO approach, this system can be seen as a fuzzy action policy system which
solely replays what its rules, i.e., the event pattern-action pairs, say.
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Evaluation

This chapter presents a qualitative evaluation of the ODSO approach. The focus lies
on showing the feasibility of objective-driven SON management, coordination, and
self-healing by simulating speci�c network scenarios for each operational task using
an LTE network simulator. The analysis of the results reveals the complexity of
the decision making and shows that ODSO enables autonomic steering the network
through operational objectives in order to improve the network performance.

7.1 Scope and Approach Overview

The evaluation of ODSO is performed by analyzing each operational task separately.
The reason for this is that their focus di�ers considerably: SON management aims
to control the overall, long-term network performance, SON coordination focuses
on speci�c, short-term settings in which SON functions compete with each other,
and SON self-healing is focused on dedicated failure situations. So, a scenario which
highlights the advantages of, e.g., objective-driven SON coordination does not nec-
essarily show interesting behavior of, e.g., SON management. In order to provide
some comparability, we use the same network simulation for all tasks, however,
the concrete scenario for each operational task is adapted in order to highlight the
speci�c e�ects of the respective objective-driven decision making.
In order to clarify the scope of the evaluation, notice that this chapter does not

provide an in-depth quantitative evaluation of the network performance that can
be achieved through ODSO. On the one hand, the achieved network performance
is largely dependent on the correct technical models, speci�cally the SON function
models. Hence, such an evaluation mainly assesses the accuracy of the elicitation
approach for the technical models (see Chapter 4.3.2) which is not the focus of this
thesis. On the other hand, the idea of ODSO is not to optimize the performance
of the network, which is done by specialized SON functions, but to use these func-
tions more e�ciently with respect to the diverse operator objectives. This feature,
however, is shown in the following evaluation.
Another valid assessment of the ODSO approach is to empirically measure the

gained advantages in SON operations to the operational personnel. This could be
done in terms of, e.g., a simpli�cation of SON management leads to less con�guration
e�orts, or an extended automation of SON coordination and self-healing leads to
fewer manual interventions. Such an evaluation would require the deployment of the
ODSO system in live networks and, subsequently, interviewing the MNOs. This,
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however, is barely possible since an operational network and the time of human
operators is crucial for an MNO. Nevertheless, this chapter still provides a both
valid and viable evaluation of the ODSO system.

7.2 Simulation Setup

This section describes interesting features of the simulation setup which comprises
a system-level network simulator, a set of SON functions, and a prototypical imple-
mentation of the three ODSO components. The simulation system is an extension
of the experimental SON systems presented in [BR12] and [TSC14].
Figure 7.1 shows the static structure of the simulation environment which closely

resembles the vision depicted in Figure 3.7. The network simulator computes the be-
havior of a 3GPP LTE network and provides PM data, i.e., KPI values, to the SON
function engine. This engine executes the SON functions and deploys the results of
their algorithms, i.e., a new network con�guration, back to the network simulator.
The algorithm of a SON function is controlled by the SON management component
which con�gures it prior to its execution. Additionally, SON management provides
the current SON function e�ects and the objective model to the other two compo-
nents. The SON functions send network con�guration change requests to the SON
coordination component, which accepts or rejects them. Depending on the SON
coordination result, the SON functions �nally deploy the changes to the network.
Finally, SON self-healing monitors the activity of the SON functions and PM data
and may trigger the execution of SON functions and enforce their acceptance at the
SON coordinator.
Figure 7.2 depicts the execution sequence of the di�erent simulation components.

As can be seen, this closely resembles the conceptual, synchronous execution of
the ODSO architecture along granularity periods shown in Figure 3.10. After each
granularity period, the network simulator provides the SON function engine with
the collected PM data, i.e., KPI values collected during the last granularity period.
Every time the SON function engine receives new PM data, it performs four steps:

1. It triggers the SON management component for all cells, which con�gures the
SON functions according to the applicable operational objectives and provides
SON coordination and SON self-healing with the necessary models.

2. It synchronously triggers the execution of each SON function for all cells, which
may send a SON function request to SON coordination.

3. It triggers SON self-healing, which detects problems in the PM data and the
SON function activity and may execute corresponding countermeasures, i.e.,
triggers a SON function and enforces its execution at the SON coordinator.

4. It triggers SON coordination which resolves the con�icts in the collected re-
quests and sends replies to the SON functions. If a request is accepted, the
function changes the network con�guration in the SON function engine which
propagates it to the network simulator.
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Figure 7.1: Overview of the components of the simulation system.

7.2.1 LTE Network Simulator

The evaluation uses a state-of-the-art, system-level LTE network simulator by Nokia
Networks called System Experience of Advanced SON (SEASON) [Nok09]. It sim-
ulates an urban LTE network in the city center of Helsinki, Finland. Figure 7.3
depicts a screenshot of the network from the simulator and Table 7.1 speci�es the
simulation details.

As can be seen, the urban HetNet consists of 12 BSs that are spanning up 32 LTE
macro cells in an area of roughly 50 km2. The initial con�guration of the network
cells, e.g., the RET, is manually optimized to provide a good network performance.
Three additional small cells, namely Cell 33, Cell 34, and Cell 35, are located within
the coverage area of the macro Cell 6 in order to simulate a HetNet. As described
in De�nition 3.2, these small cells are assigned to the macro Cell 6 and will be used
in the SON management scenario (see Chapter 7.3.1). We consider 1000, initially
uniformly distributed users that are randomly walking in a prede�ned street pattern
with 6 km/h, thereby using their UEs with a Constant Bit Rate (CBR) of 128 kbps,
e.g., for streaming music. In the SON management (see Chapter 7.3.1) and the SON
coordination scenario (see Chapter 7.4.1), we additionally consider 60 users with 128
kbps CBR in Cell 6 to emulate busy hours tra�c, and, in the SON management
scenario, 50 more users with 256 kbps CBR in a portion of Cell 6 to emulate a
hot spot area, e.g., due to a demonstration. The granularity period, i.e., the time
interval for collecting and providing the PM data, corresponds to 5400 simulated
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Figure 7.2: Overview of the execution sequence of the simulation system.

seconds, i.e., 1.5 hours.

7.2.2 SON Function Engine

The SON function engine is a run-time environment for SON functions written in
Java. It has two major features: �rst, it represents the interface to the network
simulator and manages all data exchange, and, second, it manages the life cycle of
the SON functions.
For the evaluation, however, the employed SON functions are of particular inter-

est. In the scenarios for the three ODSO components, we specify six SON functions
based on the examples presented in Chapter 3.3.2:

Coverage and Capacity Optimization - Remote Electrical Tilt (CCO-RET)
aims at improving the signal quality for the UEs of a network cell. It cor-
responds partially to the CCO function introduced in Chapter 3.3.2 as it
optimizes the CQI of a macro cell by adapting its RET. The SFC of a
CCO-RET instance CCO−RET(enabled, threshold, stepSize) comprises three param-
eters, namely a Boolean enabled whether it is enabled, an activation threshold
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Table 7.1: Simulation parameters
Category Parameter Value

Radio Carrier frequency 2 GHz
Carrier bandwidth 20 MHz
Number of PRBs 100
Thermal noise −114.447 dBm
Shannon gap −1.0 dBm
Path loss model UMTS 30.03 [3GP98, B.1.4.1.3]
Other losses 20.0 dB
Scheduler Model CBR mode
Shadowing correlation distance 50.0 m
Shadowing standard deviation 8.0 dB
Handover hysteresis threshold 2.0 dB
RLF threshold −6.0 dB

Network Type Urban HetNet
Area 50 km2

Granularity Period 5400 s
Macro cell layer

Number of cells 32
Height 17 - 20 m
Antenna gain 14 dB
TXP 26 dB
RET 0.0° - 3.5°
Beam angles 65° horizontal, 9° vertical

Small cell layer
Number of cells 3
Positions Macro Cell 6, see Figure 7.3
Height 10 m
Antenna gain 14 dB
TXP 10 dB
RET 10°
Beam angles 360° horizontal, 9° vertical

Users User mobility model 6 km/h random walk
Regular users

Number and distribution 1500 random in whole network
Data rate 128 kbps CBR

Busy hours users
Number and distribution 60 in macro Cell 6, see Figure 7.8
Data rate 128 kbps CBR

Hot spot users
Number and distribution 50 in macro Cell 6, see Figure 7.8
Data rate 256 kbps CBR
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Figure 7.3: Screenshot from the network simulator showing the considered LTE net-
work. The colored patches indicate the coverage areas and the arrows
show the main sending direction of the network cells' antennas.

value threshold for the CQI, and a step size stepSize for the RET adaption. If the
value of the CQI drops below threshold , then CCO-RET adapts the RET of the
cell's antenna by stepSize , i.e., it tilts the beam up or down in a trial-and-error
manner.

Coverage and Capacity Optimization - Small Cell Activation (CCO-SCA)
aims at improving the capacity for the UEs of a network cell. It corresponds
partially to the CCO function introduced in Chapter 3.3.2 as it optimizes the
cell load of a macro cell by activating the small cells assigned to the macro
cell. Therefore, it is solely executed on macro cells. Notice that this func-
tion has no e�ect on macro cells without associated small cells. The SFC
of a CCO-SCA instance CCO−SCA(enabled, threshold) comprises two parameters,
namely a Boolean enabled whether it is enabled, and an activation threshold
value threshold on the macro cell's throughput. If the throughput rises above
threshold , then CCO-SCA attempts to activate all assigned small cells such
that they can take over some UE generated load. Note that the throughput is
indirectly related to the cell load [Las+11].

Mobility Robustness Optimization (MRO) minimizes unnecessary handovers to
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neighbor cells, speci�cally so-called ping-pongs, by adapting the CIO param-
eters. It corresponds to the MRO function introduced in Chapter 3.3.2. The
SFC of an MRO instance MRO(enabled, threshold, stepSize) comprises three param-
eters, namely a Boolean enabled whether it is enabled, an activation threshold
value threshold for the handover ping-pong rate, and a step size stepSize for the
CIO adaptation. MRO monitors the KPI handover ping-pong rate for each
neighbor relation individually and, if the ping-pong rate is above threshold , ad-
justs the virtual cell border by increasing the CIO to the problematic neighbor
by stepSize . Thereby, one MRO instance may trigger several SON function re-
quests as it request a change for each neighbor pair separately. Notice that
the MRO function does also optimize the too-early and too-late handover
rate [Las+11]. However, the simulated scenarios do not show such problems
and, hence, these KPIs are omitted.

Mobility Load Balancing (MLB) attempts to reduce the load within a cell by
adapting its CIO such that UEs are handed over to neighboring cells. It
corresponds to the MLB function introduced in Chapter 3.3.2. The SFC of
an MLB instance MLB(enabled, threshold, stepSize ) comprises three parameters,
namely a Boolean enabled whether it is enabled, an activation threshold value
threshold for the load, and a step size stepSize for the CIO adaptation. Therefore,
it monitors the cell load and, if it is above threshold , adjusts the CIO to all
neighboring cells which are not overloaded by stepSize . Thereby the CIO is
adapted symmetrically, i.e., the CIO from the overloaded cell to the neighbor
is reduced and the CIO for the opposite direction is increased.

Energy Saving Management (ESM) is turning o� small cells in order to save
energy if they are not needed. This function corresponds to the ESM function
introduced in Chapter 3.3.2. It is solely executed on macro cells and controls
their assigned small cells. Consequently, ESM has no e�ect in a macro cell
without any small cells. The SFC of an ESM instance ESM(enabled, threshold)

comprises two parameters, namely a Boolean enabled whether it is enabled, and
a threshold value threshold on the throughput of a small cell for turning it o�.
If the throughput of a small cell drops below threshold , then ESM deactivates
this small cell and, thus, reduces the KPI energy consumption of the assigned
macro cell (see Chapter 3.3.1.2). Note that the throughput is indirectly related
to the cell load [Las+11].

Reset is not a continuously executed optimization SON function but an on-demand
triggered self-healing work�ow. Consequently, it does not monitor any KPI
but solely resets and restarts the network cell for which it is triggered. Hence,
there is no speci�c SFC for reset.

For each one of the 35 cells, one instance of the CCO-RET, MRO, and MLB func-
tion is created and can be con�gured independently of the others. The CCO-SCA
and ESM functions are similarly instantiated for the 32 macro cells. Each SON
function instance solely focuses on the optimization of the cell it is executed on.
Thereby, depending on the con�guration of the particular scenario, only a subset
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of the SON functions might be enabled. These SON functions provide reasonable
algorithms for solving the targeted problems. It is important to notice that an MNO
may only get little more information about the SON functions than provided here.
It is obvious that the MNO, so, is barely able to accurately predict the behavior of
the SON functions.
The SON functions CCO-RET and MRO have been used before in other research

work [BR12], whereas the others have been speci�cally developed for this thesis with
inspiration from [Las+11], and from [Iac+14b] for the MLB function in particular.
This is also the reason for the distribution of the CCO functionality over two SON
functions CCO-RET and CCO-SCA: as CCO-RET was already available from pre-
vious work, we were able to simply reuse the function. This case may be common in
real networks in the future: as SON functions are continuously modi�ed, enhanced,
or replaced, it is likely that the new functionality will not be deployed as new mono-
lithic SON functions but as a bunch of small, focused SON functions. This allows
the MNOs to buy and deploy the functionality they particularly need.
The development of the CCO-SCA and ESM functions revealed a speci�c feature

of the ODSO concept that needs to be taken into account. The e�ects of an action,
e.g., the con�guration of a SON function, are supposed to apply solely to the network
cell that the action is executed on. Particularly, an action e�ect cannot de�ne an
in�uence on neighboring cells of the action's cell. Suppose the ESM function would
be executed on the small cells: besides the used energy of the small cell, the SFC of
the function, i.e., whether the small cell is more aggressively turned o� or not, has a
huge impact on the KPI cell load of the respective macro cell. However, this cannot
be modeled. For that reason, the ESM function has been developed such that the
macro cell completely controls the small cells in a master-slave manner (see [Göt+15,
Ch. 3.1.3] for an example involving this common approach for a di�erent set of SON
functions). In this way, the e�ect of a speci�c SFC for the macro cell ESM function
can model the impact on the macro cell load as well as the additionally used energy of
the small cells. Although this is an elegant solution, the consideration of side e�ects
of actions could become an interesting future extension of the ODSO approach (see
Chapter 8.2).

7.2.3 Objective-Driven SON Operations

The ODSO components have been implemented according to the presented concepts
in Java. Therefore, we solely describe some interesting details of the implementation
here.
In order to e�ciently calculate the expected utility, all functions over KPI val-

ues, i.e., probability density functions fk and utility functions ok,d for all KPIs
k ∈ K and priorities d ∈ D, are discretized. That is, the domain of each KPI
is split into 1001 discrete bins and each function is transformed into a list of
samples for all bins. For instance, the e�ect fk : Dom(k) → R+ is represented
as the list (fk (0/1000 · |Dom(k)|) , fk (1/1000 · |Dom(k)|) , . . . , fk (1000/1000 · |Dom(k)|)),
with |Dom(k)| being the cardinality of k. This representation enables an e�cient
calculation of integrals for the expected utility of a KPI e�ect.
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The SON coordination component uses an e�cient, publicly available solver named
�Choco� [PFL14] for �nding the optimal solution for the GP problem presented in
De�nition 5.12. Since it is preferably working with integer variables, the expected
utilities of the SON function requests are transformed from real values r ∈ R to
integer values i ∈ Z by i = round(100 · r).
In order to simplify the presentation of the scenarios and to ease comprehensibility

of the behavior of the ODSO components, all KPI objectives are represented with
linear utility that are derived from two thresholds, one for the acceptable region
and one for the optimal region, as exempli�ed in Chapter 3.4.3.5. For instance,
the objective for the KPI CQI CQI = linear (0.6, 0.8) represents the KPI objective
oCQI = (linear(0.0, 0.6), linear(0.6, 0.8), linear(0.8, 5.5547)) using Equation 3.4.
The evaluation considers the four KPIs introduced in Chapter 3.3.1.2 for the

objectives, which are calculated by the network simulator and provided as part of
the PM data:

Channel Quality Indicator (CQI) indicates the average signal quality in a cell.

Handover ping-pong rate (short form used in formula, code, and �gures: Pipo)
indicates the worst handover performance, i.e., highest handover ping-pong
rate, of all neighbor relations in a cell. Note that the MRO function, however,
does not monitor this KPI but the separated handover ping-pong rate for each
neighbor relation.

Cell load (short form used in formula, code, and �gures: Load) indicates the uti-
lized capacity of the cell and, so, also the spare capacity for additional UEs.

Energy consumption (short form used in formula, code, and �gures: Energy) indi-
cates the additional energy consumption by active small cells in a macro cell's
coverage area.

In order to plot the following graphs, we have de�ned a reduced form of the
expected utility vector. Such a representation is very useful for comparison and
plotting of the utility vector since only one number needs to be compared or drawn.
However, this representation reduces the information of the utility vector and, thus,
cannot be used for calculations with the utility vectors.

De�nition 7.1 (Reduced form of expected utility vector). A utility vector u =
(u1, u2, u3) can be reduced to a single dimension scalar in the domain [0, 1] as

〈u〉u =


u1+u2+u3

3
u1 = 1.0 ∧ u2 = 1.0

u1+u2
3

u1 = 1.0
u1
3

otherwise.

This reduction focuses on the utility of the highest, not fully satis�ed priority
region. Hence, 〈u〉u ∈ [0, 1/3] if the utility of the unacceptable region u1 < 1.0,
〈u〉u ∈ [1/3, 2/3] if the utility of the unacceptable region u1 = 1.0 and the utility of
the acceptable region u2 < 1.0, and 〈u〉u ∈ [2/3, 1] if the utility of the unacceptable
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region u1 = 1.0 and the utility of the acceptable region u2 = 1.0. Considering the
utility vectors uA = (1.0, 1.0, 0.25), uB = (1.0, 0.75, 0.42), uC = (1.0, 0.95, 0.0), and
uD = (0.8, 0.42, 0.0) depicted in Figure 3.21, the respective reduced representations
are

〈
uA
〉
u

= 0.75,
〈
uB
〉
u

= 0.58,
〈
uC
〉
u

= 0.65, and
〈
uD
〉
u

= 0.27.

7.2.4 Common Scenario

The simulations presented in the following chapters adopt a common scenario as
the basis for their speci�c scenarios which are simulated for a speci�c number of
granularity periods. This approach enables the comparison of the results from dif-
ferent simulations as the principle behavior of the network and the SON functions
would lead to similar KPI values. Of course, this generic scenario is adapted for
each simulation in order to show the speci�c ODSO task that should be highlighted.
The basic scenario comprises a single, macro cell, network layer, i.e., the three

small cells shown in Figure 7.3 are turned o�. Furthermore, only the regular user
population described in Table 7.1 is active by default.
The three most common SON functions are deployed by default: CCO-RET,

MRO, and MLB. The CCO-SCA and ESM functions are turned o� by default, and
the reset SON function does not need any con�guration but is actively triggered
externally. The basic SON function models for these functions de�nes one SFC with
one KPI e�ect for each SON function (see Chapter 7.2.2 for an explanation of the
SFCs):

IF t r u e THEN CCO−RET( t rue , 0 . 5 , 1 . 0 )
YIELDS e f f e c t (CQI , t r i a n g u l a r ( 0 . 5 , 0 . 5 , 5 . 5547 ) )

IF t r u e THEN MRO( t rue , 0 . 1 , 0 . 5 )
YIELDS e f f e c t ( Pipo , t r i a n g u l a r ( 0 . 0 , 0 . 1 , 0 . 1 ) )

IF t r u e THEN MLB( t rue , 0 . 6 , 0 . 5 )
YIELDS e f f e c t ( Load , t r i a n g u l a r ( 0 . 0 , 0 . 6 , 0 . 6 ) )

As we are the vendors of the SON functions, we have de�ned the SFCs based on our
own expertise in the simulation scenario. The SON function e�ects were manually
derived from the respective SFCs by inspecting the performance of the simulated
network. Therefore, we used triangular KPI e�ects as explained in Chapter 4.3.2.
The KPI e�ect probability distributions are depicted as the blue lines in Figure 7.4:
CCO-RET is expected to solely a�ect the CQI and keep it above 0.5; MRO is
expected to solely a�ect the handover ping-pong rate and keeps it below 0.1; and
MLB is expected to solely a�ect the cell load and keeps it below 0.6. Of course, these
are quite simple e�ects, e.g., one would typically expect that MLB also a�ects the
handover performance. However, on the one hand, the elicitation of such complex
models is not in the focus of this work (see [Göt+15] for some more complex models).
As the SON function models propose only one SFC for each SON function, the whole
network is con�gured uniformly.
The objective model de�nes operator objectives for the three KPIs that the default

SON functions a�ect:

IF t r u e THEN CQI = l i n e a r ( 0 . 4 , 0 . 5 ) WITH 0 .33
Pipo = l i n e a r ( 0 . 2 , 0 . 1 ) WITH 0 .33
Load = l i n e a r ( 0 . 8 , 0 . 6 ) WITH 0 .33
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(a) KPI CQI (not showing full domain [0.0, 5.5547]).
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(b) KPI handover ping-pong rate (not showing full domain [0.0, 1.0]).
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Figure 7.4: KPI e�ects of the SFCs CCO−RET(true, 0.5, 1.0), MRO(true, 0.1, 0.5) and
MLB(true, 0.6, 0.5), as well as the respective KPI objectives.
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These KPI objectives are also visualized in Figure 7.4 as the red, yellow and green
lines. Furthermore, the yellow and green dashed lines visualize the thresholds for the
acceptable and optimal priority region. Thereby, the KPI objectives have the same
weight and, thus, are equally important. The KPI objective for energy consumption,
however, is weighted with 0 and, thus, ignored. Without any real world operator
objectives available, this objective model has been derived from an inspection of
the achievable performance in the simulated network. That is, the initially quite
optimal con�gured network has been simulated and the resulting performance was
taken as the lower bound for the optimal region. The acceptable region is then
de�ned based on our expertise. Notice that more challenging objectives and more
aggressive SFCs would lead to a lot of ine�ective SON function activity without
improving the performance due to the network dimensioning.

Figure 7.5 shows the results of a simulation for the default network con�guration.
The upper three graphs show the mean values of the KPIs CQI, handover ping-pong
rate, and cell load as blue lines over 40 granularity periods. Additionally, the blue
area indicates the value range over all cells, i.e., the top and bottom data points
of the area represent the maximum and minimal KPI values within the granularity
period. The dashed, yellow and green lines show the threshold for the acceptable
and optimal region respectively. The bars represent the number of accepted SON
function requests for the CCO-RET, MRO, and MLB function respectively. The
scale for these bars is drawn on the right side of the graphs. The graph at the
bottom shows the mean of the reduced utilities (see De�nition 7.1) of the cells as
well as the utility value range. In principle, the variations in the KPI values are
caused by randomness in the simulation.

As can be seen, the default con�guration is quite optimal and, so, the SON func-
tions are barely active and do only occasionally send a single SON function request
during the simulation. Actually, only MRO is sometimes active in the presented
simulation. This is on purpose: by adapting this optimal setup, i.e., introducing
speci�c problems, it is ensured that, in principle, the SON functions are able to
improve the speci�c scenario con�guration to some optimal con�guration and do
not face performance problems they cannot solve. This allows the evaluation to
concentrate on the operations of the SON functions without much consideration of
the speci�cs of their algorithms.

7.3 SON Management

The advantages of objective-driven SON management will be shown in a scenario
that primarily focuses on di�erent con�gurations of the CCO-SCA and ESM func-
tions. It will show that the ODSO approach adapts the SON con�guration to
variable operator objectives and, thus, satis�es them more than a �xed SON con�g-
uration.
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Figure 7.5: Simulation result of the common default scenario.
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7.3.1 Scenario

The scenario is supposed to show the trade-o� decision that objective-driven SON
management makes for determining the SON con�guration. Speci�cally, the two
competing KPIs are energy consumption and cell load, the latter representing the
user satisfaction with respect to the throughput o�ered by the mobile network. Both
KPIs are controlled by the CCO-SCA and ESM functions based on their SFCs. On
the one hand, if the CCO-SCA function is con�gured to aggressively reduce the cell
load, then the small cells in a macro cell will be turned on very often, thus, increasing
the energy consumption. Vice versa, a relaxed CCO-SCA function con�guration will
switch on the small cells seldom which yields a higher cell load and reduced energy
consumption. On the other hand, if the ESM function is con�gured to aggressively
save energy, then the small cells in a macro cell will be turned o� more often in order
to decrease the energy consumption. Of course, this increases the cell load leading
to possibly more unsatis�ed users. In contrast to that, a relaxed ESM con�guration
will cause the function to turn the small cells o� less frequently. In that way, the
small cells reduce the cell load of the macro cell more often, however, at the cost
of a higher energy consumption. In the simulation, this is expressed in two SFCs
for both the CCO-SCA and ESM SON function model (see Chapter 7.2.2 for an
explanation of the SFCs):

IF t r u e THEN CCO−SCA( t rue , 5 . 0 )
YIELDS e f f e c t ( load , t r i a n g u l a r ( 0 . 0 , 0 . 6 , 0 . 6 ) ) ,

e f f e c t ( energy , t r i a n g u l a r ( 0 . 0 , 1 . 0 , 1 . 0 ) )
IF t r u e THEN CCO−SCA( t rue , 18 . 0 )
YIELDS e f f e c t ( load , t r i a n g u l a r ( 0 . 0 , 0 . 8 , 0 . 8 ) ) ,

e f f e c t ( energy , t r i a n g u l a r ( 0 . 0 , 0 . 0 , 1 . 0 ) )

IF t r u e THEN ESM( t rue , 5 . 0 )
YIELDS e f f e c t ( load , t r i a n g u l a r ( 0 . 0 , 0 . 8 , 0 . 8 ) ) ,

e f f e c t ( energy , t r i a n g u l a r ( 0 . 0 , 0 . 0 , 1 . 0 ) )
IF t r u e THEN ESM( t rue , 1 . 0 )
YIELDS e f f e c t ( load , t r i a n g u l a r ( 0 . 0 , 0 . 6 , 0 . 6 ) ) ,

e f f e c t ( energy , t r i a n g u l a r ( 0 . 0 , 1 . 0 , 1 . 0 ) )

As before, we, as the vendors of the SON functions, have de�ned the SFCs and
derived the SON function e�ects based on our expertise and inspection of the sim-
ulation scenario. Conceptually, both are expected to be provided by the vendors of
the SON functions. The SON function model can be interpreted in the following
way. The aggressive CCO-SCA SFC CCO−SCA(true, 5.0) is expected to keep the cell
load below 0.6 and the energy consumption close to 1.0, i.e., all small cells are ex-
pected to be turned on. The relaxed CCO-SCA SFC CCO−SCA(true, 18.0) is expected
to keep the cell load below 0.8 and the energy consumption close to 0.0, i.e., the
small cells are expected to be turned o�. The aggressive ESM SFC ESM(true, 5.0) is
expected to keep the cell load below 0.8 and the energy consumption close to 0.0,
i.e., only the macro cell is turned on. The relaxed ESM SFC ESM(true, 1.0) is ex-
pected to keep the cell load below 0.6 and the energy consumption close to 1.0, i.e.,
the macro cell and three small cells are turned on. Notice that these con�gurations
are symmetric. The KPI e�ects of all four SFCs, which are de�ned using triangular
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probability distributions, are shown as blue lines in Figure 7.6.
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Figure 7.6: Visualization of KPI e�ects of the CCO-SCA SFCs CCO−SCA(true, 18.0)
and CCO−SCA(true, 5.0), and ESM SFCs ESM(true, 1.0) and ESM(true, 5.0),
as well as the KPI objectives on cell load and energy consumption.

Besides the CCO-SCA and ESM functions, there are also a CCO-RET and an
MRO function deployed. However, both are barely active and have little impact
on the network performance since the initial network con�guration is already quite
good. The MLB function is not activated since CCO-SCA is considered to reduce
the cell load.
Typically, the focus of the MNO regarding the two KPIs is shifting during a day:

In the busy business hours, it is of utmost importance to satisfy the bandwidth
requirements of the users. Hence, it is very important to not only provide each
UE with as much throughput as possible but also to keep radio resources free to
quickly satisfy the needs of additional UEs. At night, however, fewer people are
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actively using the network and, thus, the MNO does not want all cells to be active
since this would be a waste of resources, especially in dense HetNets in urban areas.
Consequently, the focus shifts towards saving energy.
The simulation will be executed for 40 granularity periods. The objective model

de�nes the following objectives for the cell load and energy consumption:

IF g r a n u l a r i t y p e r i o d i n [ 1 − 6 , 15 − 20 , 29 − 34 ]
THEN l o ad = l i n e a r ( 0 . 8 , 0 . 6 ) WITH 0 .48

ene rgy = l i n e a r ( 1 . 0 , 0 . 2 ) WITH 0 .05

IF g r a n u l a r i t y p e r i o d i n [ 7 − 14 , 21 − 28 , 35 − 40 ]
THEN l o ad = l i n e a r ( 0 . 8 , 0 . 6 ) WITH 0 .05

ene rgy = l i n e a r ( 1 . 0 , 0 . 2 ) WITH 0 .48

As can be seen, the de�ned target values for the KPIs cell load and energy con-
sumption are constant: the cell load has an acceptable threshold of 0.8 and an
optimal threshold of 0.6, and the energy consumption has an acceptable threshold
of 1.0 and an optimal threshold of 0.2. That means energy consumption is never
considered unacceptable which resembles the common understanding of ESM as a
non-critical feature. The respective objective functions are depicted as red, yellow
and green lines in Figure 7.6. Furthermore, the yellow and green dashed lines vi-
sualize the thresholds for the acceptable and optimal priority region. However, the
weight of the KPI objectives changes every 6 to 8 granularity periods in order to
emulate the change in the operator's focus over time. Figure 7.7 depicts a radar
chart of the KPI weights for the di�erent time periods.
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Figure 7.7: KPI weights during the cell load-focused and energy consumption-
focused periods.

The scenario simulates the �eNB overlaid use case� [3GP14a, p. 23] in which a
macro cell is constantly providing coverage whereas small cells may be switched on
to provide additional capacity in busy areas. The considered network comprises
only one macro cell that has some assigned small cells, namely Cell 6 with the small
cells Cell 33, Cell 34, and Cell 35 as depicted in Figure 7.8. For that reason, the
evaluation concentrates on showing the behavior of the SON in that particular area.
Thereby, we also consider three di�erent load situations in the network as depicted
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in Figure 7.9. In the �rst 13 granularity periods, the cell load is produced solely
by the regular user population, i.e., 1500/32 ≈ 47 users in Cell 6 with 128 kbps CBR
on average. From approximately granularity period 14 on, there are additionally 60
busy hours users in Cell 6 requiring 128 kbps CBR. Finally, in granularity period 28,
we deploy an additional hot spot area in the Cell 6 consisting of 50 users requiring
256 kbps. Please refer to Table 7.1 for the details of the simulation setup.

Small
Cell 35 

Small 
Cell 34 

Small 
Cell 33 

Cell 6 

Figure 7.8: The considered Cell 6 and the area with the busy hour users (green) and
the additional hot spot (red).

It is obvious that this setup is not intended to simulate realistic variations occur-
ring in mobile network, i.e., the shift in tra�c over the course of a day and week.
Unfortunately, this simpli�cation is necessary due to a limitation of the utilized
LTE network simulator. Nevertheless, the proposed setup allows the simulation and
analysis of di�erent situations which may occur in a real network. Notably, there
are six di�erent situations of interest, shown as the colored areas in Figure 7.9:

RL is a situation with regular users (low cell load), and cell load-focused objectives.

RE is a situation with regular users (low cell load), and energy consumption-focused
objectives.

BL is a situation with regular and busy hours users (medium cell load), and cell
load-focused objectives.

BE is a situation with regular and busy hours users (medium cell load), and energy
consumption-focused objectives.

HL is a situation with regular, busy hours and hot spot users (high cell load), and
cell load-focused objectives.

HE is a situation with regular, busy hours and hot spot users (high cell load), and
energy consumption-focused objectives.
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Figure 7.9: The course of the simulation: the lines visualize the number of UEs from
the speci�c user group and the colored areas indicate the objective KPI
the operator is focusing on.

Notice that the granularity periods 13-15 and 27-29 are not marked as an interesting
scenario. The reason is that the LTE network simulator does not allow to automati-
cally add the user groups. As a result, we may get inaccurate PM data during these
periods when we add the users manually. Therefore, we decided to ignore these
transition phases in the analysis of the results.

7.3.2 Results

Before analyzing the results of the simulation, it is worth taking a closer look at
the CCO-SCA and ESM SON function models. Both functions are con�gured by
thresholds on the measurement throughput. However, this is not an objective KPI
for the operator. Thus, the SON function model needs to translate the con�guration
regarding the throughput thresholds into an expectation for the value of the cell load
KPI. This translation is far from trivial since the achieved throughput just partially
in�uences the cell load. Another important factor is, e.g., the average signal quality.
Therefore, is can be expected that in reality, the SON function model is much more
complex than the presented one, especially, the context description that determines
the KPI e�ects might be more speci�c. In fact, the SON function model used here
has been speci�cally computed for Cell 6 and, thus, intrinsically considers the actual
context of that cell.
Notice that the SFCs are just one possible implementation of a con�guration

interface for a CCO-SCA or ESM function. For instance, it is just as likely that an
ESM function is solely controlled trough a Boolean value which determines whether
the function should be aggressive or not. This example shows even more that SON
functions and their con�guration can be non-transparent to the operator.
The CCO-SCA and ESM SON function models nicely outline a key advantage

of the ODSO concept: the abstraction of the details of the con�guration of SON
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Table 7.2: The unweighted utilities per KPI and the KPI agreement for cell load
and energy consumption of the possible SON con�gurations.

Cell load Energy consumption

aCCO−SCA,ESM utility 0.63 = 〈(1.00, 0.88, 0.26)〉u 0.53 = 〈(1.00, 0.60, 0.10)〉u
agreement 0.56 1.00

aCCO−SCA,ESM utility 0.78 = 〈(1.00, 1.00, 0.33)〉u 0.47 = 〈(1.00, 0.41, 0.01)〉u
agreement 1.00 1.00

aCCO−SCA,ESM utility 0.59 = 〈(1.00, 0.77, 0.19)〉u 0.60 = 〈(1.00, 0.79, 0.19)〉u
agreement 1.00 1.00

aCCO−SCA,ESM utility 0.63 = 〈(1.00, 0.88, 0.26)〉u 0.53 = 〈(1.00, 0.60, 0.10)〉u
agreement 0.56 1.00

functions towards general objective KPIs. That is, the operator does not need
to �gure out how the objectives can be expressed in terms of the SON function
con�guration. Instead, this is provided by the vendors of SON functions who have
the available resources and knowledge to create the respective models. So, the
operational personnel can manage a SON through a harmonized and standardized
interface in form of KPI objectives.
In SON management, the SON con�guration is determined based on the oper-

ational objectives encoded in the objective model and the expected e�ects of the
SFCs on the network performance as described in the SON function models. Con-
sequently, SON management distinguishes just two situations in the given scenario:
the periods in which the KPI objective cell load has a high weight and the periods
in which the KPI objective energy consumption has a high weight. In other words,
the actual network performance, i.e., the cell load situation, is not considered.
Given the SON function models, the management component needs to make a de-

cision between four possible SON con�gurations. These di�er solely in the con�gu-
ration of the CCO-SCA and ESM functions, hence, we omit the SFCs for CCO-RET
and MRO, namely CCO−RET(true, 0.5, 1.0) and MRO(true, 0.1, 0.5):

aCCO−SCA,ESM = (CCO−SCA(true, 5.0), ESM(true, 5.0), . . . )

aCCO−SCA,ESM = (CCO−SCA(true, 5.0), ESM(true, 1.0), . . . )

aCCO−SCA,ESM = (CCO−SCA(true, 18.0), ESM(true, 5.0), . . . )

aCCO−SCA,ESM = (CCO−SCA(true, 18.0), ESM(true, 1.0), . . . ), (7.1)

where · indicates a relaxed SFC.
The cell load-focused and energy consumption-focused KPI objectives de�ne the

same utility functions but di�erent weights. Hence, the unweighted utilities of the
SON con�gurations for each KPI are the same. Table 7.2 outlines the resulting
utilities and agreements for the possible con�gurations. Thereby, it focuses on the
relevant KPIs cell load and energy consumption. Notice that the utility for the
KPI CQI is always 〈(1.00, 1.00, 0.33)〉u = 0.78 and for the handover ping-pong rate
〈(1.00, 1.00, 0.33)〉u = 0.78 and their KPI agreement is consistently 1.0, since the
SFCs of the CCO-SCA and ESM function do not a�ect these two KPIs.
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Given the KPI utilities, it is possible to analyze the resulting expected behavior
of the SON functions under a speci�c SON con�guration:

aCCO−SCA,ESM con�gures CCO-SCA to aggressively reduce the load and ESM to
aggressively reduce the energy consumption. This contradictory SON con-
�guration is expected to achieve neither a high satisfaction of the cell load
objective nor of the energy consumption. The con�ict in this con�guration is
shown in the low agreement of 0.56. Hence, by setting the agreement threshold
to, e.g., ρagree = 0.6, this con�guration would be rejected as con�icting.

aCCO−SCA,ESM con�gures CCO-SCA to aggressively reduce the load and ESM to be
relaxed. Overall, this con�guration is expected to lead to a low cell load at
the cost of a high energy consumption.

aCCO−SCA,ESM con�gures CCO-SCA to be relaxed and ESM to aggressively reduce
the energy consumption. Overall, this con�guration is expected to lead to a
low energy consumption at the cost of a high cell load.

aCCO−SCA,ESM con�gures CCO-SCA to be relaxed and ESM to be relaxed. This
con�guration is expected to achieve neither a high satisfaction of the cell load
objective nor of the energy consumption. The con�ict in this SON con�gura-
tion is shown in the low agreement of 0.56. Hence, by setting the agreement
threshold to, e.g., ρagree = 0.6, this con�guration would be rejected as a con-
�icting.

Based on these unweighted utilities, it is possible to reconstruct the decision mak-
ing of objective-driven SON management in the concrete scenario. Table 7.3 shows
the resulting overall utilities for the di�erent SON con�gurations in the di�erent
periods. In the cell load-focused periods, i.e., RL, BL, HL, aCCO−SCA,ESM has the
highest utility and, thus, ODSO SON management will con�gure all cells with this
SON con�guration during these periods. In the energy consumption-focused pe-
riods, i.e., RE, BE, HE, aCCO−SCA,ESM has the highest utility and, thus, ODSO
SON management will con�gure all cells with this SON con�guration during these
periods. The behavior nicely resembles the expectations of the MNO that in cell
load-focused periods CCO-SCA is aggressive and ESM is relaxed, whereas in energy
consumption-focused periods ESM is aggressive and CCO-SCA is relaxed. Notice
that the other two, contradictory SON con�gurations would never be selected due
to their consistently low objective satisfaction.
Figure 7.10 shows the results of the simulation of the scenario for the considered

Cell 6. The upper four graphs depict the measured KPI values for the 40 granularity
periods. The dashed, yellow and green lines show the thresholds on the KPIs for the
acceptable and optimal region respectively. Furthermore, the number of requests
per granularity period by the SON functions are shown as bars with the scale on
the right. Thereby, the SON functions requests are aligned with the KPIs they are
monitoring: CCO-RET requests are shown in the CQI chart, MRO requests in the
handover ping-pong rate chart, CCO-SCA requests in the cell load chart, and ESM
requests in the energy consumption chart. The colors of the bars correspond to
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7.3 SON Management

Table 7.3: The utilities of the possible SON con�gurations during cell load-focused
periods, i.e., RL, BL, HL, and energy consumption-focused periods, i.e.,
RE, BE, HE.

RL, BL, HL RE, BE, HE

aCCO−SCA,ESM 0.64 = 〈(1.00, 0.93, 0.29)〉u 0.60 = 〈(1.00, 0.80, 0.18)〉u
aCCO−SCA,ESM 0.66 = 〈(1.00, 0.97, 0.32)〉u 0.57 = 〈(1.00, 0.72, 0.18)〉u
aCCO−SCA,ESM 0.63 = 〈(1.00, 0.88, 0.26)〉u 0.63 = 〈(1.00, 0.89, 0.26)〉u
aCCO−SCA,ESM 0.64 = 〈(1.00, 0.93, 0.29)〉u 0.60 = 〈(1.00, 0.80, 0.18)〉u

the colors of the SON con�gurations. The graph at the bottom depicts the overall
utility in the reduced form (see De�nition 7.1). The dashed, yellow and green lines
show the threshold on the utility for the acceptable and optimal region respectively.
The simulation has been executed in three di�erent con�gurations in order to

enable a comparison of objective-driven SON management with �xed SON con�g-
urations that are not changed during the simulation. Thereby, we concentrated on
the con�ict-free SON con�gurations aCCO−SCA,ESM and aCCO−SCA,ESM. Since the two
di�erent SON con�gurations mainly a�ect the cell load and the energy consumption,
the following analysis of the behavior in the di�erent periods focuses on these KPIs.
The variations in the CQI and handover ping-pong rate are primarily due to random
variations in the simulation. In the analysis of the simulation results, it may seem
that ODSO has a lag of 1 granularity period, e.g., from Period 7 to Period 8. How-
ever, this can be explained by the fact the utility in Period 7 is calculated already
with the new objectives in the current granularity period. However, the results of
the actions of ODSO in Period 7 due to the new objectives can only be monitored
in the following Period 8.

RL: ODSO management deploys aCCO−SCA,ESM, i.e., the small cells are switched
on. Consequently, the cell load is lower than the constant con�guration
aCCO−SCA,ESM, however, the energy consumption is higher. Unfortunately,
this is not the optimal decision in this scenario, since the overall utility of
aCCO−SCA,ESM is considerably higher. This is due to the fact that in this spe-
ci�c situation the actual cell load for aCCO−SCA,ESM is better than the expected
cell load stated in the SON function model. This outlines the importance of
accurate SON function models for the ODSO approach.

RE: ODSO management deploys aCCO−SCA,ESM, i.e., the small cells are switched
o�. Consequently, the cell load is higher than the constant con�guration
aCCO−SCA,ESM, however, the energy consumption is lower. As can be seen,
this change of the SON con�guration yields a considerable improvement of
the satisfaction of the operator objectives since the overall utility is about 0.4
higher than the overall utility of aCCO−SCA,ESM. Since the load situation did
not change, this is solely due to the change in the KPI weights, i.e., the focus
of the operator objectives.

BL: ODSO management deploys aCCO−SCA,ESM. Consequently, the cell load is lower
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Figure 7.10: The simulation results for the SON management scenario comparing
the performance of Cell 6 for the con�gurations ODSO, aCCO−SCA,ESM,
and aCCO−SCA,ESM.
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than the constant con�guration aCCO−SCA,ESM, however, the energy consump-
tion is higher. Comparing the overall utility of this con�guration with the
overall utility of aCCO−SCA,ESM, this yields a higher satisfaction of the opera-
tor objectives. Hence, this change in the SON con�guration can be seen as a
rational decision.

BE: ODSO management deploys aCCO−SCA,ESM. Consequently, the cell load is
higher than the constant con�guration aCCO−SCA,ESM, however, the energy
consumption is lower. Comparing the overall utility of this con�guration with
the overall utility of aCCO−SCA,ESM, this yields again a higher satisfaction of
the operator objectives. Since the load situation did not change, this is solely
due to the change in the KPI weights, i.e., the focus of the operator objectives.

HL: ODSO management deploys aCCO−SCA,ESM. Since the cell load in this period
is very high due to the hot spot users, even the con�guration aCCO−SCA,ESM

switches on two of the three small cells. The reason for this is that the hot
spot is present in only two of the three small cells. Therefore, the CCO-SCA
function �rst turns on all three small cells and then ESM turns o� the cell
that does not cover the hot spot area. Comparing the overall utility of the
ODSO con�guration with the overall utility of aCCO−SCA,ESM, the former still
yields a higher satisfaction of the operator objectives.

HE: ODSO management deploys aCCO−SCA,ESM. Again, this causes two small cells
to stay switched on. As can be seen, this increases the cell load and reduced
the energy consumption. Since energy savings is considered important, the
ODSO selected SON con�guration results in a higher overall utility compared
with aCCO−SCA,ESM. Since the load situation did not change, this is solely due
to the change in the KPI weights, i.e., the focus of the operator objectives.

The key insight to gain from the analysis of the scenario is that the ODSO ap-
proach for SON management dynamically adapts the SON con�guration such that
the expected satisfaction of the utilities is maximized. This does not mean, that
the selected con�guration is always optimal, especially in those situations where
the SON function models are not accurate. However, most of the time, the selected
con�guration is optimal and, actually, resembles the decision that a human operator
would make. This can be seen in Figure 7.10 since the overall utility of ODSO is
in most periods as high as the best constant con�guration. This shows that even
the adaptation of the con�guration of quite dynamic and intelligent SON functions
like the presented CCO-SCA and ESM functions, promises better alignment to the
actual operator objectives.
For completeness, Figure 7.11 provides the simulation results of the SON con�g-

uration aCCO−SCA,ESM. As can be seen, the con�ict in the latter con�guration leads
to oscillations in the network con�guration, speci�cally, the small cells are turned
on and o� alternately. Besides the low utility, such varying network con�guration
may also lead to instabilities and unpredictable problems in the network that the
MNO aims to avoid.
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Figure 7.11: The simulation results for the SONmanagement scenario comparing the
performance of Cell 6 for the con�gurations ODSO, and the con�ictful
aCCO−SCA,ESM.
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7.4 SON Coordination

The goal of objective-driven SON coordination is to schedule the sequential exe-
cution of con�icting actions such that the satisfaction of the operator objectives is
maximized as quickly as possible. Therefore, the evaluation of the ODSO coordi-
nation component is based on a scenario that requires a decision between several
con�icting SON function requests that aim at overcoming di�erent performance
problems. In order to show the advantages of the objective-driven decision making,
we compare the ODSO approach with a state-of-the-art, policy-based SON coordi-
nation approach.

7.4.1 Scenario

The scenario focuses on the three-sectored BS that hosts Cell 4, Cell 5, and Cell 6
shown in Figure 7.12. The simulation starts with a non-optimal con�guration of the
cells, which introduces performance problems that, in turn, trigger the respective
SON functions to solve them. Although this setup seems to be arti�cially chosen
to exemplify the advantage of objective-driven coordination, such a case can also
happen in a real network, e.g., if a new BS is deployed into the network for which
an optimal con�guration has not been determined before. Speci�cally, the following
problems are present: the CIO of Cell 4 is too low for the actual network layout,
resulting in an increased handover ping-pong rate; the RET of Cell 5 is too high
which leads to only a small area of good reception, resulting in an reduced CQI
for the UEs; and Cell 6 experiences an overload situation due to 60 additional
users during busy hours. Apart from these problems, the network con�guration
corresponds to the details shown in Table 7.1 with the regular user population and
the small cells turned o�.

Cell 6 

Cell 4 

Cell 5 

Figure 7.12: The problematic networks cells: Cell 4 has a miscon�gured CIO, Cell 5
has a wrong RET, and in Cell 6 are unusually many UEs.
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Table 7.4: SON function request con�icts
Category Parameter Value

Impact-area CCO-RET Target cell + direct neighbors
MRO Target cell pair
MLB Target cell pair

Con�ict dependencies CCO-RET - CCO-RET Overlapping impact-area
CCO-RET - MRO Overlapping impact-area
CCO-RET - MLB Overlapping impact-area
MRO - MRO Equal impact-area
MRO - MLB Equal impact-area
MLB - MLB Equal impact-area

The three active SON functions, which are con�gured according to the common
SON function model, aim to solve the introduced problems: MRO attempts to
optimize the CIO of Cell 4, CCO-RET optimizes the RET of Cell 5, and MLB
optimizes the CIO of Cell 6 to o�oad some UEs to its neighbors. There are no further
SON functions active. Since the network con�guration, apart from the considered
three cells, is quite good, the SON functions are barely active in other cells.
The evaluation compares the ODSO coordination approach with a well-known

policy-based coordination approach that has been published in [Ban13] (see Chap-
ter 5.5.2.2). This approach uses rules to detect and resolve con�icts at the same time.
Since the ODSO coordination is focusing on con�ict resolution, the policy-based co-
ordination approach is separated into an equivalent rule-based con�ict detection and
a priority-based con�ict resolution. This allows utilizing the same con�ict detection
for both coordination approaches. As shown in Table 7.4, the con�ict detection is
based on prede�ned impact-areas of the SON function requests (see Chapter 5.3.1.2),
and rules that de�ne the dependencies. The con�ict detection rules are derived from
the case study for the policy-based coordination approach [Ban13] and experience.
They can be summarized in the following way:

� RET changes by CCO-RET change the cell size of the targeted cell, which
has a huge impact on the cell and its direct neighbors. Hence, no other SON
function should be active in this impact-area.

� An MRO SON function request a�ects only one neighbor relationship without
any e�ect on the other neighbor cells. Hence, there should be no other MRO
or MLB instance active for the same cell pair.

� An MLB is similar to an MRO SON function request. Hence, there should be
no other MRO or MLB instance active for the same cell pair.

The policy-based con�ict resolution prioritizes the CCO-RET function before the
MRO function before the MLB function. This is motivated by the idea that the
CCO-RET a�ects the performance of a whole cell, whereas MRO and MLB typi-
cally optimize solely a speci�c neighbor relation. The objective-driven SON con�ict
resolution is guided by the operator objectives and the expected e�ects of a SON
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function request. Both are not changed compared to the default scenario. Fur-
thermore, the approach presented in Chapter 5.3.1.1 has been adopted to handle
multiple SON function requests on the same cell by MRO and MLB.

7.4.2 Results

Figure 7.13 and Figure 7.14 show the results of the simulation for the policy-based
and objective-driven coordination in the same manner in order to ease comparison.
Both �gures are divided into two parts. The upper three graphs show the values for
the three KPIs, namely CQI, handover ping-pong rate, and cell load, for the Cell
4, Cell 5, and Cell 6 as lines over the 30 granularity periods of the simulation. The
dashed, yellow and green lines show the threshold for the acceptable and optimal
region respectively. Furthermore, these three graphs show the number of requests
per granularity period by the SON functions as bars with the scale on the right.
Thereby, the SON functions requests are aligned with the KPIs they are monitoring:
CCO-RET requests are shown in the CQI chart, MRO requests in the handover ping-
pong rate chart, and MLB requests in the cell load chart. The colors of the bars
correspond to the colors of the cells. So, for instance, Figure 7.13 shows that in the
�rst granularity period Cell 5 reports a CQI value of about 0.38 which triggers a SON
function request by CCO-RET for Cell 5 in the same granularity period. The bottom
graph of Figure 7.13 and Figure 7.14 shows the overall cell utility of Cell 4, Cell 5,
and Cell 6 in the reduced form as lines. Additionally, the black line shows the average
utility of the three cells in the reduced form (see De�nition 7.1). This is calculated,
similarly to the utility of a set of SON function requests presented in De�nition 5.11,
as the average utility for each priority region and then turned into the reduced form.
The dashed, yellow line indicates the threshold of the acceptable region and the
dashed, green line shows the threshold for the optimal region. Furthermore, the
bars show the number of accepted requests for each SON function from the three
cells with the scale on the right. As can be seen, the initial network con�guration
is equal for both simulations and, thus, also the performance.
The policy-based con�ict resolution is driven by the function priorities. As shown

in Figure 7.13, it is �rst accepting every CCO-RET function request until the CQI
is good enough such that the CCO-RET function is not active anymore in gran-
ularity period 10. Notice that the little pause in period 7 is a random variation.
All concurrent MRO and MLB requests are rejected. This improves the utility of
the CQI objective. Starting in period 10, it accepts all MRO requests and rejects
con�icting MLB requests. However, some MLB requests are not in con�ict with the
MRO requests and, thus, are accepted. Based on the KPIs, it can be seen that the
SON �nally adapted the network con�guration to the new situation around period
16. Later requests are caused by random variations in the simulations.
The objective-driven coordination, shown in Figure 7.14, �rst analyses the possible

improvements of each and every request, i.e., their e�ects. In this scenario, it is
roughly the di�erence of each cell utility of the current system performance to the
dashed, green line. Then, it determines which con�ict-free subset of the requests
improves the utility the most. Thus, it computes that the concurrent execution
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Figure 7.13: Simulation result of policy-based coordination.

of the MRO and MLB requests is expected to yield a higher system performance
improvement than the execution of the CCO-RET request. Consequently, the MRO
and MLB requests are accepted in the beginning of the simulation. Just later on,
when the CIOs are close to optimal in granularity period 7, the CCO-RET requests
are accepted and the CQI improves. Considering the KPIs, the SON �nally adapted
network con�guration to the new situation around period 14. Again, the later
requests are due to some random variations.

Comparing the overall utility, it can be seen that policy-based and objective-
driven coordination achieve a stable and full satisfaction of the objectives in around
granularity period 15. It is not surprising that both approaches require a similar
amount of time, because the scenario, in principle, requires a �xed number of ac-
cepted SON function executions, i.e., con�guration changes by the SON functions,
to solve the problems. Furthermore, due to the shared con�ict-detection, there is
theoretically the same selection of con�ict-free sets of SON function requests both
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Figure 7.14: Simulation result of objective-driven coordination.

approaches can choose from. However, it can be seen that objective-driven SON
coordination achieves a great utility increases already in the beginning of the simu-
lation between period 7 and 8 because it concentrates �rst on the important problems
with respect to the operator objectives. In contrast, the policy-driven coordination
achieves these improvements later between Round 15 and 16. Of course, this result
depends on the speci�c priorities of the SON functions in this scenario, and another
order can produce a similar behavior to the objective-driven coordination. However,
following this argument would require the operator to adapt the priorities for each
and every coordination situation which, actually, is a manual implementation of
the objective-driven con�ict resolution. This nicely summarizes the general goal of
objective-driven coordination: focus on the worst problems regarding the operator
objectives that can be overcome quickly.
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7.5 SON Self-Healing

The SON self-healing component of the ODSO architecture is supposed to solve
mainly two problems (see Chapter 6.1): integrate the SON into the self-healing
procedure in order to utilize SON functions for problem detection, root cause diag-
nosis and recovery, and provide an objective-driven decision making for the selection
of the executed recovery measure. This evaluation, therefore, is twofold: �rst, we
present the involvement of SON and, second, we focus on degradation recovery.

7.5.1 Involvement of SON

This chapter concentrates on showing the ability of the ODSO SON self-healing
component to detect and diagnose problems in the network by monitoring the ex-
ecution of SON functions. Speci�cally, a sleeping cell, which does not accept any
tra�c, is introduced into the simulated network. Sleeping cells are a serious prob-
lem in mobile networks since they are performing poorly without generating any
speci�c failure alarms [Sch+11]. Additionally, they typically do not report any PM
data. Although the absent data may indicate some problem in the cell, this is not
a certain symptom. Missing KPI reports are not uncommon in operational net-
works (see [Ben+13a, Ch. 2.4]), e.g., due to overload in the core network. Hence,
this indication is often ignored by the operational personnel and traditional SON
self-healing if it is not underpinned by other anomalies. As a result, sleeping cells
often remain unrecognized for hours or even days. A sleeping cell can be caused by
software failures, in which case the remedy can be the reset of the cell's software
con�guration.
In this scenario, the ine�ective SON functions in the neighborhood of the intro-

duced sleeping cell provide additional evidence for correctly detecting and diagnosing
the problem. Based on this, the problem can be easily recovered via triggering the
reset SON function for the speci�c network area.

7.5.1.1 Scenario

The scenario focuses on the network area shown in Figure 7.15. The network is
operational and, since the initial con�guration is quite good, the deployed SON
functions are barely active. However, in granularity period 5, Cell 10 will face an
error that turns it into a sleeping cell. Particularly, this means that Cell 10 will not
serve any UE and so, the users in its coverage area will need to be served, if possible,
by the neighboring cells. However, since Cell 10 is sleeping, it is assumed that the
BS does not raise any alarm and no KPIs will be reported.
In the scenario, there are three SON functions active, CCO-RET, MRO, and

MLB which are con�gured as outlined in Chapter 7.2.4. Additionally, the reset
SON function is deployed, however, it needs to be actively triggered.
In order to detect a problem in the network, SON self-healing monitors the activity

of the SON functions and raises an alarm in case an ine�ective SON function is
detected. During operation, the degradation detection keeps smoothed values of
all KPIs of all network cells, which minimizes random e�ects of the environment.
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Cell 10 Cell 7 

Cell 9 

Cell 24 

Cell 11 

Cell 12 

(a) Cell 10 operational.

Cell 10 Cell 7 

Cell 9 

Cell 24 

Cell 11 

Cell 12 

(b) Cell 10 in failure state.

Figure 7.15: Visualization of the cells of the SON involvement scenario and the im-
pact of Cell 10 in sleeping mode.

Thereby, exponential smoothing [Win04, Ch. 24.2] with α = 0.3 is employed. After
a SON function instance was active in a cell, the degradation detection evaluates the
cell KPIs in the next granularity period: if the values of the KPIs did not improve
by at least a factor of 1.2 above the smoothed value then the SON function instance
is marked ine�ective. Furthermore, if a SON function instance has been ine�ective
5 times in a row then the degradation detection raises an alarm for that instance.
This alarm can be seen as an indication that the SON function instance is not able
to achieve its optimization goal. The employed mechanism can be considered as a
history-based detection method.
The diagnosis of the raised alarms is quite simple: An alarm emitted by a

CCO-RET SON function is considered as an indication for a sleeping cell in the
neighborhood. Furthermore, the recovery planning in this scenario for SON self-
healing is the following: If the diagnosis for a cell problem indicates a possible
sleeping cell in the neighborhood then the reset SON function is triggered for all
neighboring cells. This function is supposed to perform a basic check whether the
cell, it is triggered for, is operational, and attempts to reset the cell if it is unavail-
able.

7.5.1.2 Results

Figure 7.16 shows the results of the simulation. The upper three graphs show the
values for the three KPIs, namely CQI, handover ping-pong rate, and cell load,
for the problematic Cell 10 and its neighbors Cell 7, Cell 9, Cell 11, Cell 12, and
Cell 24 as lines over 15 granularity periods of the simulation. The dashed, yellow and
green lines show the threshold for the acceptable and optimal region respectively.
Furthermore, the number of requests per granularity period by the SON functions
are shown as bars with the scale on the right. Thereby, the SON functions requests
are aligned with the KPIs they are monitoring: CCO-RET requests are shown in the
CQI chart, MRO requests in the handover ping-pong rate chart, and MLB requests
in the cell load chart. The colors of the bars correspond to the colors of the cells.
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Additionally, the light gray area shows the granularity periods 6 to 11 in which
Cell 10 is sleeping. During that time, its KPI values are not reported any more,
hence, there is a gap in the plot. The graph at the bottom shows no KPI but the
requests by the reset SON function as bars similarly to the graphs above.
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Figure 7.16: KPI values from the simulation of the detection of the erroneous Cell 10
by the SON-focused degradation detection.

Apart from the missing KPI reports, Cell 10 does also not accept any UEs. Hence,
the neighboring cells, in particular Cell 24, have to take over these users. This in-
evitably leads to a very bad signal quality for the new UEs that are far away. Con-
sequently, the CQI of Cell 24 is considerably reduced which triggers the CCO-RET
function. The CCO-RET SON function attempts to improve the CQI value of
Cell 24, but it is not able to improve the cell's performance even after 5 accepted
SON function requests. This ine�ectiveness is detected by the degradation detection
which raises a respective alarm. This alarm is seen as a veri�cation that the miss-
ing KPIs in Cell 10 are really the result of a severe problem and, thus, root cause
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7.5 SON Self-Healing

diagnosis is able to diagnose the sleeping cell condition. Based on this, degrada-
tion recovery triggers the reset SON function in granularity period 11 as a recovery
action. This restores Cell 10 and immediately improves the CQI of Cell 24. As a
result, the network is fully operational again.

7.5.2 Degradation Recovery

This chapter concentrates on showing the bene�ts of the objective-driven decision
making by the autonomic degradation recovery of ODSO SON self-healing. Specif-
ically, we outline its advantage compared to several other selection mechanisms by
evaluating a number of simulated failure diagnosis results.

7.5.2.1 Scenario

The simulation focuses on the comparison of the di�erent degradation recovery ap-
proaches based on arti�cially created cell diagnoses. Hence, this scenario does use
neither the LTE network simulator nor the SON function engine. The general eval-
uation procedure consists of three steps:

1. The input for the degradation recovery is generated. This comprises the cre-
ation of an arti�cial, probabilistic cell diagnosis as well as an operational con-
text including KPI values. Furthermore, the supposed true root cause of the
diagnosed problem is selected. These inputs are referred to as diagnosis case.

2. The cell diagnosis and operational context are passed to all degradation re-
covery approaches which, in turn, compute a recovery actions to perform.

3. For each degradation recovery approach, the recovery action is evaluated with
respect to its e�ectiveness to recover the true root cause of the diagnosis case.
The result is logged.

In order to generate some statistical relevant results, we have performed the above
process 1000 times and present the aggregated results.

Creation of Diagnosis Cases Each diagnosis case captures one concrete problem
situation that the degradation recovery approaches needs to recover. It is created
in the following process:

1. The operational context of the problematic cell is de�ned: Therefore, the
values of the KPIs CQI, handover ping-pong rate, and cell load are sampled
according to Gaussian distributions with N (µ, σ2) as shown in Figure 7.17.
Furthermore, the context contains �ve CM and operational properties (see
Chapter 3.3.1.3), shown in Table 7.5, that indicate the current time of the
day, whether the cell is experiencing a special event, e.g., a sports game, the
layer of the cell, and when the most recent change in the con�guration or
software update of the cell or BS happened. Each of them is sampled with the
given probabilities.
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Table 7.5: Context parameters for the creation of diagnosis cases.
Cell property Domain / Probability

time Pr(day) = 0.50, Pr(night) = 0.50
specialEvent Pr(yes) = 0.13, Pr(no) = 0.87
cellLayer Pr(macro) = 0.50, Pr(small) = 0.50

con�gurationChange Pr( recently ) = 0.25, Pr(awhile) = 0.75
softwareUpdate Pr( recently ) = 0.25, Pr(awhile) = 0.75

Table 7.6: Root causes for the creation of diagnosis cases.
Root causes
hardwareFailure

softwareFailure

coverageHole

unknown

2. A cell diagnosis result is created based on the root causes given in Table 7.6:
a hardware failure in the BS, a software failure in the BS, an erroneous con�g-
uration of the TXP, or it is an unknown, other root cause. The cell diagnosis
result is drawn over these root causes such that the sum of the probabilities is
1.0.

3. The true root cause of the degradation is sampled according to the cell diag-
nosis result. Consequently, the simulation is based on the assumption that the
root cause diagnosis is accurate.

Degradation Recovery for Diagnosis Cases For each diagnosis case, the cell
diagnosis and operation context is passed to each and every degradation recovery
approach. In order to allow for a fair comparison, all degradation recovery ap-
proaches use the same recovery, cost and objective model, i.e., they have the same
information about possible countermeasures for a root cause. Listing 7.1 shows the
common recovery model using the syntax outlined in Chapter 6.3.3.3. As can be
seen from the listing, the following recovery actions are considered: perform a restart
of the BS, trigger the SON function CCO-RET, revert the last con�guration change,
undo the last software update, and triggering the manual inspection of a failure via
a trouble ticket. The SON functions CCO-RET, MRO, and MLB are active with
the SON function e�ects presented in Chapter 7.2.4.
The common objective model is the same as presented in Chapter 7.2.4, and the

cost model is shown in Listing 7.2. This cost model is arti�cially created by us
based on the heuristic presented in Chapter 6.3.3.4 with the following reasoning:
All recovery actions except triggering CCO-RET should only be considered if the
KPIs are not optimal. This is because they either have actual monetary costs, e.g.,
a trouble ticket, or they may have a negative impact on the network performance.
The reverting actions as well as the BS reset are equally preferred. We assume that
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Figure 7.17: Probabilistic KPI value distributions for the creation of diagnosis cases.
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ROOTCAUSE ha r dwa r eF a i l u r e IF t r u e
THEN r e s t a r t B s YIELDS s f e ( c e l l , *) WITH 0 .5

ROOTCAUSE ha r dwa r eF a i l u r e IF t r u e
THEN t r o u b l eT i c k e t YIELDS s f e ( c e l l , *) WITH 0 .9

ROOTCAUSE s o f t w a r e F a i l u r e IF so f twareUpdate = r e c e n t l y
THEN r e v e r t So f twa r eUpda t e YIELDS s f e ( c e l l , *) WITH 0 .7

ROOTCAUSE s o f t w a r e F a i l u r e IF t r u e
THEN r e s t a r t B s YIELDS s f e ( c e l l , *) WITH 0 .5

ROOTCAUSE s o f t w a r e F a i l u r e IF t r u e
THEN t r o u b l eT i c k e t YIELDS s f e ( c e l l , *) WITH 0 .9

ROOTCAUSE cove rageHo l e IF t r u e
THEN t r i g g e rC coRe t YIELDS s f e ( c e l l , cco ) WITH 0 .7

ROOTCAUSE cove rageHo l e IF c on f i g u r a t i o nChange = r e c e n t l y
THEN r e v e r tCon f i g u r a t i o nChang e YIELDS s f e ( c e l l , *) WITH 0 .7

ROOTCAUSE cove rageHo l e IF so f twareUpdate = r e c e n t l y
THEN r e v e r t So f twa r eUpda t e YIELDS s f e ( c e l l , *) WITH 0 .7

ROOTCAUSE cove rageHo l e IF t r u e
THEN r e s t a r t B s YIELDS s f e ( c e l l , *) WITH 0 .5

ROOTCAUSE cove rageHo l e IF t r u e
THEN t r o u b l eT i c k e t YIELDS s f e ( c e l l , *) WITH 0 .9

Listing 7.1: Recovery model.

all three action cause a temporary outage of the cell due to a restart of the BS.
Therefore, these actions are less preferred for macro cells which ensure a mandatory
coverage compared to small cells which provide optional capacity. The creation of
a trouble ticket should only be considered if the network performance is degraded
beyond the acceptable state. However, at night, less operational personnel is avail-
able and trouble tickets are less preferred. Notice that if a special event like a sports
game is ongoing then providing a good QoS is of utmost importance so that the
MNO accepts manual inspections more commonly. This is due to the visibility of
network problems to numerous users. Of course, this reasoning may not be valid for
every MNO, but, fortunately, a MNO can adapt the cost model to its speci�c needs.
For one diagnosis case, each degradation recovery approach determines one action

a ∈ A that should be executed. Thereby, the following four approaches are evaluated
for the cell diagnosis (c, ρT ) over the set of root causes T (see De�nition 6.1), the
context x (see De�nition 3.3), the recovery model RM (see De�nition 6.3), and the
SON function e�ects SFE (see De�nition 4.11):

Simple degradation recovery aims to resemble a traditional, action policy-based
approach. It solely considers the most likely root cause and tries to resolve
it while ignoring the other root causes. Thereby, it does not consider the
objectives, action costs, or action e�ectiveness. Ties are broken at random.
So, given the most likely root cause t ∈ T , it selects any proposed action from
the recovery model RM(c, t,x, SFE) at random.

Probabilistic degradation recovery aims to resemble an approach that is aware of

218



7.5 SON Self-Healing

ACTION t r i g g e rC coRe t IF t r u e
THEN ( 0 . 0 , 0 . 0 , 0 . 0 )

ACTION r e s t a r t B s IF c e l l L a y e r = macro
THEN ( 0 . 0 , 0 . 5 , 1 . 0 )

ACTION r e s t a r t B s IF c e l l L a y e r = sma l l
THEN ( 0 . 0 , 0 . 0 , 1 . 0 )

ACTION r e v e r tCon f i g u r a t i o nChang e IF c e l l L a y e r = macro
THEN ( 0 . 0 , 0 . 5 , 1 . 0 )

ACTION r e v e r tCon f i g u r a t i o nChang e IF c e l l L a y e r = sma l l
THEN ( 0 . 0 , 0 . 0 , 1 . 0 )

ACTION rev e r tSo f twa r eUpda t e IF c e l l L a y e r = macro
THEN ( 0 . 0 , 0 . 5 , 1 . 0 )

ACTION rev e r tSo f twa r eUpda t e IF c e l l L a y e r = sma l l
THEN ( 0 . 0 , 0 . 0 , 1 . 0 )

ACTION t r o u b l eT i c k e t IF s p e c i a l E v e n t = yes
THEN ( 0 . 0 , 0 . 0 , 1 . 0 )

ACTION t r o u b l eT i c k e t IF s p e c i a l E v e n t = no AND t ime = day
THEN ( 0 . 0 , 1 . 0 , 1 . 0 )

ACTION t r o u b l eT i c k e t IF s p e c i a l E v e n t = no AND t ime = n i gh t
THEN ( 0 . 2 , 1 . 0 , 1 . 0 )

Listing 7.2: Cost model.

the root cause probabilities and action e�ectiveness. Hence, it selects the
action with the highest probability to resolve the problem. Ties are broken
at random. So, it selects the action a ∈ A that maximizes

∑
t∈T ρT (t) · z(t, a)

with

z(t, a) =

{
ρ if (a, f⊥, ρ) ∈ RM(c, t,x, SFE)

0 otherwise.
(7.2)

Valuating degradation recovery solely considers the operational objectives but is
unaware of probabilities. Consequently, it neglects the root cause probabili-
ties as well as the e�ectiveness of the actions. In principle, it can be seen as a
ODSO degradation recovery, however, with the following e�ect estimation for
the recovery action proposal: First, the complete KPI e�ect for an action given
a root cause (see De�nition 6.4) is de�ned as fk,a,t(v) = µk(f

⊥(k), c,x, 1.0)(v),
hence, the action e�ectiveness is always 1.0. Second, the probability distribu-
tion of the cell diagnosis result is always ρT (t) = 1/|T | for all t ∈ T , i.e., each
root cause is equally likely.

ODSO degradation recovery selects the �rst recovery action from the recovery ac-
tion list RAL (see De�nition 6.11).

Evaluation of Recovery Actions Finally, the recovery action proposed by a degra-
dation recovery approach is evaluated against the true root cause. If the recovery

219



7 Evaluation

action can resolve the problem according to the recovery model, then the action is
counted as e�ective, i.e., a correct action. The resulting utility vector is calculated
based on the probabilistic merged e�ect of the action e�ect, the action e�ectiveness,
and the operational context of the diagnosis case (see De�nition 6.4). However, if
the recovery action is not able to resolve the underlying true root cause according
to the recovery model, then the action is counted as ine�ective, i.e., an incorrect
action, and the resulting utility vector is calculated based on the operational context
of the diagnosis case, i.e., the problematic KPI values. Furthermore, the cost of the
selected recovery action is recorded.

7.5.2.2 Results

The 1000 randomly created recovery cases split into 253 cases with an initial system
state that is unacceptable, i.e., the utility of the KPI values in the arti�cially created
operational context is unacceptable. Following the de�nition of the utility vector,
at least one KPI value must be unacceptable for that. Furthermore, the majority of
747 cases has an acceptable initial system state and only one case is optimal, i.e.,
all KPI values are optimal. Given the probability distributions for the initial values
in Figure 7.17, such a result is expected.
Figure 7.18 shows the raw, key performance metrics for the evaluation of the

degradation recovery approaches:

Correct action ratio is calculated between the number of correct actions and the
number of all diagnosis cases. A recovery action is considered correct if the
recovery model proposes it as a counter measure for the true root cause.

Mean recovery probability is calculated over the likeliness ρ of the selected recov-
ery action a to recover the true root cause t in context x with (a, f⊥, ρ) ∈
RM(c, t,x, SFE) for the common cell c, the recovery model RM, and the SON
function e�ects SFE. In contrast to the correct action ration, this metric
considers the action's e�ectiveness to recover the true root cause.

Mean action cost is the mean over a reduced form of the costs of the selected
recovery actions. This reduced form cost is calculated as

〈q〉q =


q3+q2+q1

3
q3 = 1.0 ∧ q2 = 1.0

q3+q2
3

q3 = 1.0
q3
3

otherwise.

for the action cost vector q = (q1, q2, q3). As expected, the reduced form cost
is higher the greater the cost for a high priority cost qd with d ∈ D is. For in-
stance, 〈(0.0, 0.0, 1.0)〉q = 0.33, 〈(0.0, 0.5, 1.0)〉q = 0.50, and 〈(0.2, 1.0, 1.0)〉q =
0.73. As can be seen, it is inverse to the reduced utility de�ned in De�ni-
tion 7.1.

Mean utility is the mean over the reduced form, expected utility vectors of the
selected recovery actions.
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Correct action ratio Mean recov. prob. Mean action cost Mean utility

ODSO 0.78 0.46 0.33 0.52

Valuating 0.66 0.37 0.33 0.51

Probabilistic 1.0 0.9 0.68 0.57

Simple 0.95 0.85 0.65 0.57
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Figure 7.18: Correct action ratio, mean recovery probability, mean action cost, and
mean utility of the simulation for the four degradation recovery ap-
proaches.

The inspection of the results show that the probabilistic degradation recovery
yields the highest correct action ratio of 1.0 and mean recovery probability of 0.90.
This is not surprising as this approach focuses solely on the recovery probability.
An inspection of the cases reveals the logical result of this goal: it always triggers a
trouble ticket since this can recover all root causes and has the highest e�ectiveness.
Consequently, the mean action cost of 0.68 is also the highest.
The simple degradation recovery produces a similar behavior since it is focused

on resolving solely the most likely root cause. Hence, it selected the trouble ticket in
914 cases and tried some other action in 86 cases. With this approach it was in 46
cases wrong and did not recover the problem, leading to a slightly reduced recovery
probability 0.85 and minor decrease of the action cost to 0.65.
In contrast to that, the valuating degradation recovery picks a possible action

solely based on the optimal outcome without considering any probabilities. As a
result, it often picks the cheapest action since their e�ects, expect for CCO-RET,
are all the same. This resulted in 624 cases where it decided to restart the BS,
358 cases where it reverted a software update, and 18 triggered CCO-RETs. Notice
that a trouble ticket was never issued. This produced a small mean cost of 0.33,
however, also a very low correct action ratio and recovery probability of 0.66 and
0.37 respectively.
The probabilistic and valuating degradation recovery represent two extreme recov-

ery approaches: recover the problem at all cost versus recover as cheap as possible.
The ODSO approach aims to �nd a middle way. It is interesting to see that the
simulation results underpin this. The correct action ratio is almost halfway between
both approaches at 0.78 and the recovery probability is at 0.46. Interestingly, the
mean cost of 0.33 is about the same as the expected minimal cost by the valuating
approach. This is caused by an intelligent mix of recovery actions: 741 restarts, 136
trouble tickets and 115 reverted software updates, but also some reverted con�gu-
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rations and triggered CCO-RETs.
Interestingly, the achieved expected utility of the recovery actions does not di�er

that much. The reason for this is that no recovery action is able to recover a problem
with certainty and, hence, the utility stays in the same priority before and after the
action execution. So, if the utility of the initial system state is unacceptable then the
expected system state of the trouble ticket is still unacceptable since there is a slight
probability that it is not e�ective. The fact that it is most likely that the system
state is optimal after the execution of a trouble ticket is only weakly represented by
the reduced form of the utility used here. Later, we present the results of an adapted
scenario where all action have an e�ectiveness of 1.0. Nevertheless, the result shows
the expected distribution that the probabilistic degradation recovery produces the
highest utility, the valuation approach the lowest utility, and ODSO is in between.
Degradation recovery has to make a trade-o� between maximizing the recovery

probability and minimizing the action cost. Of course, every operator has to decide
what is more important. In ODSO, this operational goal is represented by the cost
model. In order to show that for the given cost model, the ODSO degradation
recovery makes rational decisions, Figure 7.19 shows the ratios between the mean
action cost, and the three antagonist performance metrics correct action ratio, mean
recovery probability and mean utility. In principle, they can be interpreted as the
mean cost of selecting a correct recovery action, the mean cost of generating 100%
mean recovery probability, and the mean cost of generating a mean utility of 1
respectively. These are arti�cial metrics, however, they give an indication of how
much each approach invests (in terms of action costs) for a return (in terms of the
other three performance metrics). Consequently, the ratios shown in Figure 7.19
should be as low as possible for a rational decision maker.

Cost per correct action Cost per recov. prob. Cost per utility

ODSO 0.43 0.72 0.64

Valuating 0.5 0.89 0.64

Probabilistic 0.68 0.75 1.18

Simple 0.68 0.76 1.14
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Figure 7.19: Cost per correct action ratio, cost per recovery probability ratio, and
cost per utility ratio of the simulation for the four degradation recovery
approaches.

As can be seen, for all three ratios, the ODSO degradation recovery achieves the
lowest value of the four decision making approaches. This shows that it, indeed,

222



7.6 Summary and Discussion

is a rational, autonomic decision maker. As expected, the probabilistic approach
performs best of the rest regarding the cost per recovery probability as it focuses on
achieving a high return in this discipline. Consequently, the valuating approach is
best of the rest regarding the cost per utility for the same reason. In both cases, the
di�erence to the ODSO approach is not much. However, considering all three ratios,
the ODSO is on average 13% better than the simple approach, 50% better than the
probabilistic approach, and 48% better than the valuating approach (calculated as
the arithmetic mean over the ratios for all three cost per performance metrics).
In order to complete the previous discussion about the low achieved utility, Fig-

ure 7.20 depicts the results for the very same scenario, however, all actions have an
e�ectiveness of one. As can be seen, the utility of the probabilistic agent increases
to a value greater than 0.66 which is optimal. This value is actually the expected
utility of the SON con�guration. Nevertheless, the general message of the evalu-
ation, particularly that ODSO degradation recovery achieves the lowest values for
the cost per return ratios, is similar to the previous simulation.

7.6 Summary and Discussion

This chapter showed the feasibility of the ODSO approach for SON operations and
its advantages in terms of achievable performance improvements compared to man-
ual or partially automated SON operations. For each considered SON operations
task, we have simulated a speci�c scenario that allowed us to show the di�erences
in the decision making and the e�ciency of the ODSO approach. Thereby, it be-
came obvious that the performance improvements by ODSO did not emerge from
new, improved SON functions but instead from a better utilization of the given
SON functions. That is, ODSO often resembled what a human operator would
have also achieved in a similar situation. However, this manual operations requires
enormous e�orts which are typically avoided and, hence, this potential is not lifted.
ODSO automates this decision making, solely controlled by the actual operational
objectives formalized in the objective model. As a result, we have shown that the
automatic adoption of the SON con�guration, con�ict resolution and degradation
recovery according to the actual operational objectives promises considerable per-
formance improvements in a mobile network. Notice, that these results also validate
to some extent the simpli�cations made for keeping the ODSO approach computa-
tionally tractable, i.e., speci�cally the probabilistic independence of the KPIs e�ects
(see Chapter 3.4.1.2), the probabilistic combination of the e�ects of the SFCs (see
Chapter 4.3.3.2), and the estimation of the short-term e�ects of a SON function
request from the long-term SON function e�ects (see Chapter 5.3.1.1).
The evaluation of SON management shows that the ODSO component is able to

adapt the SON con�guration to varying operational objectives. Thus, it achieves an
overall higher satisfaction of the operational objectives, i.e., better network perfor-
mance, in di�erent network contexts than any �xed SON con�guration. Thereby,
the operator solely de�nes di�erent weights for the KPIs that represent the focus
of network operations at di�erent points in time. This shows that even adaptive
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Correct action ratio Mean recov. prob. Mean action cost Mean utility

ODSO 0.79 0.79 0.33 0.71

Valuating 0.66 0.66 0.33 0.67

Probabilistic 1.0 1.0 0.68 0.78

Simple 0.94 0.94 0.64 0.76
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(a) Correct action ratio, mean recovery probability, mean action cost, and mean utility.

Cost per correct action Cost per recov. prob. Cost per utility

ODSO 0.42 0.42 0.47

Valuating 0.5 0.5 0.49

Probabilistic 0.68 0.68 0.87

Simple 0.68 0.68 0.85
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(b) Cost per correct action ratio, cost per recovery probability ratio, and cost per utility
ratio.

Figure 7.20: Results of the adapted simulation with common action e�ectiveness of
1.0 for the four degradation recovery approaches.
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and sophisticated SON functions like CCO-SCA and ESM need to be constantly
aligned with the operator objectives to achieve the best results. The evaluation of
the ODSO SON coordination component showed that rational scheduling of con-
�icting SON function requests may lead to a faster achievement of a speci�c level of
objective satisfaction. Although the actual schedule barely impacts the time neces-
sary to overcome a set of performance issues in the network, we showed that ODSO
focuses particularly on the worst problems regarding the operator objectives that
can be overcome quickly, and orders the SON function execution accordingly. Fi-
nally, the two-fold evaluation of ODSO self-healing showed two aspects: First, we
have shown that information about the SON, particularly the activity of the SON
functions, provides valuable information to support the detection and diagnosis of
failures in the network, e.g., ambiguous problems like a sleeping cell. Second, we
outlined that the ODSO approach for degradation recovery selects the most ratio-
nal recovery actions in a probabilistic and stochastic environment in comparison to
simpler and often more intuitive approaches. This advantage manifests in the fact
that it recovered a high number of simulated failure cases while also achieving a low
cost of troubleshooting.

Although the evaluation results are promising, it is also important to notice the
limits of the approach: it can only make accurate decisions if the underlying knowl-
edge, i.e., the technical models, is accurate. In other words, the performance bene�ts
of ODSO depend to a considerable degree on the quality of the SON function mod-
els, coordination models, and self-healing models. Inaccurate technical models may
lead to non-optimal or, in the worst case, even degraded network performance. This
has been shown in the evaluation of SON management (see Chapter 7.3.2): in the
load-focused period with a low user population (RL), the ODSO SON management
component selected a load-focused con�guration for the SON functions CCO-SCA
and ESM. However, in the speci�c situation, this turned out to be non-optimal, as
the user throughput could have also been provided with an energy-focused SON con-
�guration which achieved a higher operational objective satisfaction. Furthermore,
SON management can just select from the SON function con�gurations provided in
the SON function models. Hence, the basic question is whether the optimal SON
function con�guration for a speci�c situation is actually contained in the model
and its e�ects accurately de�ned? As the SON function e�ects are also utilized by
the ODSO SON coordination and SON self-healing components, inaccurate SON
function models also a�ect their decisions. Especially regarding SON coordination,
Chapter 5.3.1.1 already discussed the issue that the SON function e�ects represent
long-term e�ects whereas SON coordination makes short-term decisions. Conse-
quently, if the long-term and short-term e�ects diverge considerably, SON coordi-
nation will make non-optimal decisions. In the evaluation, however, we did not
encounter such a situation. Nevertheless, if this fact would be known by the opera-
tor or SON function vendor, it is possible to adapt the SON function e�ects prior to
their utilization. Similar to the SON function models, the accuracy of the recovery
model strongly a�ects the performance of ODSO SON self-healing. Unfortunately,
in this case it might be even more di�cult to provide better models as such failures
in the network seldom happen and are hardly foreseeable.
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The evaluation also revealed the need for a future extension of the ODSO concept:
the e�ects of an action may a�ect not solely a single network cell but a group of cells.
This became apparent for the CCO and ESM functions as discussed in Chapter 7.2.2:
both SON functions focus on small cells, however, they mainly a�ect KPIs in the
covering macro cell. Although we presented an elegant solution in the evaluation,
this problem is more fundamental and needs to be re�ected in the general concept
accordingly. A similar situation may occur regarding MLB as it reduces the cell
load in its target cell by actually increasing the cell load in the neighboring cells.
These limitations of the ODSO approach, however, are not surprising and we have

identi�ed them during the development of the concept. Decision making, in general,
depends on the accuracy of the available information as well as the conscious and
structured evaluation of this knowledge in the light of explicit objectives. In this
work, we have focused on the latter evaluation of the models while also structuring
and designing the system to allow further extensions for improving the former part.
Speci�cally, the presented ODSO approach is agnostic regarding the creation and
representation of the technical models. As mentioned in Chapter 3.4.1.3, Chap-
ter 4.3.2, and Chapter 6.3.3.3, the presented action-policy based technical models
are one option to model the expertise. Future research may, e.g., develop new con-
cepts that involve the utilization of machine learning techniques (see Chapter 8.2).
These can be easily integrated into the ODSO approach as long as the formalized
interfaces to the models, e.g., De�nition 4.2, are adopted.
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Conclusion and Outlook

This thesis introduced the Objective-Driven SON Operations (ODSO) concept that
enables autonomic Self-Organizing Network (SON) operations, i.e., the control of
network operations through operational objectives on network Key Performance
Indicators (KPIs). This chapter summarizes the presented contributions and results,
and discusses possible future work.

8.1 Summary

This thesis presented a concept for objective-driven, autonomic operations of SON
systems regarding the tasks SON management, SON coordination, and SON self-
healing. In summary, objectives for its development have been (see Chapter 1.1):

� overcoming the manual gap of SON operations by enabling an integrated,
objective-driven control of a SON (Objective 1),

� autonomically con�gure the SON functions according to the operational objec-
tives by using SON function vendor-provided technical models (Objective 2),

� autonomically resolve SON function con�icts at run-time such that the oper-
ational objectives are satis�ed (Objective 3), and

� involving the SON in SON self-healing as well as selecting recovery actions for
degradations with respect to the operational objectives and action preferences
(Objective 4).

By solving these objectives, the development of ODSO aims to, on the one hand,
reduce the manual e�orts and Operational Expenditure (OPEX) necessary for the
operation of a mobile network, and, on the other hand, lift the full optimization po-
tential of SON by aligning it closer with the operational objectives. In the following,
we summarize our solutions for these objectives and discuss our contributions and
results that go beyond the state of the art in mobile network operations.

Objective-Driven SON Operations: Architecture and

Component Design

Chapter 3 presented a holistic, integrated architecture for autonomic SON operations
controlled through a single, high-level interface in form of an objective model. This
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architecture extends a SON by introducing objective-driven SON management, SON
coordination, and SON self-healing components which are all based on a generic
component design for autonomic decision making (see Solution and Contribution 1).
Together, these contributions are able to close the manual gap of SON operations
and set ODSO apart from related work that either focuses on automating single SON
functions or single operations tasks, or providing automated operations frameworks
that do not consider operational objectives.
The introduced ODSO architecture assigns each of the three SON operations tasks

to a dedicated component. The components are integrated into a framework that
allows them to interact with each other in order to share information, e.g., about
SON function e�ects which represent the expected e�ects of the currently active
SON functions. The most important feature of the framework is, however, that
the three components are all controlled through a common, network-wide objective
model that encodes the operational objectives regarding the KPIs of the Mobile
Network Operator (MNO) in a formalized, vendor-independent manner.
Each ODSO component is based on the generic component design for objective-

driven operations. It is a two-step decision making process that separates the com-
putation of possible action options and their probabilistic e�ects from the assessment
of these options based on the common objective model. The former is based on the
task-speci�c processing of technical models. The latter is based on Multiattribute
Utility Theory (MAUT) which provides a theoretically-founded, valid and favor-
able decision making approach that enables a high degree of autonomic behav-
ior. Thereby, we extend classical MAUT to enable the objective model expressing
context-dependent priority regions and utility functions for the KPI values as well
as trade-o�s between them.
The ODSO concept focuses on decision making based on technical models that

formalize the technical expertise of human operators. The evaluation in Chapter 7
showed that it enables an automation of manual SON operation and facilitates a
control of the SON-enabled mobile network through the objective model. Thereby,
the achievable improvements in network performance are not due to improved SON
functions or network optimization algorithms but due to a better alignment of the
SON function execution with the objectives. This approach lifts additional opti-
mization potential whose manual achievement would require considerable manual
e�orts. However, it is also shown that the results of ODSO depend on the accuracy
of the technical models and their processing, which are strongly connected to the
speci�c SON operations tasks. This may require additional research on the creation
and validation of these models. Nevertheless, the architecture and design of the
ODSO concept has been created to support such extensions.

SON Management

Chapter 4 presented the details of the SON management ODSO component that
autonomically con�gures the SON functions according to the objective model (see
Solution and Contribution 2). Based on the generic ODSO component design it,
�rst, computes feasible SON con�gurations end their expected e�ects, and, second,
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evaluates the con�gurations against the objective model in order to determine the
optimal con�guration.
In order to compute the feasible SON con�gurations, we de�ne a semantics for

the technical models describing diverse SON functions. It allows the vendors to pro-
tect their intellectual property by keeping the algorithms closed while the operators
are enabled to estimate the expected KPI values for each SON Function Con�gu-
rations (SFCs). The result is the de�nition of a SON function model for each SON
function that provides possible SFCs and their expected, probabilistic e�ects on the
KPIs. SON management combines the independent SFCs for each SON function
to a SON con�guration and, thereby, analyzes the SFCs for possible con�icts, i.e.,
SON functions with incompatible optimization goals. Furthermore, it computes the
overall expected KPI e�ects based on a probabilistic estimation without requiring
any additional input by the human operator, thus, keeping the manual e�orts for
the operation of ODSO low.
In Chapter 7.3, we have evaluated this approach in a simulation of a Heterogeneous

Network (HetNet) scenario that involved di�erent settings for a specialized Coverage
and Capacity Optimization (CCO) and an Energy Saving Management (ESM) func-
tion. We were able to show that the continuous adaptation of the SFCs by ODSO
SON management, which is driven by varying operational objectives, is able to gain
a higher satisfaction of the objectives compared to a �xed uniform SON con�gura-
tion. However, the evaluation also revealed that inaccurate SON function models
may lead to non-optimal or even degraded network performance.

SON Coordination

Chapter 5 introduced the SON coordination ODSO component that focuses on auto-
nomic con�ict resolution between SON function requests according to the objective
model (Solution and Contribution 3). Based on the generic ODSO component design
it, �rst, estimates the expected performance e�ects of each SON function request,
determines the con�icts between the requests, and performs a technical con�ict res-
olution. Thereby, the component reuses information about the expected e�ects of
the SON con�guration provided by the SON management component in order to
estimate the e�ects of each single SON function execution without requiring ad-
ditional manual input. Second, the remaining SON function con�icts are resolved
based on a valuation of the e�ects according to the objective model. In order to
ensure an optimal decision making even if the detected con�icts are complex and
not transitive, we outline an approach to model the �nal selection problem with
Goal Programming (GP) such that it can be computed using standard solvers. As
a result, ODSO SON coordination orders con�icting SON function requests, i.e., it
schedules them, such that the operator objectives are satis�ed as quickly as possible.
In Chapter 7.4, we have evaluated this approach in a simulation of a coordina-

tion problem involving several con�icting SON functions. We were able to show
that the objective-driven resolution of con�icts leads to a schedule that achieves an
acceptable level of objective satisfaction faster than a state-of-the-art, rule-based
coordination approach. Thereby, the overall number of executed actions by both
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approaches is similar, but their execution order di�ers. Nevertheless, inaccurate
technical models or incorrect e�ect estimations in complex scenarios may lead to
non-optimal schedules. However, this was not revealed in the evaluation.

SON Self-Healing

Chapter 6 presented the SON self-healing ODSO component. Our contributions to
the state of the art are twofold (Solution and Contribution 4): on the one hand,
we propose an approach for involving the SON functions in the detection of degra-
dations, and, on the other hand, we present a concept for autonomic degradation
recovery based on a probabilistic diagnosis of the detected problems.
The involvement of the SON is achieved by either utilizing SON functions as

active probes that can raise alarms once they detect an abnormal situation, or by
monitoring and analyzing the execution of SON functions for indications of abnormal
behavior. In this way, it is possible to detect a wider range of network degradations
and to provide the subsequent root cause diagnosis with additional symptom data
that may increase its accuracy.
Autonomic degradation recovery is based on the generic ODSO component de-

sign. First, it computes applicable recovery actions for a diagnosed problem and
estimates their e�ects based on a recovery model and the expected normal network
performance provided by SON management. Thereby, it also considers the likeliness
of the di�erent root causes for the problem. Second, the e�ects are evaluated with
respect to the operator objectives on the KPIs, but also considering the MNO's pref-
erences regarding the recovery actions as expressed in a cost model. In summary,
this can be seen as the �rst comprehensive approach for objective-driven degradation
recovery in SON.
In Chapter 7.5.1, we have shown that it is possible to support the detection and

diagnosis of sleeping cells in a realistic network by monitoring the execution of SON
functions. In Chapter 7.5.2, we showed that objective-driven decision making for
a recovery action in response to a probabilistic failure diagnosis, as it is performed
by ODSO-based degradation recovery, is able to optimally trade-o� the recovery
e�ectiveness with the recovery e�orts and problem severity. This has been shown by
comparing the ODSO approach with several related degradation recovery methods.
It must be noted, though, that the achievable results depends on the quality of the
technical models. As a result of the autonomic self-healing approach, the time from
the occurrence of a failure to its recovery can be reduced.

8.2 Future Work

ODSO can be seen as a new approach in network management that goes beyond
a pure evolution of established approaches. Consequently, the concept requires a
multitude of new processes and artifacts that have not been there before. In this
thesis, we focused on the development of the overall concept for autonomic decision
making and, thus, introduced assumptions in order to keep the scope of the thesis
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consistent. In the following, we present some ideas for future work in the context of
the ODSO concept that may substantiate these assumptions.

Increasing Accuracy of Technical Models

Chapter 7.6 describes a main limitation for the applicability of the ODSO approach:
the resulting network performance strongly depends on the accuracy of the technical
models. ODSO as an autonomic decision making approach makes optimal decisions
based on the formalized technical expertise in these models. However, if the models
are not correct, then ODSO is likely to con�gure, coordinate, and recover a SON
poorly leading to inferior network performance or even performance degradation.
Therefore, we see the topic of knowledge elicitation and technical model creation

as a focus area in future research on SON operations. Thereby, the utilization of
machine learning methods [RN10] is a very promising approach as it enables the au-
tomation of this task without great manual e�orts (see Chapter 4.3.2). Especially,
Reinforcement Learning (RL) [SB12] has shown a wide range of application for prob-
lems like this. Thereby, the system follows a trial-and-error method, i.e., it selects
some action to execute, monitors the resulting e�ects in the concrete environment,
and learns a technical model from this. This model could be very accurate as it
speci�cally contains the e�ects in the real mobile network. There have already been
some initial studies on the application of this method for SON management in the
SElf-MAnagement FOr Uni�ed heterogeneous Radio access networks (SEMAFOUR)
project [Cam+15][Kür+15] which are expected to be continued in the future. Fur-
thermore, the project developed a detailed concept for using RL in SON coordi-
nation [Sch+14a][Göt+15] which could be adapted to �t into the ODSO approach.
Apart from the promises of RL for the creation of the technical model, there is a
major open question that needs to be answered for a real application. The trial-
and-error approach introduces some risk that the tried action might be wrong and
deteriorate the network performance. Hence, it is necessary to develop a concept
that allows the operator to trade-o� the risk of inferior decisions and the poten-
tial gains from more accurate knowledge. The concept of trust developed in the
UniverSelf project [Cia+13] may be a starting point for this.
It is also worth to invest some e�orts on research for methods for the elicitation

of technical knowledge from human engineers and operators for the manual creation
of technical models. Manually created technical model are useful for two reasons:
First, they provide a starting point for the ODSO system, i.e., a rough estimation of
the action e�ects, for the initial deployment when machine-learned knowledge is not
available yet. Second, some actions may be rarely executed, e.g., some self-healing
work�ows as the respective failure may be uncommon, which makes learning the
e�ects very di�cult. In this case the estimation by a knowledgeable expert human
operator is a very valuable input.
Another direction to increase the accuracy of the technical models is to extend

the scope of the e�ects of an action. In the presented ODSO concept, an action
is tight to a network cell and its e�ects only apply to the same cell. However, as
outlined in Chapter 7.6, some SON functions may also a�ect neighboring cells. Such
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an approach increases the complexity of SON management considerably as it is not
possible to determine a SON con�guration for each network cell separately. Instead,
it must �nd an overall optimal con�guration similarly to SON coordination which
needs to �nd an overall best subset of SON function requests to execute. Future
work will need to show whether this problem is computationally tractable and, if it
is intractable, how a good solution may be approximated.

Elicitation of Objective Model

Besides the technical models, the ODSO system requires an objective model which
represents the preferences of the operator. Similar to a manually elicited technical
model, it is an open research question which method is best to create the objective
model. As shown in Chapter 2.3.3.1, there is substantial related work on this topic,
e.g., the Analytic Hierarchy Process (AHP). However, it still needs to be determined
which one of the numerous approaches �ts the decision problems in SON operation
and the background of the operational personnel best.

New Application Areas

We have presented ODSO as an approach for making SON autonomic by automating
SON operations. Although the ODSO architecture with the three components SON
management, SON coordination, and SON self-healing as well as their interactions
is quite speci�c to SON, the generic component design, i.e., the general structure
of the objective and technical models as well as the decision making is not SON
dependent. Therefore, it seems natural to attempt applying the generic component
design to other application areas in mobile networks management.
A current trending topic, speci�cally in combination with the upcoming Fifth

Generation (5G) mobile networks, is network virtualization [BDW14]. Thereby,
MNOs attempt to virtualize their Radio Access Network (RAN) and core network
and create a cloud-based infrastructure that dynamically provides network services
when and where they are needed. Thereby, the network functions are virtual in-
stances that are not tied to a speci�c server but that can be deployed dynamically
to any data center that the MNO can access. The di�culty in this approach is to
decide which network functions should be deployed and where they should be run-
ning. The decision making could be automatically controlled using an action policy,
however, just like for SON, an autonomic approach, which is controlled through an
objective model, promises a higher degree of automation and possibly better net-
work performance. The generic ODSO component design may provide a blueprint
for future research on this topic.

Beyond SON: Cognitive Network Operations

Currently, SON functions implement the operational procedures often in form of
�xed rules and calculations. Hence, the operators need to adapt those SON func-
tions to the speci�cs of the actual mobile network and the operational objectives.

232



8.2 Future Work

However, there are some attempts to make the SON functions more intelligent by
employing machine learning methods [RN10] such that SON functions are enabled
to adapt themselves to the network characteristics. In order to guide such learning,
the SON functions need to be given a target that they aim to achieve. This devel-
opment leads to an evolution of the SON concept that is currently referred to as
cognitive functions [Kür+15]. In other words, cognitive functions can be seen as an
extension of SON functions that, �rst, understand the operational objectives of the
MNO, and, second, are able to adapt themselves to the network characteristics in
order to achieve these objectives autonomically.
Figure 8.1 depicts a characterization of manual network operations, SON, ODSO,

and cognitive functions. As can be seen, manual network operations, SON and
ODSO (without the extensions discussed in this chapter) rely on hard-coded knowl-
edge in form of manuals, rules, or technical models. However, SON increases the
level of automation compared to manual operations by introducing automatic deci-
sion making, and ODSO extends this to autonomic network management. As can
be seen, cognitive functions are also considered an autonomic mobile network oper-
ations approach, but with adaptive knowledge that is automatically created using
machine learning methods.
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Figure 8.1: Characterization of manual network operations, SON, ODSO, and cogni-
tive functions with respect to automation of decision making and knowl-
edge creation.

The generic ODSO component design may provide a valuable blueprint for the
construction of an autonomic decision making procedure in cognitive functions.
However, the architecture of the operational tasks will change considerably as the
centralized control performed in ODSO is substituted with distributed control. Re-
lated to SON management, this means that the objectives are directly provided to
the cognitive functions. Based on this, the cognitive functions may need to exchange
information with each other in order to detect possibly competing objectives and
align their behavior such that con�icts are avoided and the satisfaction of the oper-
ational objectives is maximized. Similarly, the cognitive functions may inform each
other about the actions they are going to execute in order to detect and resolve
potential con�icts among those actions in a distributed manner. The same applies
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to self-healing. However, research on the cognitive function concept just started and
it is not clear how these tasks will be performed.
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