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Science fiction often portrays future AI technology as having 

sophisticated emotional intelligence skills to the degree 

where technology can develop compassion. But where 

are we today? The authors provide insight into artificial 

emotional intelligence (AEI) and present three major areas 

of emotion—recognition, generation, and augmentation—

needed to reach a new emotionally intelligent epoch of AI.

Humans can be quite emotional about tech-
nology and computing systems, especially in 
their moments of failure. A key scene in the 
1999 film Office Space shows three professional 

programmers violently destroying a copy machine that 
annoyed them for too long. Certainly, most of us have 
experienced an emotional moment when interacting 
with computing devices, such as when facing a frozen or 
blue screen. But will it soon make a difference whether 
we praise or blame our devices? Will emotion in human–
computer interaction (HCI) shift from unidirectional to 
bidirectional? 

When it comes to artificial intelligence (AI), emotion 
and emotional intelligence are not usually the first things 
that come to mind. Rather, some of the most far-spread 
applications of AI we presently encounter in everyday life 
are found in computer perception and natural language 
processing. Next, one tends to think of abilities such as 
knowledge representation (learning, planning, reason-
ing, and problem solving) or motion and manipulation. 
AI is usually further thought of as aiming for human-
like or even beyond human intelligence. But creativity 
is still largely lacking in AI, and emotional and social 
intelligence will also need to be added at scale. 

The Age of Artificial
Emotional Intelligence
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However, artificial emotional intel-
ligence (AEI) found its place long ago 
in TV and film. Think of the HAL 9000 
computer in 2001: A Space Odyssey 
(1968), which showed the first signs of 
socioemotional intelligence, and the 
highly emotional personal AI device 
Samantha in 2013’s Her. Another early 
example is the AI-packed car KITT, 
who detects in the series pilot of 
Knight Rider (1982) that his driver is in 
“a slightly irritable mood caused by 
fatigue.” AI also tends to fall in love in 
the movies—in Electric Dreams (1984), 
a personal computer and its user fight 
for the love of the same woman, and 
in Wall-E (2008), the eponymous robot 
falls in love with another robot. The 
list of examples is endless: Short Cir-
cuit (1986); Star Trek: Generations (1994); 
The Iron Giant (1999); I, Robot (2004); 
The Hitchhiker’s Guide to the Galaxy 
(2005); Iron Man (2008); Moon (2009); 
Ex-Machina (2014); and Big Hero 6 (2014), 
to name a few.

Clearly, these envisioned human–
computer dialogs are very different 
from interactions with today’s actual 
AI such as Alexa, Cortana, Siri, or even 
non-consumer grade AI such as IBM’s 
Watson, which largely lacks emotional 
intelligence. This fascination with AEI 
has led to the emergence of fields such 
as affective computing,1 social and 
behavioral computing,2 and emotion- 
augmented machine learning.3 In this 
article, we provide insight into the 
principles of mammalian and artifi-
cial emotion and the modeling and 
history of emotional intelligence, as 
well as the current state of play in rec-
ognizing, generating, and using emo-
tion principles through “emotion aug-
mentation” of current AI systems. We 
also look at the questions of whether 
AI will actually have emotions, what 
we can expect for the future of AI 

enhanced by emotions, and the imme-
diate steps to get there.

EMOTIONAL AND SOCIAL 
INTELLIGENCE
Emotional intelligence—a term first 
used in a 1964 paper by Michael Bel-
doch—is largely defined as intelli-
gence that is marked by the abilities 
to recognize emotions (both of others 
and oneself), generate and adapt emo-
tions, and apply emotional informa-
tion in goal accomplishment and prob-
lem solving. A precondition of these 
abilities is the capability to differenti-
ate between different emotions.

But why does emotional intelli-
gence play a key role in mammalian 
lives, and can it be assumed to do so 
in the next generations of AI? From 
today’s computing point of view, one 
could be tempted to consider human 
emotion as “noise” in optimal com-
munication or planning and decision 
making. However, emotion forms a 
crucial part of intelligent behavior 
and plays a key role in a range of cogni-
tive, perceptive, and bodily processes, 
according to psychological and neuro-
scientific findings.4,5 

Throughout the evolution of man-
kind, emotion has helped humans 
survive—one example is the “fight or 
flight” response. Emotion is our main 
drive of motivation;5 is directly con-
nected to our memory and learning 
systems; and influences our associa-
tions, abstractions, intuition, and rea-
soning as it helps us move from explo-
ration to exploitation. Being broadly 
considered as adaptive responses in 
modern appraisal theory,6 emotions 
also serve to evaluate our environment 
and monitor our wellbeing, informing 
ourselves of our current state. As such, 
emotions fulfill the role of reward and 
punishment in reinforced learning 

and guide our attention, helping with 
decision making.4,5 Finally, emotions 
play a key role in communication, 
which is still broadly neglected in spo-
ken dialog systems or general human–
computer or human–robot interaction.

HUMAN EMOTION
How do humans experience, process, 
and apply emotion? Neuroimaging 
studies have shed significant light on 
the structural processing of human 
and general mammalian emotion. 
Emotion is a multifaceted and complex 
phenomenon, but one structure consis-
tently associated with emotion is the 
amygdala. Studies have shown that the 
amygdala is highly connected within 
the brain, sharing inward and outward 
projection with components of the 
limbic system and others directly and 
indirectly.3 Thus, the amygdala (and 
emotion) is involved in multiple neu-
ronal processes, such as the processing 
of raw (thalamus), object level (cortex), 
and contextual (hippocampus) data. 
The amygdala is considered a unitary 
system in this article, although it is of 
complex structure and can also influ-
ence other behaviors such as motor 
behavior and automatic responses via 
other systems. 

The amygdala is thought to be able 
to evaluate environmental stimuli, 
shifting focus toward emotionally 
associated features. The formation of 
these emotional associations is called 
emotional learning. The amygdala is 
likely responsible for storing stimuli- 
emotional response patterns, and has 
also been shown to participate in the 
formation of declarative memory (mem-
ories that can be consciously remem-
bered), providing “emotional color-
ation.” In addition, emotional arousal 
provokes secretion of the neuromodu-
lator norepinephrine, which enhances 
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memory and learning. The evidence 
of the amygdala’s (and thus, emo-
tion’s) role in attention and mem-
ory supports the idea that emotion is 
critical to evaluating situations and 
retrieving the most important stim-
uli to survive in an environment (such 
as the need to eat). Overall, research 
shows ample evidence of the amyg-
dala (and with it, emotion) as a crucial 
centerpiece in the neuroeconomic 
decision-making process.

MODELING EMOTION
The optimal representation of emo-
tion is discussed in the psychological 
literature. In technical applications, 
however, few models have found 
broad usage. In early days, categori-
cal approaches prevailed such as Paul 
Ekman’s “Big 6” discrete emotion cate-
gories (anger, disgust, fear, happiness, 
sadness, and surprise).7 Yet, such cat-
egories often oversimplify the subtle 
nature of real-world emotion and tend 
to be too limited in coverage.8 Con-
tinuous modeling by dimensions is 
gaining momentum. The most com-
monly applied dimensions are arousal, 
valence, and dominance.7 Emotion 
classes can be mapped to areas in the 
space spanned by these dimensions. 
An example is the emotion of fear 
being marked by high arousal, nega-
tive valence, and low dominance. The 
use of these two approaches—catego-
ries or continuous dimensions—is par-
ticularly popular in emotion recogni-
tion and generation. In reinforcement 
learning, appraisal-based approaches6 
are far spread. Additional and mixed 
models exist, such as turning catego-
ries into dimensions, or tagging-based 
models, where more than one category 
might be present at the same time.

Another important aspect in mod-
eling is temporal evolution. This can 

be challenging to represent, as differ-
ent modalities might operate on differ-
ent time levels. For example, raw audio 
has a different sampling rate (usually 
above 8 kHz) than most physiological 
parameters, such as an electrocardio-
gram signal (usually below .5 kHz), or 
video or depth-information frames 
(usually below 100 Hz). Similarly, fea-
ture sampling rates largely differ (audio 
is often around 100 Hz, whereas lin-
guistic analysis based on feature vec-
tors are typically sampled at less than 
1 Hz). In cross-modal modeling, one 
might therefore encounter compro-
mises, and a typical emotion-update 
frequency in time-continuous model-
ing—which is gaining momentum7—is 
around .1 Hz to 1 Hz.

Finally, the type of emotion needs 
to be modeled. For human emotion 
recognition by computers, emotion as 
perceived by others is usually assessed 
in addition to self-assessed “felt” inner 
emotion. Further aspects can be mod-
eled, such as the degree of acting, reg-
ulating, or suppressing an emotion; 
the degree of intentionality of acting, 
regulating, or suppressing an emotion; 
the degree of prototypicality of the 
emotion; or the degree of discrepancy. 
This could also affect AI’s “inner” and 
“outer” emotion—what the AI “feels” 
versus how it is perceived to be “feel-
ing.” AI could then also, for example, 
suppress its emotion.

HISTORY OF COMPUTERS 
AND EMOTION
The term “affective computing” was 
coined in 1995 by MIT Media Lab’s 
Rosalind W. Picard in her seminal 
book of the same name.1 However, the 
concept dates back slightly earlier—
for example, the first patent for auto-
matic speech emotion recognition was 
filed in 1978 by John D. Williamson.9 

In 1989, Janet E. Cahn—also from 
the MIT Media Lab—wrote about 
“the generation of affect in synthe-
sized speech,”10 and in 1992, Hiroshi 
Kobayashi and Fumio Hara released 
their work on neural networks auto-
matically recognizing the six basic 
facial expressions.11 

As for work on rendering emotion 
in the face, the European SEMAINE 
project (which ended in 2010) pro-
vided the first real-time system able to 
recognize user emotion and generate 
adapted agent output in a 2D audiovi-
sual input-output chain for emotion-
ally intelligent dialogs. Similar proj-
ects include University of Southern 
California’s SimSensei (which began 
in 2011) and ARIA-VALUSPA (Artificial 
Retrieval of Information Assistants—
Virtual Agents with Linguistic Under-
standing, Social Skills, and Personal-
ized Aspects), which began in 2015.

The Human-Machine Interaction 
Network on Emotion (HUMAINE) was 
created in 2004 and ran until 2007, 
when it moved into a non-funded net-
work. It finally became the UK-based 
Association for the Advancement of 
Affective Computing (AAAC) in 2014 
(when co-author Björn Schuller was 
president of AAAC). In 2005, the first 
International Conference on Affec-
tive Computing and Intelligent Inter-
action (ACII) was held, and it has run 
biannually since. In 2010, IEEE Trans-
actions on Affective Computing was 
launched, and it remains the field’s 
main journal. The first open compe-
tition event in the field was the Inter-
speech 2009 Emotion Recognition 
Challenge, based on voice acoustics 
and linguistic content analysis and 
initiated and co-organized by Björn 
Schuller, who enriched this concept in 
2011 with the first ever Audio/Visual 
Emotion Challenge (AVEC). Several 
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similar challenges have appeared, 
including EmotiW, FERA, MEC, and 
the OMG Emotion Challenge, in addi-
tion to events for text analysis related 
to sentiment and emotion. The first 
physiology-based challenge was held 
in 2015 by AVEC.

Commercial start-ups focused on 
human emotion recognition include 
Affectiva, which was founded in 2009 
and is physiology- and video-focused; 
audEERING, which was founded in 
2012 and is audio-focused; and Real-
Eyes, which was founded in 2007 and 
is video-focused. These have turned 
into million-dollar organizations and 
find a growing number of peers in a 
rapidly growing market. Consumer 
products, however, are still sparse and 
largely unknown by the public.

THREE BUILDING BLOCKS 
OF AEI
To date, AEI research has largely 
focused on automatic (human) emo-
tion recognition and emotion gener-
ation for conversational agents and 
robots. Emotion augmentation of 
learning algorithms and dialog man-
agement has been attempted, albeit on 
a much smaller scale. Figure 1 shows 
emotion recognition, emotion gen-
eration, and emotion augmentation, 
which can be seen as the major build-
ing blocks for AEI.

Emotion recognition
The recognition of emotion by com-
puting systems has more than two 
decades of history primarily focusing 
on the recognition of human emotions. 

Emotion has grown to a mainstream 
topic in music, sound, images, video, 
and text. The prevailing modalities for 
emotion analysis are acoustic speech 
and spoken (or written) linguistic con-
tent; facial expression; body posture 
and movement such as gait; and phys-
iological measurement such as heart 
rate, skin conductance, or even brain 
activity. Emotion in haptic interaction 
has also been researched. 

Earlier emotion-recognition sys-
tems were marked by a variety of 
expertly crafted features such as 
those extracted by openSMILE (audio) 
or OpenCV (video) at varying sam-
pling frequencies.7 As early as 2008, 
there was already a wide variety of 
machine-learning algorithms, includ-
ing support vector machines and 
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kernel machines, hidden Markov mod-
els and more general graphical mod-
els, and neural networks such as (deep) 
recurrent neural networks with long 
short-term memory. 

Today’s approaches are increasingly 
focusing on deep end-to-end learning, 
such as the End2You toolkit (which 
allows for recognition from raw data) 
or shallow representations such as 
spectral transformations across these 
modalities at state-of-the-art perfor-
mance as measured. A reappearing 
observation is the complementarity 
of the modalities: voice acoustics are 
known to carry information on arousal 
and dominance—facial expression 

and spoken words are strongly related 
to valence. Human parity levels are 
partially met or about to be met—even 
under “in the wild” conditions8—
according to the benchmarks and 
competitions in the fields mentioned 
above.7,8 Note that the emotion to be 
recognized is usually external from an 
AI’s perspective (such as the emotions 
displayed by humans and animals), as 
AI’s “internal emotion” is not yet very 
complex. 

Emotion generation
Similar to the analysis side in terms 
of emotion recognition, the synthe-
sis side of emotion generation has a 
longer tradition—particularly for the 

synthesis of emotional speech and 
facial expression, which dates back 
almost three decades. Further exam-
ples of emotion-dependent genera-
tion include text and haptic feedback. 
However, as opposed to analysis, syn-
thesis approaches are traditionally 
more rule-based and less data-trained.7 
These primarily focus on emotional 
speech synthesis such as MARY 
Text-to-Speech (MaryTTS); visual agent 
rendering including emotion-driven 
facial expression, body posture, and 
movement such as the Greta engine; 
or emotional text production. How-
ever, current tendencies steer toward 
increasing the use of deep learning, 

such as exploiting WaveNet in emo-
tional speech synthesis. This largely 
targets “external” emotion, which can 
be observed from the outside, rather 
than “inner” AI or system emotion. 

Emotion augmentation
Compared to emotion recognition 
and generation, emotion augmenta-
tion of AI (such as applying emotion 
in planning, reasoning, or more gen-
eral goal achievement) has rarely been 
attempted in the literature. The bidi-
rectional emotion input/output plat-
forms SEMAINE and ARIA-VALUSPA 
(and others for emotion-augmented 
human–computer dialog) are exam-
ples of dialog management enriched 

by the principles of emotion. How-
ever, similar to emotion generation, 
such dialog management is currently 
mostly rule-based. In addition, one 
finds a number of mostly unidirec-
tional emotion input or output only 
examples. For example, user emotion 
is partially already employed in some 
forms of system-state adaptation, such 
as in video games. 

Most additional examples of emo-
tion augmentation exist in the con-
text of emotion-augmented machine 
learning (EML),2 which aims at 
exploiting emotion for efficient learn-
ing as a bio-inspired principle. Like-
wise, including the principles of the 
amygdala in AI12 would follow in the 
footsteps of artificial neural networks 
that have been inspired by mamma-
lian neural networks, or (more specif-
ically) convolutional neural networks 
inspired by the mammalian visual 
cortex. In fact, traditional machine- 
learning algorithms are usually 
designed to minimize an error func-
tion, and emotion as a guideline is 
rarely considered. 

Even though affective computing 
has yet to provide deeper insight into 
how to model and generate artificial 
emotion, it seems obvious that there 
is huge potential in the integration of 
such principles in machine learning to 
increase the efficiency of learning—for 
example, through faster convergence 
or lower computational cost by emo-
tional intuition for pruning or similar 
emotion-driven learning guidance. 
At the same time, better overall solu-
tions might be found, and confidence 
measurement in the result of a learn-
ing algorithm can equally be informed 
from its emotional state. 

One can roughly structure the 
approaches for embedding emotion 
principles into machine learning or 

THERE IS HUGE POTENTIAL IN THE 
INTEGRATION OF AFFECTIVE COMPUTING 

PRINCIPLES IN MACHINE LEARNING TO 
INCREASE THE EFFICIENCY OF LEARNING. 
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even more general AI into four larger 
classes. These are discussed and exem-
plified below to provide deeper insight 
into this crucial realization of today’s 
emotion augmentation of AI. Note that 
many more examples could have been 
chosen for each case.

Optimization. It has repeatedly been 
shown that emotion can be embedded 
in the optimization process for train-
ing machine-learning algorithms, 
such as for neural networks. For exam-
ple, Adnan Khashman showed that 
emotion can be beneficially integrated 
into a feed-forward neural network.13 
To this end, he formalized anxiety and 
confidence and introduced an emo-
tional backpropagation-learning algo-
rithm that is enriched by an emotional 
bias found in hidden and output lay-
ers. He chose to raise the anxiety when 
novel patterns are presented, relating 
the network’s output to the expected 
recognition error. Heightened anxi-
ety leads to an enhanced inclusion of 
the latest error, whereas higher confi-
dence emphasizes previous updates. A 
face-recognition example showcases 
a higher recognition rate and shorter 
execution time based on such emotion- 
augmented training compared with 
conventional backpropagation. One 
can relate the principles to today’s 
attention ideas in deep learning, 
making it clear that different views 
on algorithmic implementations can 
be found. In later work, Khashman 
allowed for further factors in the input 
signal or “stimulus” to influence anxi-
ety. Based on the visual cortex that has 
separate pathways for dorsal or cog-
nitive and ventral or affective infor-
mation streams, he further improved 
matters with the introduction of the 
“DuoNeurons” buildup of a cognitive 
neuron processing local features and 

an emotional neuron (only) for global 
patterns.

Related efforts were made by Yimin 
Yang and colleagues,14 who circum-
vent the risk of getting stuck in local 
optima during learning by artificial 
“feelings” and emotions that control 
changes from exploration to exploita-
tion. A hormone system further feeds 
back into the activations of the feel-
ings. The emotions considered are 
reminiscent of Khashman’s, as con-
fidence is regulated (anxiety itself 
depends on diminishing reward). In 
addition, fear follows increased anx-
iety levels to control the strategy of 
exploration versus exploitation and 

“warmth” to control the learning ter-
mination based on the iteration num-
ber and level of fear. The model further 
includes the principle of a dominant 
emotion. Similarly, the learning was 
observed to converge faster with emo-
tional enhancement. 

Other similar approaches include 
EMANN (Emotional Artificial Neural 
Network), which is based on a multi-
layer perceptron that includes nodes 
that receive and emit “hormones.”15 
The authors’ idea is to have the hor-
mone level control the activation 
threshold, the summation process of 
the weights, and ultimately the output 
of a neuron and the output of a given 
node. EMANN was able to outperform 

conventional multi-layer perceptrons 
by overcoming plateaus in learning. 

Reinforcement learning. The con-
cept of emotion augmentation has 
been successfully applied in rein-
forcement learning.3,16 An example is 
agents learning optimal state-action 
mapping for maximal reward based 
on principles of the appraisal theory. 
In this case, appraisals relate to the 
current state to alter the reward. The 
crucial factor is considering the com-
mon extrinsic motivation in reinforce-
ment learning in addition to intrinsic 
motivation (in other words, internal 
or emotion-based reward). It could 

be shown that appraisal-based emo-
tion incorporation could lead to faster 
learning compared to conventional 
agent motivation, as reward can be 
provided constantly and not only after 
complete runs. The principle of longer- 
term emotional states (“moods”) can 
further benefit this effect if there are 
potential actions without emotional 
response.3

Other forms of integrating emo-
tional concepts into reinforcement 
learning are based on the principles 
of homeostasis and drives by equilib-
rium as an attraction point for learn-
ing agents. Homeostasis is thereby an 
equilibrium state of an agent’s homeo-
static variables, including primary 

EMOTION CAN BE EMBEDDED IN THE 
OPTIMIZATION PROCESS FOR TRAINING 

MACHINE-LEARNING ALGORITHMS, SUCH 
AS FOR NEURAL NETWORKS.
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and potentially secondary emotions. 
Drives experienced by the agent will 
lead to actions that influence these 
variables that can lead to a notion of 
reward. 

Emotion augmentation has also 
been used in reinforcement learning’s 
action selection.3 Similar to the above 
example, valence can serve to steer 
exploration/exploitation behavior. For 
example, negative valence can lead to 
consideration of broader action selec-
tion and vice versa.3 Frustration can 
help control the strategy to drive such 
as by adapting weights of value func-
tions for action selection. An exten-
sive survey on the topic can be found 
in “Emotion in Reinforcement Learn-
ing Agents and Robots: A Survey.”16 

Anatomical models of AI. There also 
exist holistic models inspired by brain 
systems. Christian Balkenius and Jan 
Morén12 suggested the first, which 
included models of the hippocampus, 
orbitofrontal cortex (OFC), amygdala, 
thalamus, and sensory cortex to pro-
duce emotional conditioning via the 
components’ interdependencies.3 The 
(modeled) amygdala serves to learn 
emotional associations, and the mod-
eled OFC is the contextual inhibitor. 
This contextual information is injected 
from the modeled hippocampus by 
matching stimuli to locations. Further 
examples include the Brain Emotional 
Learning-Based Intelligent Control-
ler (BELBIC), a limbic system–inspired 
algorithm that was successfully 
applied as a controller in engineering 
tasks showing good generalization 
and flexibility, as the algorithm helped 
adapt to parameter changes and dis-
turbances. Next, brain emotional 
learning (BEL) implements the mam-
malian amygdala’s short paths that 
bridge the sensory thalamus and the 

long paths to communicate with the 
frontal cortex of stimuli. The amyg-
dala output is compared with rewards 
on the input side and can also be used 
if there is none of the latter. BEL could 
outperform multilayer perceptrons 
and fuzzy interference. Similarly, 
the brain emotional learning-based 
pattern recognizer (BELPR)12 outper-
formed multilayer perceptrons in 
classification and time-series predic-
tion tasks. In adaptive decayed brain 
emotional learning (ADBEL), a forget-
ting process was added to the amyg-
dala—additional extensions such as 
fuzziness of amygdala and OFC vari-
ables in such models can help improve 
performance. As a final example, the 
limbic-based artificial emotional neu-
ral network (LiAENN) combines sev-
eral of the above ideas, including anx-
iety and confidence as emotions, short 
and long paths, forgetting processes 
of the amygdala, and emotion suppres-
sion via the OFC–amygdala interaction. 
Again, such approaches were repeat-
edly outperforming multilayer per-
ceptrons and other machine-learning 
approaches.3 

Cognition and abstraction in learn-
ing. A range of further examples 
demonstrate how emotion augmen-
tation can be used in abstraction and 
learning, such as adding an “emo-
tional circuit” to agents controlled by a 
neural network, or emotion-based con-
trol for action selection influenced by 
emotional associations based on the 
cathexis model that includes an emo-
tion generator, behavior systems, and 
motor systems as found in the emotion-
ally conditioned robotic agent Yuppy. 
Further, in the Learning Intelligence 
Distribution Agent (LIDA), cognitive 
behavior (and choice of actions) are 
produced via the emotion-augmented 

inclusion of attention, action selec-
tion, and motivation. Emotions that are 
based on event appraisal through emo-
tional association trigger changes in 
learning and interference. In Emotion- 
Augmented Machine Learning: Over-
view of an Emerging Domain,3 readers 
can find further details and pointers 
to these works. Another example is 
Sigma,17 which is based on graphical 
models augmented by appraisal vari-
ables that represent the desire to con-
trol attention. Similarly, MAMID18 
includes emotion modeling in an 
architecture where affective states are 
based on appraisal processes. These 
states impact the degree of process-
ing capacities, threat bias, and more. 
In all of these examples, superiority 
over non-emotion-augmented peer 
solutions were observed in the studies 
introducing these architectures.

THE MILLION DOLLAR 
QUESTION: WILL AI HAVE 
EMOTIONS?
In the movie Her, the personal AI 
device Samantha wonders, “Are 
these feelings even real? Or are they 
just programming?” While there is 
a clear distinction between feelings 
and emotions, one is still tempted to 
question whether future AI will have 
real or simulated emotions, which 
might still fulfill the purpose. While 
this is largely a philosophical ques-
tion, Picard spoke of machines driven 
by emotion, which could include 
curiosity, ideation, and motivation.1 
Alan Turing stated in 1950 that “if a 
machine behaves as intelligently as a 
human being, then it is as intelligent 
as a human being.” One could apply 
this to human-like AEI. In the 1956 
Dartmouth proposal that gave birth 
to the name AI, John McCarthy stated 
that “every aspect of learning or any 
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other feature of intelligence can be 
so precisely described that a machine 
can be made to simulate it.” McCarthy 
seemed convinced that AEI can indeed 
be reached. In 1976, Allen Newell and 
Herbert Simon agreed: “A physical 
symbol system has the necessary and 
sufficient means of general intelligent 
action.” Most interestingly, in the for-
mulation of the concept of “strong” AI, 
John R. Searle postulated in 1980 that 
“computers given the right programs 
can be literally said to understand and 
have other cognitive states.” 

It seems there is broad expert belief 
that AEI can be reached in AI systems. 
A claim for “real” emotion, however, 
is that it needs a body and a physical 
connection to the real world. Jürgen 
Schmidhuber and others allude in this 
context to the fact that pain sensors 
already exist in robotics.19 As partially 
outlined above, many authors have 
discussed the relation between AI 
and emotion and how they are inter-
twined. These visions include emo-
tions controlling the choice, enabling, 
intensity, or preventing of AI behav-
ior; attentional and perception mecha-
nisms;20 and a source of reinforcement 
when establishing functional descrip-
tions of objects21 or when learning 
from humans.22 Many further works 
address how emotions can influence 
the reasoning process. For example, 
Joscha Bach stated just a decade ago 
that “the project of artificial intelli-
gence is widely regarded as a failure,” 
but that he sees the principles of AEI as 
a potential game changer.23 Like oth-
ers, Bach argues for emotions impact-
ing learning, memory, perception, and 
action selection and planning. The 
abilities of monitoring the actions of 
an agent are also discussed in John-
Jules Ch. Meyer’s “Reasoning about 
Emotional Agents.”24 

Since Newell’s book Unified The-
ories of Cognition was published 
in 1990,25 the importance of 

including emotion in blueprints for 
“soulful” machines has repeatedly 
been stressed in the literature on affec-
tive computing, behavioral computing, 
cognitive modeling, cognitive science, 
cognitive systems, adaptive behavior, 
and many more. AEI has increasingly 
grown into a mature field that enables 
computers to recognize and generate 
emotions at performance levels that 
can be exploited in real-world appli-
cations. Yet, in terms of full bidirec-
tional emotion input/output, audio-
visual and textual dialog systems 
currently prevail. In fact, current AEI 
is focused mostly on applying emotion 
augmentation in HCI with the hope of 
increasing naturalness and building 
deeper affinity in emotion-augmented 
retrieval and monitoring. At the same 
time, emotion augmentation of AI—
particularly in machine learning—has 
been observed to have potential for 
improved efficiency and even higher 
accuracy. However, many other fields 
and applications of AI are yet to benefit 
from emotion augmentation. Consider, 
for example, the emotion augmenta-
tion box in Figure 1. There, one finds 
internal emotion recognition and gen-
eration, which is largely a “blank spot” 
in the literature for AI systems, as is the 
link with diverse contextual informa-
tion shown in the bottom horizontal 
box in Figure 1.

To overcome these “blanks” in AEI, 
it seems crucial to derive methods of 
finding emotion concepts to include 
in AI, defining the change of such 
emotion based on external and inter-
nal state evaluation over time, and 
defining the consequences of such 
changes in emotion—ideally in rein-
forced learning, coupling analysis, and 

synthesis of emotion so that we do not 
only recognize but also “generate” emo-
tion, giving us a linked understanding 
of the underlying concepts. 

In this sense, AEI needs to be inte-
grated more seamlessly into future 
AI, going beyond often isolated and 
use-case-oriented consideration of 
affective computing approaches. 
Accordingly, the main novelty of our 
perspective is that fully embedded AEI 
should be a core piece of AI rather than 
a garnish or an “extra.” At the same 
time, AEI needs to be holistic in the 
sense of recognition, generation, and 
application of emotion and emotion 
principles, largely uniting the sub- 
disciplines that are currently consid-
ering the embedding of emotion prin-
ciples in computing systems.

Ultimately, this will lead to a range of 
ethical, legal, and societal implications 
that should be addressed from a techni-
cal point of view such as with auditable, 
accountable, explainable, reliable, and 
responsible AEI. This will help us be 
better prepared for the advent of fully 
emotionally intelligent computing sys-
tems in the near future. 
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