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Understanding the intricate interplay between multiple electronic phases in quantum materials such as charge
density wave (CDW), superconducting, and metallic phases is a challenging issue. Systematic introduction
of pressure is one approach that has been used to probe this interplay. However, the influence of pressure
together with the intricate interaction between electronic and lattice degrees of freedom can trigger complex
structural evolution and distribution of various electronic phases at the atomic scale, the characterization of
which demands high spatial resolution. We investigate the atomic-scale response of the charge density waves and
the underlying atomic lattice in 1T -TaS2 after exposure to hydrostatic pressure. High-resolution transmission
electron microscopy images show that the CDW order parameter reacts with an elasticlike strain response
to pressure-induced stacking faults and dislocations in the lattice. This is characterized by a proliferation
of phase defects including CDW dislocations, discommensurations, and domain walls. Our results evidence
the importance of pressure-induced lattice deformations and defects in modulating, stabilizing, or destroying
electronic phases at the atomic scale.
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I. INTRODUCTION

The charge density wave (CDW) is an electronic phase
observed in many quantum materials, which is characterized
by a periodic modulation of electron density that may arise
from Fermi-surface instability or electron-phonon interactions
[1–3]. The CDW is accompanied by a periodic lattice distor-
tion (PLD), i.e., a modulation of the atomic positions, and the
opening of an energy gap (2�). The CDW state is character-
ized by a modulation of the charge density according to

ρ(r) = ρ0 + � cos[q · r + ϕ(r)] . . . , (1)

where ρ0 is a constant, � is the amplitude, q is the wave
vector, and ϕ is the phase. The CDW can also be represented
by the complex order parameter � = �eiϕ [2]. The phase ϕ is
related to the position of the CDW in relation to the underlying
lattice, while the amplitude � is related to the energy gap
as well as the amplitude of the atomic displacement. The
CDW state is often observed in some weakly and strongly
correlated quantum materials, for example, low-dimensional
transition metal dichalcogenides, rare-earth tritellurides, and
high-temperature cuprate superconductors [1,4–7]. The nature
and character of the CDW in these materials are however
strongly dependent on their dimensionality, structure, tem-
perature, doping, pressure, intercalation, or the presence of
defects [1,8–19]. Additionally, in many quantum materials
the CDW phase is often found in competition or coex-
istence with other electronic phases such as spin density
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wave, metallic, Mott-insulating, superconducting (SC), anti-
ferromagnetic, or pseudogap phases [4–6]. In particular, the
competition/coexistence of CDW and SC phases observed
in cuprates and iron-based superconductors has received con-
siderable attention [6,7,9,19–22]. Understanding the interplay
between these electronic phases is one of the most challenging
problems in solid state research [4–6].

Systematic introduction of pressure is an established ex-
perimental approach that has been used to probe the nature
of the relationship between CDW and SC phases [8,12–
14,18,19]. In several cases, pressure is known to either pro-
mote or suppress the CDW phase and hence influence the
character of superconductivity or other electronic phases in
the materials. Also, it has become clear that quantum materials
showing competing electronic phases are often characterized
by structural or electronic fluctuations and inhomogeneities
at various energy, time, and spatial scales. With respect to
spatial scales the phase inhomogeneities can range from nano-
to mesoscale [4,23–27]. As such, the application of pressure
for probing the interplay of the competing electronic phases
is also expected to influence the spatial electronic phase sep-
aration [19]. Indeed, the transformation of CDW systems to
superconductivity under pressure has been attributed to CDW
fluctuations and spatial CDW phase separations [11]. It is thus
crucial to understand how pressure affects the structure of the
underlying atomic lattice and consequently the nature and the
structure of the ordered electronic phases at the atomic scale.

The response of quantum materials to pressure is complex,
encompassing changes in inter- or intralayer atomic distances
with associated changes in bond lengths, bond angles, coordi-
nation, and ultimately electronic structure [8,28,29]. Although
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the application of hydrostatic pressure is known to cause far
less chemical disorder to the material as compared to doping,
associated stress can also lead to structural phase transitions
and structural defects like stacking faults, twins, or dislo-
cations [30–32]. This is due to the fact that most materials
contain intrinsic structural defects and disorder that can have
profound influence on the effects of pressure. In this paper
we aim to understand the influence of pressure on the lattice
structure and subsequently on the CDW order parameter in
1T -TaS2 at the atomic scale. This includes the influence of
atomic-scale deformations, structural defects, and associated
strain fields. Our main results are summarized as follows.

(1) We find that pressure application results in proliferation
of lattice defects in the atomic lattice such as stacking faults
and partial dislocations.

(2) The elasticlike response of the CDW order parameter
to these lattice defects and associated strain field results in
local variations in the magnitude of the CDW wave vector and
phase defects in the form of CDW dislocations, domain walls,
and discommensurations.

II. EXPERIMENTAL DETAILS

The 1T -TaS2 single crystals used in this paper were ob-
tained from HQ graphene. A commercial Diacell CryoDAC-
Mega (AlmaxEasy-Lab) diamond-anvil cell (DAC) was used
to generate the pressure of 2.5 GPa. The sample was placed in
the hole of a CuBe gasket inside the DAC. A methanol-ethanol
alcohol mixture (4:1) served as hydrostatic pressure transmit-
ting medium. The pressure was determined using the ruby
luminescence technique [33,34]. Pristine samples and pres-
surized samples for transmission electron microscopy (TEM)
investigations were prepared to a thickness of a few layers
using mechanical exfoliation. The obtained thin layers were
then transferred onto perforated carbon sample grids for TEM
investigations. High-resolution TEM (HRTEM) imaging and
electron diffraction investigations were done on a Titan 80–
300 kV and operating at 80 kV.

HRTEM images obtained from pressurized samples were
used to determine atomic-scale two-dimensional (2D) strain
in the atomic lattice as well as in the CDW order param-
eter after application of pressure [35,36] (see Supplemental
Material [37] for details about the analysis of the HRTEM
images). This approach is justified due to two reasons; first,
atomic-scale HRTEM or scanning tunneling microscopy im-
ages obtained from charge-ordered or modulated structures
allow one to separate the contributions from the underlying
atomic lattice and from the charge ordering superstructure or
electronic phases [19–23,38–41]. This fact enables changes
occurring in both lattices due to pressure to be examined
separately as well as the correlation between them. Second,
ordered electronic phases, including the CDW, can be approx-
imated as crystallized electrons that display elastic response
to structural changes in the underlying atomic lattice like a
real crystal. This elastic response can be described using strain
as well as electronic phase defects including dislocations and
domain boundaries [2,42,43]. Using this approach, we deter-
mined the displacement field u(r) of the atomic lattice and
the CDW order parameter individually with respect to perfect
reference periodic lattices. The derivative of the displacement

FIG. 1. (a) Electron diffraction pattern for 1T -TaS2 obtained
at room temperature and zero pressure. The pattern shows Bragg
diffraction spots from the atomic lattice (110, 100, 010, dotted cir-
cles) and from the second-order superlattice spots arising from the
nearly commensurate CDW modulation (marked with a triangle).
(b) After applying a hydrostatic pressure of 2.5 GPa. The rectangles
mark the streaking observed after pressure application. (c) Com-
paring the positions of the second-order CDW superlattice peak
positions before (0 GPa) and after applying pressure (2.5 GPa).

field u(r) then gives the 2D atomic-scale deformation tensor
(εi j) and in-plane rigid body rotation (ωxy) [35,36].

III. RESULTS AND DISCUSSION

A. Atomic lattice deformations and defects arising
from hydrostatic pressure application

In Fig. 1(a) we present an electron diffraction pattern
obtained from 1T -TaS2 before pressure application. The dis-
played diffraction pattern is characterized by Bragg spots
(110, 100, 010, dotted circles) arising from the underlying
atomic lattice as well as the second-order superlattice spots
(triangle) due to the nearly commensurate (NC-CDW) mod-
ulation characteristic for 1T -TaS2 at 300 K. The NC-CDW
pattern in 1T -TaS2 arises from three CDW/PLDs with a
wave vector qnc ≈ 0.245a∗

0 + 0.068b∗
0 + 1

3 c∗
0 and rotated 12◦

from the 101̄0 direction [1,44–46]. The second-order super-
lattice reflections from the NC-CDW (marked by triangles)
are however the most important and used for the analysis
presented here [45–47]. After applying a hydrostatic pressure
of 2.5 GPa, the corresponding electron diffraction pattern
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[see Fig. 1(b)] is characterized by prominent streaking
(marked by rectangles). In Fig. 1(c) we compare the position
and width of the second-order CDW superlattice spots (qi)
before (0 GPa) and after applying pressure. Two observations
can be made: First, the position of the CDW superlattice spot
is shifted after pressure application. Second, the CDW super-
lattice peaks are broadened in the pressurized sample. The
electron diffraction results of pressurized 1T -TaS2 thus evi-
dence characteristic changes including peak streaking, peak
shift, and broadening. As we demonstrate in the following
sections, the streaking is a result of the deformation lattice
defects that arise as a response to the applied pressure. The
broadening and shift in the position of the CDW superlattice
peaks indicate changes in the phase, compression-expansion,
and the presence of defects in the CDW electronic phase
[48]. In the following we use atomic-scale HRTEM images
to understand the nature of these deformation defects both in
the atomic lattice and in the CDW order parameter in detail.

The HRTEM image in Fig. 2(a) shows the layer structure
and stacking along the c ([001]) direction of the sample af-
ter pressure application. The corresponding Fourier transform
(FT) pattern [Fig. 2(b)] is characterized by Bragg spots with
prominent streaking along the [001] direction. The HRTEM
image in Fig. 2(c) presents the layer structure in magnified de-
tails. In order to understand the deformation defects displayed
in the image, fringes representing the (010) lattice planes
are visualized by selecting the 010 Bragg spots in the FT
pattern with a Gaussian mask followed by the inverse FT. The
resulting fringe image [Fig. 2(d)] shows that the lattice fringes
are characterized by a stacking fault (marked with an arrow).
The deformation effect of the stacking fault gives rise to the
bending of the lattice fringes [see Fig. 2(d)]. The structure
of an individual stacking fault and associated dislocation are
depicted in greater details in the HRTEM and fringe images
[Figs. 2(e) and 2(f), respectively]. The calculated shear strain
field εxy in the vicinity of these structural defects is displayed
in Fig. 2(g), where the position of the dislocation core associ-
ated with the stacking fault is marked with a circle. According
to the strain map, high strain is found in the vicinity of the
stacking fault and the dislocation core.

Here, we briefly discuss the nature of stacking faults
observed in 1T -TaS2 under pressure deformation: The com-
pound 1T -TaS2 belongs to the CdI2 structure type which
consists of a layer of Ta atoms sandwiched between two
layers of hexagonally close packed S atoms [1]. The layer
stacking is described as the ABCABC type layer stacking of
the S-Ta-S layers. The Ta and S layers are bonded by strong
bonds, whereas two adjacent S layers are held together by
weak van der Waals bonds. In the CdI2-type layered crystals,
multiple type deformation stacking faults can be induced by
pressure [49–53], which are created by a slip between adjacent
S layers. This slip also produces edge dislocations lying in the
basal plane and having Burger’s vector a/3〈1010〉. These are
the stacking faults and dislocations deduced from the HRTEM
imaging and electron diffraction results presented here.

B. Effects of the lattice deformations and defects
on the CDW order parameter

In the following, we examine how the local structure of the
CDW order parameter is modified by the lattice deformations

FIG. 2. (a) HRTEM image of the layer structure along the [001]
direction after pressure application. (b) FT of the HRTEM image.
The inset displays the streaking in the Bragg spots. (c) HRTEM im-
age showing the layer structure in greater details. (d) Lattice fringes
from the (010) atomic planes obtained by selecting the 010 Bragg
spot [depicted in (b)] with a Gaussian mask followed by inverse FT.
A stacking fault (SF) is marked with an arrow. (e) Zoomed region of
the HRTEM image showing the SF position. (f) (010) lattice fringes
in the region with a SF and a dislocation. (g) Calculated shear strain
εxy in the vicinity of the SF and dislocation. The strain scale ranges
from + 2 to – 2%, where regions with high strain correspond to
high intensity and vice versa. The position of the dislocation core
is marked with a circle.

and the strain fields described above. To this end, we obtained
and analyzed HRTEM images of the layer structure parallel
to the basal ab plane [see Fig. 3(a)], as the structural modu-
lation due to the CDW/PLD is largest for the ab plane [44].
In addition, pressure-induced structural deformations can be
characterized by stacking faults and the associated partial
edge dislocations mainly in the basal plane. We therefore
expect the effects of structural deformations on the CDW
order parameter to be more prominent in the basal plane of the
pressurized sample. The HRTEM image of the ab plane [see
Fig. 3(a)] is indeed characterized by prominent deformation
defects. In the corresponding FT pattern [Fig. 3(b)] the Bragg
spots from the atomic lattice (circles), as well as the first-order
(squares) and second-order (triangle) superlattice spots arising
from the CDW/PLD modulation, have been marked. We also
calculated the lattice strains, in order to characterize the lattice
distortions due to pressure-induced defects. The strain maps in
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FIG. 3. (a) HRTEM image obtained perpendicular to the [001]
direction with deformation defects in the layer plane. (b) Fourier
transform (FT) of the HRTEM image with the Bragg spots from
the underlying atomic lattice (marked with circles) as well as first-
(square) and second-order (triangle) superlattice spots from the
CDW/PLD modulation. (c) First-order superlattice reflections q1, q2,
and q3 depicted in greater details. Color maps showing the calculated
strain profiles in the atomic lattice along the (d) x direction, εxx , and
(e) y direction, εyy. (f) Shear strain εxy. The intensity in the color maps
represents strain values in the range −3.0 to 3.0%, where regions
with high strain correspond to a high intensity and vice versa. The
dotted circles indicate the presence of dislocation cores.

Figs. 3(c)–3(e) show the lattice strain profiles for the underly-
ing atomic lattice along the x direction (εxx), y direction (εyy),
and shear strain (εxy), respectively. The dotted circles mark
the positions of the dislocation cores which appear as sin-
gularities in the strain map. The obtained strain maps clearly
demonstrate that the atomic lattice is highly deformed due to
stacking faults and the associated dislocation networks and
their respective strain fields.

We then determined how the magnitudes (|q|) and phases
ϕ for individual CDW wave vectors are locally modulated by
the atomic-scale deformations and defects, and the associated
strain field. This is possible, since HRTEM image and electron
diffraction are sensitive to the atomic position modulation that
arises from the PLD. Strong coupling of lattice and electronic
degrees of freedom means that changes in lattice structure
due to the applied pressure or strain from the deformation
defects will also have an effect on the structure of the CDW
electronic ordered state. It can be shown that the variation
in the CDW/PLD phase ϕ due to strain also leads to local
variations of the CDW/PLD wave vector, i.e., �Qx = ∂ϕ/∂x,
∇ϕ = ∂Q [42,54,55]. Since the wave vector and the phase
of the PLD can be accessed from the HRTEM image and
its FT, the pressure-induced effects on the CDW/PLD phase
can be mapped. Hence, the HRTEM image of the pressur-
ized and CDW modulated 1T -TaS2 lattice [Fig. 3(a)] can be
decomposed into contributions arising from the underlying
atomic lattice and those arising from the CDW/PLD mod-
ulation. The latter contributions cause the Bragg reflections
from the atomic structure as well as the superlattice reflections
representing the CDW periodicities q1, q2, and q3 in the FT
transform of the HRTEM image [see Fig. 3(b)]. By using a

FIG. 4. Intensity maps representing the (a)–(c) magnitude |q|
and (d)–(f) phase ϕ of the individual CDW wave vectors q1, q2,
and q3, respectively. The high and low intensity of the color maps,
respectively, corresponding to elongated or shortened CDW wave
vector with respect to the unstrained parameter. The color scale in the
phase images ranges from –π to π . The dotted circles in (b) and (e)
indicate the positions of the dislocation cores and phase singularities,
respectively. (g) Magnitude and (h) phase in the vicinity of a pair of
CDW dislocation cores.

Gaussian mask placed around individual Bragg reflections as
well as the superlattice spots qi in the FT pattern, individual
phase images from individual spots can be calculated. These
phase images contain information on the variations in the
local phase of the atomic lattice as well as the CDW order
parameter. In the absence of structural changes or defects, the
phase of the lattice fringes from the underlying atomic lattice
and the CDW order parameter will be constant. In contrast,
structural changes in the underlying atomic lattice and CDW
order parameter will result in a variation of the corresponding
lattice and superlattice periodicities and consequently intro-
duce phase variations.

The so-obtained magnitudes |q| of the second-order CDW
wave vector, q1, q2, and q3, are displayed in Figs. 4(a)–4(c),
respectively. The high (low) intensity in the magnitude im-
ages shows the elongated (shortened) CDW wave vector with
respect to the pristine wave vector. The corresponding phases
are shown in Figs. 4(d)–4(f), respectively. The following in-
formation can be deduced from the magnitude and phase
maps.

(i) The magnitude of the CDW wave vector |q| varies
across the structure, characterized by regions with unstrained,
elongated, and contracted CDW wave vectors. This varia-
tion results from pressure-induced structural deformations,
defects, and associated strain fields observed in the underlying
atomic structure.

(ii) Similarly, the phase maps of all CDW order parameters
have a rich structure, mostly characterized by proliferation
of topological phase defects including CDW domain walls,
discommensurations, and vortices/dislocations.
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The domain walls separate CDW domains, where the phase
of the CDW order parameter changes by +2π or −2π . In this
case the phase within the domain is constant but changes at
the domain wall. The second defect we can detect is known as
discommensuration [14,19,43,56]. Similar to the domain wall,
the phase of the CDW changes across a discommensuration
with the only difference being that the amplitude of the CDW
remains constant. In contrast, both the phase and amplitude of
the CDW change across a domain wall [14]. The third type
of topological defects includes CDW vortices/dislocations
[14,19,43,56]. CDW dislocations are identified as singulari-
ties in the phase maps [9,14,19]. The amplitude of the CDW
order parameter is zero at the dislocation core, while its phase
winds by 2π around the dislocation. In Figs. 4(g) and 4(h) we
plot the magnitude and the corresponding phase of the CDW
order parameter in the vicinity of two CDW dislocation cores.

According to the present results and previous reports, the
application of hydrostatic pressure causes several effects in
the underlying 1T -TaS2 atomic lattice, namely, changes in in-
terlayer and interatomic distances, the formation of structural
defects in the atomic lattice, and the introduction of lattice
strain due to changes in the atomic structure and deformation
defects. The CDW order parameter responds to these changes
in terms of CDW strain, which leads to local changes in the
modulation wave-vector and phase defects in the form of
CDW dislocations, discommensurations, and domain walls.
Regarding the local effects of atomic-scale defects on the
CDW order parameter, our experimental results can be ex-
plained by the nature of interactions between the CDW phases
with lattice deformations and structural defects, resulting in
the pinning of the CDW by the defects. This can be either
weak and strong pinning [2,42,43]. For strong pinning the
impurity potential is more dominant than the elastic energy of
the CDW. The phase of the CDW is therefore locally pinned at
the impurity/defect. For weak pinning the elastic deformation

energy of the CDW dominates the impurity potential. This
pinning induces strain in the CDW lattice, since the CDW
reacts elastically by deforming around the defect. When this
elastic deformation is no longer sufficient to overcome the
pinning energy, formation of phase defects such as disloca-
tions is observed. The number of these CDW defects will also
increase with increasing number of defects in the underlying
lattice. In such a case the CDW breaks into smaller domains,
thus losing its long-range order.

IV. CONCLUSION

In conclusion, we have investigated the atomic-scale re-
sponse of the CDW order parameter to hydrostatic pressure.
By real-space, atomic-scale transmission electron microscopy
imaging, the influence of pressure on the structural properties
of 1T -TaS2 and consequently its influence on the nature and
the structure of the CDW was determined at the atomic scale.
We find that pressure induces lattice deformations, defects
in the form of stacking faults and dislocations, and their
associated strain fields. These lead to strong atomic-scale
modulation of the CDW order parameter characterized by
large strain, and proliferation of phase defects including dislo-
cations, domain walls, and discommensurations in the CDW
electronic phase. We show that atomic-scale deformations and
defects induced by pressure can have a considerable influence
on the local structure of ordered electronic phases, which
needs to be taken into account for understanding the effects
of pressure in quantum materials.
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