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Introduction. – Amorphous solids are ubiquitous in
the technical sciences and their applications, as well as
in Nature. Understanding the glassy state and the basic
principles for modelling the physics of glasses and glass-
forming liquids remains one of the outstanding problems
of condensed-matter physics. Over the last century or so,
the widely used scenario of the continuous random net-
work (for network glasses) [1,2] and the Bernal model (for
metallic glasses) [3] has taken a firm hold in the glass sci-
ence community. In this context, glasses were seen as ho-
mogeneous liquids that have become dynamically arrested
by the divergence of the structural relaxation time τ and
of the viscosity η supposed proportional to it. While a
uniformly disordered scenario remains a useful starting
point, a century-long [4,5] controversy has been in ex-
istence as to whether a more appropriate heterogeneity-
based scenario should replace the homogeneous one for the
accurate modelling of real glasses and amorphous films.

(a)Contribution to the Focus Issue Progress on Statistical Physics
and Complexity edited by Roberta Citro, Giorgio Kaniadakis,
Claudio Guarcello, Antonio Maria Scarfone and Davide Valenti.

After all, for glass-forming liquids, the present consensus is
that dynamic heterogeneities characterise the supercooled-
liquid state [6]. Therefore, it would seem natural that
the heterogeneous scenario, somewhat more static below
glass formation, should also hold in the solid state for real
glassy systems, especially when they are multi-component
in composition [7]. However, this extended scenario would
change the mathematical modelling and statistical me-
chanics approach to the description of glasses and amor-
phous films considerably [8].

Recent experiments and numerical simulations, and the
theoretical interpretation thereof, have, in fact, indicated
that the heterogeneous scenario is a more realistic starting
point for laboratory systems. The new picture emerg-
ing [8] is that glasses are made up of a jammed, closed-
packed ensemble of solid-like regions of nanometric size
that hold up in their “voids” some fluid-like particles be-
having somewhat collectively in each void. Moreover, the
solid-like regions, though not fully crystalline, do show
some quasi-order [9,10] that is related to the symmetry
of the putative stable crystal phases of the substance.
This type of modelling has proven to be successful for
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interpreting a number of experiments [8,11,12] and repre-
sents, in the glassy solid state, the natural continuation
of what has been established to happen close to the glass
formation region in the supercooled liquid state [6].

It is the purpose of this article to outline the recent
advances that have led to such an alternative scenario,
which is a deeply revised edition of the old “crystallite”
model of glasses [4,5] implementing knowledge about the
supercooled state [6]. In no way do we wish to contribute
to the 100-years old [4] homogeneous-network/crystallite
controversy [5]; we argue that the heterogeneous scenario
holds —when needed— a better chance for explaining ex-
periments and simulations on real glassy systems. Decades
ago, the extensive imaging of single- and multi-component
real glasses by means of HRTEM investigations conducted
by Vogel [13,14] and Zarzycky [15] have indicated that
most real glasses are indeed better characterised by a
grainy or cellular type mesoscopic structure, whether for
bulk- or thin-splinter in terms of samples. Therefore, the
basis for the alternative structural scenario we propose
has been laid long ago, and we merely build upon it by
specifying what seems to remain in the cell-cell voids. Im-
ages similar to the one in Vogel’s book [14] are also seen
for metallic glasses [16,17], making the cellular structure a
rather generic one for multi-component glasses. We note
that such heterogeneities may involve mesoscopic phase
separation.

The paper is organised as follows: first, the evidence
will be briefly reviewed that the heterogeneous descrip-
tion with fluid-like particles in the voids is very useful
for understanding anomalies in the cryogenic properties
of glasses [8]. This requires specifying the solid-like and
liquid-like organisation of the glassy structure in a mathe-
matical model that allows for the description of the cryo-
genic anomalies that are not explained by the standard
two-level systems tunnelling model (which relies on the
homogeneous scenario). Next, we discuss spatial hetero-
geneity not involving phase separation in supercooled liq-
uids. The evidence from extensive numerical simulations
will be briefly reviewed [9,10] that in model systems and
just above glass formation, the solid-like regions have a
degree of quasi-order. This is affine to the phases of
the putative crystal structure, and presumably, when the
solid-like regions jam together to begin to form the glassy
solid, this quasi-order continues to characterise the struc-
tural heterogeneities of the solid. Finally, some evidence
is provided from experiments involving broadband dielec-
tric spectroscopy [11,12] that the heterogeneous picture
emerging does play an essential role in the proximity of
the glass transformation range.

All together, these separate research activities add con-
fidence that the homogeneous scenario for the medium-
range structure should be superseded and that the
heterogeneous one forms a better basis for the sys-
tematic understanding of the physical properties of
glasses.

Heterogeneities in glassy solids as perceived
from the cryogenic anomalies. –

The STM and its shortcomings. The cryogenic
anomalies in glasses (temperatures T < 4 K) have been
studied since the 1970s within the framework of the Stan-
dard Tunneling Model (STM) [18]. This assumes the
existence of two-level systems (2LS) distributed through-
out the mass of the solid taken as a homogenously dis-
ordered medium [19]. Though the atomic nature of the
2LS is not clear yet, this description makes use of effective
particles coupling to the environment and has the well-
known, simple mathematical description that affords a
near complete understanding of the low-temperature prop-
erties. However, there are important deviations in the
data from the STM predictions, notably the −2:1 slope
ratio (a −1:1 ratio is observed, typically) in the dielectric
constant’s log(T ) anomaly [20]. Moreover, the heat ca-
pacity anomaly is often not simply linear in temperature,
but a “hump” is observed at the lowest temperatures in
most real glasses [21]. When multi-component systems
are studied in the presence of a magnetic field, moreover,
a whole new phenomenology has been observed [22,23],
which cannot be explained through the ordinary STM.
An extended STM has been proposed, including the in-
direct coupling of the nuclear spin to the magnetic field
through those chemical elements characterised by a non-
zero nuclear electric-quadrupole moment itself coupled to
the STM’s 2LS [24]. Though the nuclear explanation does
explain some of the experiments in a field, not all the
magnetic anomalies can be understood in this framework,
and in particular, the order of magnitude of the electric
magneto-capacitance anomaly turns out to be far too weak
from the nuclear coupling alone [25].

The heterogeneous extended model. All observed de-
viations from the STM predictions, including all of the
magnetic effects, can be explained by considering the cel-
lular heterogeneous structure reproposed in the Introduc-
tion. The idea is [8,21,23] that the 2LS correspond to ions
that are trapped between neighbouring solid-like cells and
that the new phenomenology derives from the liquid-like
species trapped in the cell-cell “voids”. Due to the size of
the solid-like cells, the number of mobile particles in the
voids can be large, order 50 to 500, and the only other
assumption is that they move in a coherent way in such
confined spaces. This results in the tunnelling motion of
effective particles with heavily renormalised electric charge
and tunnelling parameters. This may come as follows, e.g.,
for silicate glasses. The most active ions should be O−

dangling ions adsorbed on the cells’ surfaces, which act
as an effective particle subject to the surrounding forces
in the confined space. The shape of the effective poten-
tial, for tetrahedral-type voids, is bound to have triangular
topology due to the three neighbouring solid-like cells for
each of the four effective particles in a void. In fig. 1 is a 2D
cartoon of the situation extrapolated from the morphol-
ogy proposed by the heterogeneous idea, where mobile but
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Fig. 1: A 2D cartoon of the model structure for a typical glass.
Left: closer to Tg the ovals (RER) are compact solid-like re-
gions characterised by quasi-order, the voids in-between con-
taining new tunnelling species (orange, 3LS, while the blue are
2LS and the green impurities). The solid-like RER become
more compact at the lower temperatures (right) [8].

localised charged species are added in the voids or pores
between the solid-like cells. In the 3D environment, each
effective particle is subjected to a potential of unknown
form, which however should display a distorted triangu-
lar topology. Owing to the quasi-order within the neigh-
bouring cells, the energy asymmetries’ distribution for the
collective tunnelling of each effective particle should be
favouring near-degeneracy (though not complete degener-
acy due to morphological disorder). These extra local de-
grees of freedom, three-level system (3LS) type, resident
in the cell-cell voids, require extra mathematical descrip-
tion [21]. A single 3LS should correspond to a three-well
tunnelling Hamiltonian (in a field):

H =
∑

a

EaC
+
a Ca+Do

∑

a

eiϕ/3C+
a+1Ca + h.c.,

where the C+
a are single-well (a = 1, 2, 3) particle-

creation operators and ϕ (proportional to the magnetic
flux through a single 3LS potential triangular loop) is the
orbital-coupling magnetic phase. The Ea are energy asym-
metries, and Do is the tunnelling parameter between a
triangular well and its neighbour, these parameters be-
ing taken within a distribution imposing near-degeneracy
(N3LS being the 3LS density):

P ({Ea}, Do) = N3LS/{(E2
1 + E2

2 + E2
3)Do}.

The three-level systems and their role. The above het-
erogeneous picture is the minimal model needed and af-
fords the complete understanding of the low-temperature
phenomenology not explained by the STM [8,23]. In the
absence of a magnetic field, the −1:1 slope ratio for the
dielectric anomaly is explained, as well as the hump in
the heat capacity, through an extra contribution coming
from the 3LS on top of that well understood from the
standard 2LS [20,23]. The dependence of these non-STM
anomalies on the composition x of two-component mixed
glasses AxB1−x has also been understood within this pic-
ture [20]. Likewise, the magnetic anomalies can be under-
stood through the contribution from the extra 3LS implied

Fig. 2: The DOS g3LS(B) of the 3LS (also called ATS) as
a function of the magnetic field B is shown to be responsi-
ble for the generic shape of the magnetic response. Data are
for the relative change of the (real part ε’) dielectric constant
(red) [22] and (minus) the change of the peak of the polarisa-
tion echo (blue) [24]. The continuous lines result from the 3LS
theory [8,21,23,26].

by the heterogeneous morphology of fig. 1 [8,21,23,26]. As
it turns out, the observed magnetic contributions derive
all, as a function of the field, from the behaviour of the
3LS density of states as a function of the field [8]. In this
respect, the so-called isotope effect in the polarisation echo
experiments is also explained through the competition of
the driving microwave frequency and a characteristic oscil-
lation frequency that depends on the elemental tunnelling
ion’s mass [26].

In fig. 2, the magnetic field dependence of two key ex-
periments’ response is reproduced for a single silicate glass
(composition BaO-Al2O3-SiO2) and compared with the
behaviour of the 3LS density of states, g3LS(B). The com-
parison shows the common origin of the magnetic effects.
It is to be remarked that the extended model introduces
new adjustable parameters pertinent to the 3LS. However,
for a given glassy substance, the values of these parameters
as deduced from best fits to experimental data are prac-
tically the same in every experiment. Remarkably, the
size of the solid-like cells as deduced from the 3LS density
compares well with that of the typical observations from
HRTEM [8] for multi-component glasses.

In summary, the extended tunnelling model proposed
appears to explain all the low-temperature deviations from
the STM predictions. It can be best justified through the
heterogeneous structure scenario rendered in fig. 1. This
has important implications for the physics of glasses at
higher temperatures, too [27].

Static and dynamic heterogeneities of a super-
cooled liquid and their link to slow glassy dynam-
ics. – In this section, we focus on the drastic slowing down
of the liquid dynamics towards glass transition. Dynamic
heterogeneity (DH) is one of the very robust features of
supercooled liquids exhibiting slow glassy dynamics [6,28].
Thus, we discuss the origin of the DH and its relation to
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slow glassy dynamics. One critical question is whether the
DH has a static structural origin or not. We consider this
fundamental question for two extreme cases [9], very frag-
ile hard-sphere-like liquids with isotropic interactions and
strong liquids with directional interactions, such as silica
and water.

Systems with isotropic interactions. Most theoreti-
cal studies on the glass transition focus on the super-
Arrhenius behaviour of the structural relaxation time τα,
which is known to be characteristic of fragile liquids [29].
A hard-sphere liquid is a typical example of such fragile
liquids. The most fundamental question concerning the
dynamical behaviour of these systems is why the drastic
slowing down can take place without significant change in
the liquid structures, e.g., measured by scattering exper-
iments. The crucial fact is that the structure of a liquid
has been seen mainly through two-body density correla-
tion both experimentally and theoretically.

It has recently been shown that three-body or higher-
order correlations can detect the growth of signifi-
cant development of angular order in a liquid upon
cooling [9,30,31]. For example, for weakly polydisperse
hard-sphere liquids, it was found that the DH mirrors
structural heterogeneity, which can be detected by crystal-
like bond-orientational order [32]. Such a link between
glassy structural order and crystal-like order is seen only
for systems suffering from weak frustration against crys-
tallisation. For strongly frustrating cases, such as binary
mixtures and systems suffering from large polydispersity,
the glassy structural order does not link to the crystal ori-
entational order but is still characterised by its high pack-
ing capability, i.e., high entropy [10,33]. On noting that
structures with high crystal-like bond orientational order
also have high entropy, structural ordering towards high
local entropy (i.e., low free energy) is generic to systems
with isotropic interactions [9,30–33].

Furthermore, structures with high packing capability or
high vibrational entropy should have slow dynamics (see
figs. 3(a) and (b)) since particles’ motion in such struc-
tures should be highly correlated. Thus, the growth of
the correlation length of such glassy structural order in a
supercooled liquid is expected to increase the activation
energy E. Numerical simulations showed that the static
correlation length of glassy order grows with decreasing
the temperature T as ξ ∼ (T − T0)−(2/d), where T0 is
the ideal glass transition temperature, and the activa-
tion energy grows as E ∝ ξd/2. Interestingly, these re-
lations lead to the Vogel-Fulcher-Tammann law [9,29–34].
These relations were mostly confirmed above (or around)
the mode-coupling critical temperature T c due to limited
computational power [30–33].

The same relation E ∝ ξd/2 is also predicted by the
random first-order transition (RFOT) theory [29,35], one
of the most popular theories of glass transition. How-
ever, the RFOT theory also predicts that the static and
dynamic lengths should be decoupled at least above the

Fig. 3: Structural and mechanical heterogeneities in glass-
forming materials. Spatial distributions of microscopic
structural relaxation time of each particle, 1/τα (a) and
coarse-grained packing capability, ΘCG (b) for 2D polydisperse
harmonic particles (polydispersity = 13%). Reproduced with
permission from ref. [33].

mode-coupling Tc. This prediction was confirmed [36]
by the decoupling between the so-called point-to-set
length [29] and the dynamic correlation length. However,
it was pointed out that the standard point-to-set length
may pick up only translational correlation but cannot
detect orientational correlation, i.e., high-entropy struc-
tures [10,37]. Thus, which scenario captures the nature
of slow glassy dynamics is debated and has to be studied
carefully.

Systems with strong directional bonding. Strong liq-
uids are another important class of glass-forming mate-
rials. The most typical examples are silica and water,
which have strong directional bonds (covalent and hydro-
gen bonds, respectively). These liquids show the Arrhe-
nius behaviour near the glass transition temperature Tg,
unlike the fragile liquids discussed above. It was recently
found [38–40] that they exhibit the so-called fragile-to-
strong transition far above Tg, which was characterised as
the crossover from the power-law divergence towards the
mode-coupling Tc to the Arrhenius behaviour.

However, a different scenario, i.e., the non-Arrhenius–
to–Arrhenius transition, was recently proposed based on
the two-state model [41]. These liquids with directional
bonding were found to be characterised by the formation
of locally favoured tetrahedral structures. Since such lo-
cal structure formation is energetically favoured but en-
tropically disfavoured, a high-temperature liquid has few
such structures, whereas a low-temperature liquid contains
plenty of such structures. Thus, the fraction of structures
with slow dynamics ψ increases from zero to 1 with de-
creasing the temperature. Ordered stable structures have
a higher activation energy than disordered structures by
ΔE. Thus, the effective activation energy is a function of
ψ and E(ψ) = E0 + ΔEψ. Since the structure formation
is local, the DH should have a maximum when ψ becomes
0.5, which was confirmed for water [41].

The above comparison of fragile and strong liquids tells
us that the difference comes from the spatial extendibility
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of structural order [9,31]. In fragile liquids, the corre-
lation length of low-free-energy local structures grows at
deeper supercooling, and the cooperativity in motion in
these structures leads to the increase in the activation en-
ergy. On the other hand, in strong liquids, the size of local
structures shows little change, but their fraction increases,
which leads to an increase in the activation energy [41].
For a liquid with intermediate fragility, the structural or-
dering is expected to be induced both energetically and
entropically [9]. Further careful study is necessary to re-
veal the physical origin of the slow glassy dynamics un-
ambiguously.

Finally, we note that this tendency of structural order-
ing upon cooling is memorised in glass structures upon
freezing and may be responsible for the structural hetero-
geneity of glasses.

Evidence for a link between vitrification and crystalli-
sation. As mentioned above, in systems suffering from
little frustration against crystallisation, structural order
related to crystal orientational symmetry develops upon
cooling. It was further revealed that such preordering
acts as precursor upon crystallisation [42,43]. This in-
dicates that unlike classical nucleation theory and density
functional theory, crystal ordering in systems interacting
with isotropic interactions starts with orientational or-
dering rather than translational ordering. Furthermore,
it was shown that glass-forming ability is controlled by
the degree of crystal-like orientational order developed in
a supercooled state [44]. If a liquid structure has local
orientational order similar to the crystal, it reduces the
crystal-liquid interface tension, promoting crystallisation;
in the opposite case, crystallisation tends to be prohibited,
leading to high glass-forming ability. These facts indicate
a close link between vitrification and crystallisation, both
controlled by local structural ordering in liquids as indeed
confirmed for realistic materials [45,46].

Static heterogeneities of glasses. As discussed above,
a supercooled liquid has dynamically fluctuating struc-
tural heterogeneities, whose characteristic size and lifetime
increase upon cooling. Below the glass transition, they
are practically frozen. Thus, glasses should have static
structural heterogeneities, which may play a crucial role
in the properties of a glass and the response to an exter-
nal field [8]. It was also shown that local softness is a
crucial feature of glasses [47,48]. In relation to it, we note
that mechanical self-organisation also plays a critical role
besides structural self-organisation below the glass transi-
tion, and structural and mechanical heterogeneities have
different physical origins [49–51].

Dynamic heterogeneities studied by linear and
non-linear dielectric spectroscopy. – Despite ex-
tensive theoretical and experimental studies, the glass
transition remains a mystery. At low temperatures glassy
matter exhibits mechanical rigidity similar to that ob-
served in crystalline materials. However, glasses ex-
hibit liquid-like short-range order only and glassy rigidity

cannot result from structural long-range order. The ques-
tion arises, if a hidden order, driven by an amorphous or-
der parameter, characterises the glassy state and it seems
natural to search for increasing length scales of cooper-
ativity. In addition, the glass transition is a purely dy-
namic phenomenon and the enormous slowing down of
viscosity follows a super-Arrhenius behaviour, which pos-
sibly implies a critical temperature. This fact confronts
us with a further open question, if the glass transition
is driven by an underlying phase transition, located well
below the glass temperature, where the system falls out
of thermodynamic equilibrium. The relaxation dynam-
ics of glassy matter is strongly non-exponential (in the
time domain) or strongly non-Debye (in the frequency do-
main). In the time domain relaxation functions are fit
to a Kohlrausch-Williams-Watts or stretched exponential
functions, with a stretching exponent ß < 1, which usu-
ally decreases with temperature. Non-exponential relax-
ation can result from the fact that either each molecular
entity relaxes non-exponentially, or rather from a broad
distribution of relaxation times due to an inhomogeneous
material with relaxation times depending on the local envi-
ronment. There is ample evidence from four-dimensional
NMR [52], dielectric hole burning [53], and direct prob-
ing of structural fluctuations at nanoscale utilising atomic-
force microscopy [54] that the latter is the case and glasses
show characteristic structural heterogeneities, which exist
at least on the time scale of the experiment [6,55]. Life-
times and sizes of these dynamic heterogeneities (DH) usu-
ally are not known and are the focus of recent research.
Broadband linear dielectric spectroscopy [56] and non-
linear dielectric spectroscopy [57,58] are ideal for studying
a number of fundamental phenomena, like DH, increasing
length scales, or hidden phase transitions.

Super-Arrhenius relaxation, cooperatively rearranging
regions, and their relation to dynamic heterogeneity. Di-
electric spectroscopy can be utilised to determine the
T -dependence of the mean relaxation time τ , which is
directly related to the viscosity, spanning an enormous
frequency window. In most cases, the temperature depen-
dence of glassy relaxation is governed by super-Arrhenius
behaviour, which usually can be satisfactorily described by
the time-honoured Vogel-Fulcher-Tammann (VFT) law,
with τ = τ0 exp[DTVF/(T − TVF)]. Here D is the so-
called strength parameter, and TVF is the Vogel-Fulcher
temperature, where the relaxation times would diverge, in
the case the system did not fall out of thermal equilibrium.
Small values of D imply strong deviations from the Arrhe-
nius behaviour. Such glass formers are termed “fragile”,
in contrast to so-called “strong” glass formers whose re-
laxation time closely follows a simple Arrhenius law [59].
In a naive interpretation, super-Arrhenius behaviour is
thought to follow from significant temperature depen-
dence of the activation energy, which results from an in-
creasing size of cooperatively rearranging regions (CRRs).
With decreasing temperature, an increasing number of
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Fig. 4: (a) Arrhenius representation of the temperature-
dependent relaxation time for Arrhenius (dashed line) and
VFT behaviour (solid line). For the Arrhenius case, the activa-
tion energy is proportional to the slope in this plot. (b) A pos-
sible explanation of the non-Arrhenius behaviour: an increase
of the size of CRRs (schematically indicated by molecules of
the same colour) leads to an increase of apparent energy bar-
riers (inset). The latter are proportional to the slopes within
the Arrhenius plot, log τ vs. 1/T (dashed lines). Reprinted
figure from ref. [58], with kind permission from The European
Physical Journal (EPJ).

molecules have to move cooperatively, which explains the
increase in hindering barrier and the strong non-Arrhenius
type of behaviour of the temperature dependence of the
mean relaxation times. This is schematically shown in
fig. 4. The existence of CRRs was already proposed more
than 50 years ago by Adam and Gibbs [60]. There have
been some attempts to estimate the size of CRRs at the
glass transition from thermodynamic parameters, which
were found to be of nanometer size in a variety of ma-
terials [61]. It is also clear that there must be a rela-
tion of CRRs to the DH. Usually, it is thought that the
length scale of the DH, ξhet, provides an upper limit of
CRRs, ξCRR [52]. So far nothing can be said concern-
ing the size distribution or the temperature dependence
of these length scales. In addition, a precise relation be-
tween CRRs and DH has still to be formulated.

Non-linear dielectric spectroscopy to search for growing
length scales and hidden phase transitions. During the
last decades, it was evidenced that higher-order harmonic
susceptibilities in the dielectric response can provide de-
tailed information on specific correlations governing glass
formation. Growing or even diverging non-linear suscepti-
bilities have been documented for a variety of disordered
systems, including spin glasses, orientational glasses, col-
loidal systems, and molecular glass formers [57]. In the fre-
quency regime, non-linear dielectric susceptibilities, e.g.,
third-order χ3 or fifth-order χ5 susceptibilities, exhibit a
significant and characteristic hump close to the structural
relaxation frequency, anomalously increasing on decreas-
ing temperatures. It has been shown that from the T -
dependence of this hump, it is possible to determine the
increasing number of correlated particles Ncorr. [12,57,62].

Figure 5 shows the temperature dependence of the
normalised correlated number of particles Ncorr for a
variety of glass-forming materials, including the canoni-
cal molecular glass formers glycerol, propylene carbonate

Fig. 5: Comparison of activation energies and the num-
ber of correlated particles Ncorr as determined for a
number of glass-forming materials: Glycerol, propylene
carbonate (PCA), 3-fluoroaniline (FAN), 2-ethyl-1-hexanol
(2E1H), cyclo-octanol, and succinonitrile/glutaronitril mix-
tures (SNGN). Lines indicate effective activation energies H
determined from the derivatives of the temperature-dependent
relaxation times (right scale). The symbols show Ncorr, as de-
termined from χ3 (left scale). Reprinted figure from ref. [58],
with kind permission from The European Physical Journal
(EPJ).

(PCA), and 3-fluoroaniline (FAN), the mono-hydroxy al-
cohol 2-ethyl-1-hexanol (2E1H), as well as the plastic crys-
tals cyclo octanol (c-oct) and mixtures of succinonitrile
and glutaronitril ((60SN-40GN) [58]. For all these glassy
systems Ncorr increases with decreasing temperature, im-
plying a significant growth of correlation lengths on de-
creasing temperatures. This increase of correlation lengths
is consistent with a phase-transition–related origin of the
glass transition. The temperature dependence of the num-
ber of correlated particles can be perfectly scaled with the
increase of activation energies as determined from the re-
laxation times (solid lines in fig. 5). Propylene carbonate
and 3-fluoroaniline exhibit the strongest temperature de-
pendence, while the temperature dependence is weakest
for 2E1H and cyclo-octanol. Obviously, these differences
are fully correlated with the different fragilities of these
systems.

Hence, dielectric measurements of higher harmonic sus-
ceptibilities revealed an increasingly cooperative motion
of molecular entities. In this way, even strong hints on
a hidden unconventional thermodynamic phase transition
were obtained [12]. However, it is still a matter of de-
bate if the number of correlated particles as determined
from higher-order harmonics can directly be compared
with length scales of the DH or CRRs. It seems natu-
ral to assume that in real systems at temperatures below
the hidden phase transition, the growth of length scales is
interrupted and the DH transform into static disorder.

Summary. – Here we discussed two types of spatial
heterogeneities of glassy systems and their link to the
physical properties below and above the glass transition.
We hope that this article will stimulate further research on
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the impact of heterogeneity on glassy materials’ physical
properties.
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