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Abstract

Biochips are physically and/or electronically controllable miniaturized labs. They are used for combinatorial chemical and biological analysis in environmental and medical studies. The precise positioning of the samples on the surface of the chip in picoliter to nanoliter volumes can be done either by means of external forces (active devices) or by specific geometric patterns (passive devices). The active devices which will be considered here are microfluidic biochips where the core of the technology are nanopumps featuring surface acoustic waves generated by electric pulses of high frequency. These waves propagate like a miniaturized earthquake, enter the fluid filled channels on top of the chip and cause an acoustic streaming in the fluid which provides the transport of the samples. The mathematical model represents a multiphysics problem consisting of the piezoelectric equations coupled with multiscale compressible Navier-Stokes equations that have to be treated by an appropriate homogenization. We discuss the modeling approach, present algorithmic tools for the numerical simulation and address optimal design issues. In particular, the optimal design of specific parts of the biochips leads to large-scale optimization problems. In order to reduce the computational complexity, we present a combination of domain decomposition and balanced
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truncation model reduction which allows explicit error bounds for the error between the reduced order and the fine-scale optimization problem. It is shown that this approach gives rise to a significant reduction of the problem size while maintaining the accuracy of the approximation.
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1. Introduction

Microfluidic biochips are used in pharmaceutical, medical, and forensic applications for high throughput screening, genotyping, and sequencing in genomics, protein profiling in proteomics, and cytometry in cell analysis [24, 27]. They provide a much better sensitivity and a greater flexibility than traditional approaches. More importantly, they give rise to a significant speed-up of the hybridization processes and allow the in-situ investigation of these processes at an extremely high time resolution. This can be achieved by integrating the fluidics on top of the chip by means of a lithographically produced network of channels and reservoirs (cf. Fig. 1 (left)).

![Microfluidic biochip](image1.png)

Figure 1: Microfluidic biochip (left) and sharp jet created by surface acoustic waves (right)

The idea is to inject a DNA or protein containing probe and to transport it in the fluid to a reservoir where a chemical analysis is performed. The fluid flow can be taken care of by external pumps which, however, do not guarantee a very precise control of the fluid flow and are subject to wear. A new generation of biochips is based on a surface acoustic waves (SAW) driven fluid flow [14, 18, 29, 30, 31]. Surface acoustic waves are generated by interdigital transducers (IDT), well-known from Micro-Electro-Mechanical Systems (MEMS)
Systems (MEMS). They propagate through the base of the device with amplitudes in the range of nanometers and enter the fluid filled microchannels creating sharp jets (cf. Fig. 1 (right)). This happens within nanoseconds. In the microchannels, the SAW get significantly damped so that an almost stationary fluid pattern emerges which is called acoustic streaming. This relaxation process occurs on a time scale of milliseconds.

This paper is concerned with the numerical solution of a shape optimization problem in which pressure driven capillary barriers between the microchannels and the reservoirs are determined such that a very precise and bubble-free filling of the reservoirs can be guaranteed. This leads to an optimization problem governed by a system of time dependent partial differential equations (PDEs), the so-called state PDEs. The numerical solution of such problems using gradient based methods involves a coupled system of PDEs consisting of the forward in time system of state PDEs and the backward in time system of adjoint PDEs. Because of the size of this coupled system of state and adjoint PDEs, the numerical solution is very costly, both in terms of computing time and memory requirements. We will apply model reduction to replace the original state equation by a much smaller system of ordinary differential equations (ODEs) in such a way that the solution of the optimization problem governed by the reduced order system has approximately the same solution as the original optimization problem. This is achieved by a combination of balanced truncation model reduction and domain decomposition and a careful exploitation of the problem structure.

The paper is organized as follows: In Section 2, we introduce the mathematical model describing the operational behavior of microfluidic biochips with emphasis on the SAW induced fluid flow as described by the compressible Navier-Stokes equations and on the homogenization approach for a proper separation of the time scales. Section 3 is devoted to the optimal design of microfluidic biochips based on the optimization of objective functionals subject to the equations describing the acoustic streaming. For model reduction purposes, we present the basic idea of balanced truncation model reduction and its combination with the domain decomposition methodology. Finally, in Section 4 we provide a detailed documentation of simulation results that illustrate both the validity of our model as well as the feasibility of the model reduction based optimization.
2. Modeling and simulation of piezoelectrically actuated acoustic streaming in microfluidic biochips

The operational behavior of SAW driven microfluidic biochips is modeled by a coupled system consisting of the linearized equations of piezoelectricity and the compressible Navier-Stokes equations (see, e.g., [1, 2]). In the sequel, we will focus on the SAW induced fluid flow in the fluidic network on top of the biochip. For a detailed description of the piezoelectrics, we refer to [16].

We denote by \( \Omega(t) \subset \mathbb{R}^2, t \in [0, T] \), the time dependent domain occupied by the fluid with boundary \( \Gamma(t) = \Gamma_D(t) \cup \Gamma_N(t) \), \( \Gamma_D(t) \cap \Gamma_N(t) = \emptyset \). Here, \( \Gamma_D(t) \) is that part of the boundary where the SAW enter the fluid filled microchannels. We denote by \( v \) and \( p \) the velocity and the pressure, and we refer to \( \rho, \eta, \) and \( \xi \) as the density of the fluid and the standard and bulk viscosities. The pair \((v, p)\) satisfies the following initial-boundary value problem

\[
\rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla v \right) = \nabla \cdot \sigma \quad \text{in } \Omega(t), \ t \in (0, T], \quad (1a)
\]
\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0 \quad \text{in } \Omega(t), \ t \in (0, T], \quad (1b)
\]
\[
v(\cdot + u(\cdot, t), t) = \frac{\partial u(\cdot, t)}{\partial t} \quad \text{on } \Gamma_D(t), \ t \in (0, T] \quad (1c)
\]
\[
\sigma n = 0 \quad \text{on } \Gamma_N(t), \ t \in (0, T], \quad (1d)
\]
\[
v(\cdot, 0) = v_0, \ p(\cdot, 0) = p_0 \quad \text{in } \Omega(0), \quad (1e)
\]

where \( \sigma = (\sigma_{ij})_{i,j=1}^2, \sigma_{ij} := -p \delta_{ij} + 2\eta \varepsilon_{ij}(v) + \delta_{ij}(\xi - 2\eta/3) \nabla \cdot v \) and \( u \) in (1c) stands for the deflection of the walls of the microchannels caused by the SAW. We note that \( u \) can be computed by the solution of the linearized equations of piezoelectricity (see [16]).

Since the deflection of the walls of the microchannels by the SAW is approximately \( 10^{-9} m \) compared to lengths, widths, and heights of the microchannels in the range of \( \mu m \) to \( mm \), we will henceforth neglect the time dependence of \( \Omega \).

As mentioned in the introduction, the SAW induced fluid flow exhibits two different time scales. When the SAW enter the fluid filled microchannels, sharp jets are created within nanoseconds (cf. Fig. 1 (right)). The SAW propagate along the channels and experience a significant damping which results in an almost stationary flow pattern (acoustic streaming). This relaxation process happens on a time scale of milliseconds. The multiscale character
of the problem can be appropriately taken care of by a homogenization approach. Following \[1, 21\], we introduce a scale parameter \(0 < \varepsilon \ll 1\) which represents the maximum deflection of the walls of the microchannels, and we consider the asymptotic expansions

\[
\rho = \rho_0 + \varepsilon \rho' + \varepsilon^2 \rho'' + O(\varepsilon^3),
\]

\[
v = v_0 + \varepsilon v' + \varepsilon^2 v'' + O(\varepsilon^3),
\]

\[
p = p_0 + \varepsilon p' + \varepsilon^2 p'' + O(\varepsilon^3).
\]

Collecting all terms of order \(O(\varepsilon)\), assuming \(v_0 \equiv 0\) (fluid at rest, if no SAW actuation), and setting \(\rho_1 = \varepsilon\rho', v_1 := \varepsilon v', p_1 := \varepsilon p'\), we find that the triple \((\rho_1, v_1, p_1)\) satisfies the following initial-boundary value problem for linear compressible Navier-Stokes equations with time periodic boundary conditions on \(\Gamma_D\)

\[
\rho_0 \frac{\partial v_1}{\partial t} - \nabla \cdot \sigma_1 = 0 \quad \text{in } \Omega \times (0, T_1], \quad (2a)
\]

\[
\frac{\partial p_1}{\partial t} + \rho_0 \nabla \cdot v_1 = 0 \quad \text{in } \Omega \times (0, T_1], \quad (2b)
\]

\[
v_1 = g_1 \quad \text{on } \Gamma_D \times (0, T_1], \quad (2c)
\]

\[
\sigma_1 n = 0 \quad \text{on } \Gamma_N \times (0, T_1], \quad (2d)
\]

\[
v_1(\cdot, 0) = 0, \quad p_1(\cdot, 0) = 0 \quad \text{in } \Omega, \quad (2e)
\]

where \(T_1 := 2\pi/\omega\) with \(\omega\) being the angular frequency of the time harmonic SAW excitation, \(g_1 := \partial u/\partial t\) in \(2c\), and

\[
\sigma_1 = ((\sigma_1)_{ij})^2_{i,j=1}, \quad (\sigma_1)_{ij} := -p_1 \delta_{ij} + 2\eta \varepsilon_{ij}(v_1) + \delta_{ij}(\xi - 2\eta/3)\nabla \cdot v_1.
\]

Moreover, \(p_1\) and \(\rho_1\) are related by the constitutive equation

\[
p_1 = c_0^2 \rho_1 \quad \text{in } \Omega \times (0, T_1]. \quad (3)
\]

Here, \(c_0\) stands for the small signal sound speed in the fluid. The system describes the propagation and damping of the acoustic waves in the microchannels.

For the weak formulation of \((2a)-(2e)\), we adopt standard notation from Lebesgue and Sobolev space theory [22]. In particular, bold letters will refer to Lebesgue and Sobolev spaces of vector-valued functions. We substitute \(\rho_1\)
in (2b) by means of (3) and introduce the function spaces
\[ \mathbf{V}_{g_1} := \{ \mathbf{v} \in H^1((0, T_1); H^{-1}(\Omega)) \cap L^2((0, T_1); H^1(\Omega)) \mid \mathbf{v}|_{\Gamma_D} = g_1 \} , \]
\[ W := H^1((0, T_1); H^{-1}(\Omega)) \cdot \]
We note that \( H^1((0, T_1); H^{-1}(\Omega)) \cap L^2((0, T_1); H^1(\Omega)) \) is continuously embedded in \( C([0, T_1], L^2(\Omega)) \). The weak formulation of (2a)-(2e) amounts to the computation of \( (v_1, p_1) \in \mathbf{V}_{g_1} \times W \) such that
\[
\langle \rho_0 \frac{\partial v_1}{\partial t}, w \rangle + a(v_1, w) + b(p_1, w) = 0 , \quad w \in H^1_{0,\Gamma_D}(\Omega) , \quad (4a)
\]
\[
(\rho_0^{-1} c_0^{-2} \frac{\partial p_1}{\partial t} , q)_{0,\Omega_2} - b(q, v_1) = 0 , \quad q \in L^2(\Omega) , \quad (4b)
\]
\[
v_1(\cdot, 0) = 0 , \quad p_1(\cdot, 0) = 0 . \quad (4c)
\]
Here, \( \langle \cdot, \cdot \rangle \) stands for the respective dual pairing, and the bilinear forms \( a(\cdot, \cdot) \) and \( b(\cdot, \cdot) \) are given by
\[
a(v, w) := \eta \int_{\Omega_2} \nabla v : \nabla w \, dx \quad + \quad (\xi + \eta/3) \int_{\Omega_2} \nabla \cdot v \nabla \cdot w \, dx , \quad (5a)
\]
\[
b(p, w) := - \int_{\Omega_2} p \nabla \cdot w \, dx . \quad (5b)
\]

**Theorem 1.** For the solution of the variational problem (4a)-(4c) there holds: If \( g_1 \in L^2((0, T); H^{1/2}_{00}(\Gamma_D)) \), then there exists a unique solution \( (v_1, p_1) \in \mathbf{V}_{g_1} \times W \) of (4a)-(4c) satisfying the stability estimate
\[
\| (v_1, p_1) \|_{\mathbf{V}_{g_1} \times W} \leq C_{T_1} \| g_1 \|_{L^2((0, T); H^{1/2}_{00}(\Gamma_D))} , \quad (6)
\]
where \( C_{T_1} > 0 \) is a constant depending on \( T_1 \).

**Proof.** The existence can be shown by the Galerkin method, whereas the uniqueness and the stability estimate (6) can be derived using the ellipticity of the bilinear form \( a(\cdot, \cdot) \) and the fact that the bilinear form \( b(\cdot, \cdot) \) satisfies an inf-sup condition.

Collecting all terms of order \( O(\varepsilon^2) \), neglecting the time derivative with respect to the pressure, and performing the time-averaging
\[
\langle w \rangle := T_1^{-1} \int_{t_0}^{t_0+T_1} w \, dt ,
\]

\[ \]
we arrive at the compressible Stokes system

$$\frac{\partial \mathbf{v}_2}{\partial t} - \nabla \cdot \mathbf{\sigma}_2 = \langle -\rho_1 \frac{\partial \mathbf{v}_1}{\partial t} - \rho_0 [\nabla \mathbf{v}_1] \mathbf{v}_1 \rangle \quad \text{in } \Omega \times (0,T], \quad (7a)$$

$$\rho_0 \nabla \cdot \mathbf{v}_2 = \langle -\nabla \cdot (\rho_1 \mathbf{v}_1) \rangle \quad \text{in } \Omega \times (0,T], \quad (7b)$$

$$\mathbf{v}_2 = \mathbf{g}_2 \quad \text{on } \Gamma_D \times (0,T], \quad (7c)$$

$$\mathbf{\sigma}_2 \mathbf{n} = 0 \quad \text{on } \Gamma_N \times (0,T], \quad (7d)$$

$$\mathbf{v}_2(\cdot,0) = \mathbf{0}, \quad p_2(\cdot,0) = 0 \quad \text{in } \Omega, \quad (7e)$$

where $\mathbf{g}_2 := -\langle[\nabla \mathbf{v}_1] \mathbf{u} \rangle$ in (7c) and

$$\mathbf{\sigma}_2 = ((\sigma_2)_{ij})_{i,j=1}^2, \quad (\sigma_2)_{ij} := -p_2 \delta_{ij} + 2\eta \varepsilon_{ij}(\mathbf{v}_2) + \delta_{ij}(\xi - 2\eta/3) \nabla \cdot \mathbf{v}_2.$$ 

The density $p_2$ can be obtained via the constitutive equation

$$p_2 = c_0^2 \rho_0 \quad \text{in } \Omega \times (0,T]. \quad (8)$$

The compressible Stokes system (7a)-(7c) is used as a model for the acoustic streaming. The weak formulation of (7a)-(7c) requires the computation of $(\mathbf{v}_2, p_2) \in \mathbf{V}_{\mathbf{g}_2} \times W$, where

$$\mathbf{V}_{\mathbf{g}_2} := \{ \mathbf{v} \in H^1((0,T), \mathbf{H}^{-1}(\Omega)) \cap L^2((0,T), \mathbf{H}^1(\Omega)) \mid \mathbf{v}|_{\Gamma_D} = \mathbf{g}_2 \},$$

$$W := H^1((0,T_2); \mathbf{L}^2(\Omega)),$$

such that

$$\langle \rho_0 \frac{\partial \mathbf{v}_2}{\partial t}, \mathbf{w} \rangle + a(\mathbf{v}_2, \mathbf{w}) + b(p_2, \mathbf{w}) = \langle \mathbf{f}, \mathbf{w} \rangle_{0,\Omega} \quad \mathbf{w} \in \mathbf{H}^{1}_{0,\Gamma_D}(\Omega), \quad (9a)$$

$$b(q, \mathbf{v}_2) = \langle f, q \rangle_{0,\Omega}, \quad q \in \mathbf{L}^2(\Omega), \quad (9b)$$

$$\mathbf{v}_2(\cdot,0) = \mathbf{0}, \quad p_2(\cdot,0) = 0. \quad (9c)$$

Here, the bilinear forms $a(\cdot, \cdot), b(\cdot, \cdot)$ are as in (5a),(5b), and the right-hand sides $\mathbf{f}, f$ are given by

$$\mathbf{f} := -\langle \rho_1 \frac{\partial \mathbf{v}_1}{\partial t} + \rho_0 [\nabla \mathbf{v}_1] \mathbf{v}_1 \rangle, \quad f := -\langle \rho_0^{-1} \nabla \cdot (\rho_1 \mathbf{v}_1) \rangle.$$

**Theorem 2.** If $\mathbf{f} \in \mathbf{L}^2(\Omega), f \in \mathbf{L}^2(\Omega)$, and $\mathbf{g}_2 \in \mathbf{H}^{1/2}_{00}(\Gamma_D)$, the weak formulation (9a),(9b) of the compressible Stokes system admits a unique solution $(\mathbf{v}_2, p_2) \in \mathbf{V}_{\mathbf{g}_2} \times W$. Moreover, there exists a constant $C_T > 0$ depending on $T$ such that

$$\| (\mathbf{v}_2, p_2) \|_{\mathbf{V}_{\mathbf{g}_2} \times W} \leq C_T \left( \| \mathbf{f} \|_{0,\Omega} + \| f \|_{0,\Omega} + \| \mathbf{g}_2 \|_{\mathbf{H}^{1/2}_{00}(\Gamma_D)} \right). \quad (10)$$

**Proof.** The proof follows along the same lines as that of Theorem 1.
3. Reduced order modeling based shape optimization

The performance of SAW driven microfluidic biochips can be significantly improved by an optimal design of the walls of the microchannels and the reservoirs as well as by the optimal placement of the IDT in order to obtain a maximum pumping rate. Another design issue is the shape optimization of pressure driven capillary barriers between the microchannels and the reservoirs such that a very precise and bubble-free filling of the reservoirs can be guaranteed. For the efficient solution of these optimal design problems, in previous work [5, 6, 7] we have developed an adaptive multilevel interior-point method of barrier type featuring a predictor-corrector continuation method with an adaptive choice of the barrier parameter along the barrier path. The predictor relies on a nested-iteration type tangent continuation, and the corrector is a Newton-multigrid method for the KKT system. Despite the fact that this approach leads to a considerable reduction in the computational work compared to more standard optimization strategies [7], the amount of computational time is still significant, and there is a need for further reductions. Such reductions can be achieved by replacing the original compressible Stokes system (7a)-(7e) in the optimization problem by a reduced order model. Many approaches for the computation of reduced order models exist, such as Proper Orthogonal Decomposition (POD), Balanced Truncation Model Reduction (BTMR), Krylov subspace methods, or reduced basis methods. See, e.g., [10]. A crucial requirement is that the error between the solution of the original optimization problem and the optimization problem governed by the reduced order equations can be controlled and made small. Our approach provides a-priori estimates for the error in the solutions and lets the user control the size of the error estimate.

We use BTMR combined with domain decomposition (DD). BTMR is used because of the existence of error bounds. However, these error bounds only exist for linear time invariant problems. In our case, the design parameters determine the domain $\Omega$. Therefore the system is not linear time invariant. Fortunately, only a small portion of the domain, corresponding to the capillary barriers between the microchannels and the reservoirs are modified. Therefore we use DD to decompose the problem into a part which is governed by a linear time invariant system and a small part corresponding to the subdomain in which the domain can be changed. BTMR is then applied to the large subproblem governed by the linear time invariant system. For the standard time-dependent Stokes system, such a combined domain de-
composition and balanced truncation model reduction (DDBTMR) approach
has been developed and analyzed in [4] (see also [3] for DDBTMR applied
to convection-diffusion problems). Here, we will consider DDBTMR for the
compressible Stokes system (7a)-(7e).

3.1. Semi-discretization of the compressible Stokes system

Let $\Omega(\theta) \subset \mathbb{R}^2$ be a bounded domain that depends on design variables
$\theta = (\theta_1, \cdots, \theta_d)^T \in \Theta$, where $\theta_i, 1 \leq i \leq d$, are the Bézier control points of a
Bézier curve representation of the boundary and

$$\Theta := \{ \theta \in \mathbb{R} | \theta_{\min}^{(i)} \leq \theta_i \leq \theta_{\max}^{(i)}, 1 \leq i \leq d \}.$$ We assume that the boundary $\partial \Omega(\theta)$ consists of an inflow boundary $\Gamma_{in}(\theta)$, an
outflow boundary $\Gamma_{out}(\theta)$, and a lateral boundary $\Gamma_{lat}(\theta)$ which are mutually
disjoint such that

$$\partial \Omega(\theta) = \Gamma_{in}(\theta) \cup \Gamma_{out}(\theta) \cup \Gamma_{lat}(\theta).$$

We set

$$Q(\theta) := \Omega(\theta) \times (0, T), \quad \Sigma(\theta) := \partial \Omega(\theta) \times (0, T),$$

$$\Sigma_{in}(\theta) := \Gamma_{in}(\theta) \times (0, T), \quad \Sigma_{lat}(\theta) := \Gamma_{lat}(\theta) \times (0, T), \quad T > 0,$$

and consider shape optimization problems of the form

$$\min_{\theta \in \Theta} J(\theta) := \int_0^T \int_{\Omega(\theta)} \ell(v(\theta), p(\theta), x, t) \, dx \, dt \tag{11}$$

subject to (7a)-(7e), where the integrand $\ell$ in the objective functional is chosen
according to the individual design problem.

For the spatial discretization of the time-dependent Stokes system we may
use one of the standard methods such as P2-P1 Taylor Hood elements or dis-
continuous pressure elements [11, 12, 15]. We will discuss this in more detail
in Subsection 3.3. We assume that the simplicial triangulation $T_h$ of the spa-
tial domain $\Omega(\theta)$ is geometrically conforming and aligns with $\Gamma_{in}(\theta), \Gamma_{lat}(\theta)$
and $\Gamma_{out}(\theta)$. This leads to the semi-discrete optimization problem

$$\min_{\theta \in \Theta} J(\theta) := \int_0^T \ell(v, p, t, \theta) \, dt, \tag{12a}$$
where \( v, p \) solve

\[
E(\theta) \frac{d}{dt} \begin{pmatrix} v(t) \\ p(t) \end{pmatrix} + S(\theta) \begin{pmatrix} v(t) \\ p(t) \end{pmatrix} = \begin{pmatrix} g_1(\theta)(t) \\ g_2(\theta)(t) \end{pmatrix}, \quad t \in (0, T],
\]

\[
M(\theta)v(0) = v^{(0)},
\]

\[
-B(\theta)M(\theta)^{-1}v^{(0)} + g_2(\theta)(0) = 0.
\]

Here, the integrand \( \ell(\cdot) \) in (12a) results from the spatial discretization of the integral \( \ell \) in the objective functional (11). The block matrix \( E(\theta) \) and the discrete Stokes operator \( S(\theta) \) in (12b) are given by

\[
E(\theta) := \begin{pmatrix} M(\theta) & 0 \\ 0 & 0 \end{pmatrix}, \quad S(\theta) := \begin{pmatrix} A(\theta) & B^T(\theta) \\ B(\theta) & 0 \end{pmatrix},
\]

where \( M(\theta) \in \mathbb{R}^{n \times n}, A(\theta) \in \mathbb{R}^{n \times n} \) and \( B(\theta) \in \mathbb{R}^{m \times n} \) denote the lumped mass matrix, the stiffness matrix, and the matrix representation of the discrete divergence operator. The vector \( g_2(\theta)(t) \in \mathbb{R}^m \) in (12b) stems from the semi-discretization of the compressibility condition and the boundary condition at the inflow boundary. The vector \( v^{(0)} \) refers to the initial velocity satisfying (12d). We note that the data of the semi-discrete problem depend on the design variable \( \theta \) due to the dependence of the spatial domain on \( \theta \).

The existence and uniqueness of a solution \( (v, p) \in L^2((0, T); \mathbb{R}^n) \times L^2((0, T); \mathbb{R}^m/(\text{Ker } B^T)) \) of the semi-discretized equations (12b),(12c) as well as its continuous dependence on the data of the problem is a consequence of the following result [4] which also plays a prominent role with regard to the application of BTMR and the derivation of upper estimates for the modeling error.

**Theorem 3.** Let \( A, M \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{m \times n}, m < n, \) be matrices with the following properties:

(i) \( M \) is symmetric positive definite.

(ii) \( A \) is positive definite (not necessarily symmetric) on \( \text{Ker } B \), i.e., there exists a constant \( \alpha > 0 \) such that

\[
v^TAv \geq \alpha\|v\|^2, \quad v \in \text{Ker } B.
\]
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(iii) $B$ has full row rank $m$.

Consider the initial value problem

\begin{align}
\mathbf{E} \frac{d}{dt} \begin{pmatrix} \mathbf{v}(t) \\ \mathbf{p}(t) \end{pmatrix} + \mathbf{S} \begin{pmatrix} \mathbf{v}(t) \\ \mathbf{p}(t) \end{pmatrix} &= \begin{pmatrix} \mathbf{g}_1(t) \\ \mathbf{g}_2(t) \end{pmatrix}, \quad t \in (0, T], \\
\mathbf{Mv}(0) &= \mathbf{v}(0),
\end{align}

where $\mathbf{E}, \mathbf{S}$ are as in (13) and $\mathbf{g}_1 \in C([0, T]; \mathbb{R}^n), \mathbf{g}_2, d\mathbf{g}_2/dt \in C([0, T]; \mathbb{R}^m)$ and $\mathbf{v}(0) \in \mathbb{R}^n$ satisfies $-\mathbf{BM}^{-1}\mathbf{v}(0) + \mathbf{g}_2(0) = 0$. Under the assumptions (i), (ii) and (iii), the initial value problem (15) has a unique solution $(\mathbf{v}, \mathbf{p}) \in C([0, T]; \mathbb{R}^n) \times C([0, T]; \mathbb{R}^m/(\text{Ker } \mathbf{B}^T))$, and there exist constants $C_1 \geq 0, C_2 \geq 0$, depending on $\mathbf{A}, \mathbf{B}, \mathbf{M}$ such that

\begin{align}
\|\mathbf{v}\|_{L^2} &\leq C_1 \|\mathbf{v}(0)\| + C_2 \left(\|\mathbf{g}_1\|_{L^2} + \|\mathbf{g}_2\|_{L^2}\right), \\
\|\mathbf{p}\|_{L^2} &\leq C_1 \|\mathbf{v}(0)\| + C_2 \left(\|\mathbf{g}_1\|_{L^2} + \|\mathbf{g}_2\|_{L^2} + \|\frac{d}{dt}\mathbf{g}_2\|_{L^2}\right).
\end{align}

\textbf{Proof.} We refer to the proof of Theorem 2.1 in [4].

3.2. Balanced truncation model reduction

Balanced truncation model reduction (BTMR) is a model reduction technique that replaces a large-scale dynamical system by a system of substantially lower dimension while keeping almost the same response characteristics (cf., e.g., [8, 10] and the references therein). Originally developed for systems of ordinary differential equations, it has recently been extended to descriptor systems [19, 23, 25, 28]. In particular, BTMR for semidiscretized Stokes and linearized Navier-Stokes systems has been studied in [4, 19, 25, 28]. We consider

\begin{align}
\mathbf{M} \frac{d}{dt} \mathbf{v}(t) &= -\mathbf{A} \mathbf{v}(t) - \mathbf{B}^T \mathbf{p}(t) + \mathbf{Ku}(t), \quad t \in (0, T], \\
0 &= -\mathbf{B} \mathbf{v}(t) + \mathbf{Lu}(t), \quad t \in (0, T], \\
\mathbf{z}(t) &= \mathbf{Cv}(t) + \mathbf{Fp}(t) + \mathbf{Du}(t), \quad t \in (0, T], \\
\mathbf{Mv}(0) &= \mathbf{v}(0), \\
\mathbf{BM}^{-1} \mathbf{v}(0) &= \mathbf{Lu}(0),
\end{align}
and

\[-M \frac{d}{dt} \lambda(t) = -A^T \lambda(t) - B^T \kappa(t) + C^T w(t), \quad t \in (0, T), \quad (17a)\]
\[0 = -B \lambda(t) + F^T w(t), \quad t \in (0, T), \quad (17b)\]
\[q(t) = K^T \lambda(t) + L^T \kappa(t) + D^T w(t), \quad t \in (0, T), \quad (17c)\]
\[M \lambda(T) = \lambda^{(T)}, \quad (17d)\]
\[BM^{-1} \lambda^{(T)} = F^T w(T), \quad (17e)\]

where the matrices $M \in \mathbb{R}^{n \times n}$, $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{m \times n}$ are assumed to satisfy the assumptions of Theorem 3. Moreover, $K \in \mathbb{R}^{n \times r}$, $L \in \mathbb{R}^{n \times r}$, $C \in \mathbb{R}^{s \times n}$, $F \in \mathbb{R}^{s \times m}$, and $D \in \mathbb{R}^{s \times r}$. The system (17) is the adjoint system corresponding to (16). We will see later that systems of the type (17) and (16) arise within the optimality system corresponding to (12).

BTMR can be applied to (17) and (16) by eliminating the variables $p$ and $\kappa$ via projection. We choose $v(t) = v_H(t) + v_P(t)$, where

\[v_P(t) = M^{-1} B^T (BM^{-1}B^T)^{-1} L u(t) \quad (18)\]
is a particular solution of (16b) and $v_H(t)$ satisfies $0 = B v_H(t)$. If we insert $v(t) = v_H(t) + v_P(t)$, (18) into (16a-c), we obtain

\[M \frac{d v_H(t)}{dt} = -A v_H(t) - B^T p(t) + \tilde{B} u(t) - B^T (BM^{-1}B^T)^{-1} L \frac{d u(t)}{dt}, \quad (19a)\]
\[0 = B v_H(t), \quad (19b)\]
\[z(t) = C v_H(t) + F p(t) + (D + CM^{-1}B^T (BM^{-1}B^T)^{-1} L) u(t), \quad (19c)\]

where $\tilde{B} = K - AM^{-1}B^T (BM^{-1}B^T)^{-1} L$. Equations (19a,b) imply that

\[p(t) = (BM^{-1}B^T)^{-1} \left(-BM^{-1}A v_H(t) + BM^{-1} \tilde{B} u(t) - L \frac{d u(t)}{dt} \right) \quad (20)\]

and $\Pi^Tv_H(t) = v_H(t)$, where $\Pi = I - B^T (BM^{-1}B^T)^{-1} BM^{-1}$ is an oblique projector that satisfies $\Pi^2 = \Pi$, $\Pi M = M \Pi^T$, null($\Pi$) = range($B^T$) and range($\Pi$) = null($BM^{-1}$). Inserting (20) into (19a,c), it follows that

\[\Pi M \Pi^T \frac{d}{dt} v_H(t) = -\Pi A \Pi^T v_H(t) + \Pi \tilde{B} u(t), \quad (21a)\]
\[z(t) = \tilde{C} \Pi^T v_H(t) + \tilde{D} u(t) - F (BM^{-1}B^T)^{-1} L \frac{d u(t)}{dt}, \quad (21b)\]
where $\tilde{C} = C - F(BM^{-1}B^T)^{-1}BM^{-1}A$, and $\tilde{D} = D + CM^{-1}B^T(BM^{-1}B^T)^{-1}L + F(BM^{-1}B^T)^{-1}BM^{-1}\tilde{B}$. Setting $v(0) = \Pi v(0) + (I - \Pi)v(0)$ and using (16e), we obtain the initial condition

$$\Pi Mv_H(0) = \Pi Mv(0) (=: v_H^{(0)}).$$  \hspace{3cm} (21c)

In the same way, we transform (17). Setting $\lambda = \lambda_H(t) + \lambda_P(t)$, where $\lambda_P(t) = M^{-1}B^T(BM^{-1}B^T)^{-1}F^Tw(t)$ and where $\lambda_H$ solves

$$-\Pi M\Pi^T \frac{d}{dt} \lambda_H(t) = -\Pi A^T \Pi^T \lambda_H(t) + \Pi \tilde{C}^Tw(t),$$  \hspace{3cm} (22a)

$$q(t) = \tilde{B}^T \Pi^T \lambda_H(t) + \tilde{D}^Tw(t) + L^T(BM^{-1}B^T)^{-1}F^T \frac{d}{dt}w(t),$$  \hspace{3cm} (22b)

$$M\lambda_H(T) = \Pi \lambda(T).$$  \hspace{3cm} (22c)

The derivation of (22) from (17) is analogous to the derivation of (21) from (16) and therefore we have omitted the details. We note that the transformed system (22) is the adjoint system of (21).

BTMR generates projection matrices $V, W \in \mathbb{R}^{n \times k}$ with $k \ll n$ such that

$$V = \Pi^TV, W = \Pi^TW, \text{ and } W^TMV = I.$$  

The reduced order model for (21) is obtained by replacing $v_H(t)$ in (21) by $V\hat{v}(t)$ and multiplying the resulting equation by $W^T$. This gives

$$\frac{d}{dt} \hat{v}(t) = -W^T A V \hat{v}(t) + W^T \tilde{B}u(t),$$  \hspace{3cm} (23a)

$$\hat{z}(t) = \tilde{C} V \hat{v}(t) + \tilde{D} u(t) - F(BM^{-1}B^T)^{-1}L \frac{d}{dt}u(t),$$  \hspace{3cm} (23b)

$$\hat{v}(t) = W^T \Pi v(0).$$  \hspace{3cm} (23c)

Similarly, the reduced order model for (22) is obtained by replacing $\lambda_H(t)$ in (22) by $W\hat{\lambda}(t)$ and multiplying the resulting equation by $V^T$. This gives

$$-\frac{d}{dt} \hat{\lambda}(t) = -V^T A^T W \hat{\lambda}(t) + V^T \tilde{C}^Tw(t),$$  \hspace{3cm} (24a)

$$\hat{q}(t) = \tilde{B}^T W \hat{\lambda}(t) + \tilde{D}^T w(t) + L^T(BM^{-1}B^T)^{-1}F^T \frac{d}{dt}w(t),$$  \hspace{3cm} (24b)

$$\hat{\lambda}(t) = V^T \Pi \lambda(T).$$  \hspace{3cm} (24c)
If $v_H(0) = \lambda_H(T) = 0$, then for any given inputs $u, w$ we have

$$
\|z - \hat{z}\|_{L^2} \leq 2\|u\|_{L^2}(\sigma_{k+1} + \ldots + \sigma_n),
$$

(25a)

$$
\|q - \hat{q}\|_{L^2} \leq 2\|w\|_{L^2}(\sigma_{k+1} + \ldots + \sigma_n),
$$

(25b)

where $\sigma_1 \geq \ldots \geq \sigma_k > \sigma_{k+1} + \ldots + \sigma_n \geq 0$ are the so-called Hankel singular values that are computed when generating the projection matrices $V, W$. Typically, the Hankel singular values decay rapidly, so that for small $k$ the sum $\sigma_{k+1} + \ldots + \sigma_n$ is small and, therefore, the errors $\|z - \hat{z}\|_{L^2}, \|q - \hat{q}\|_{L^2}$ between the full and reduced order model are small.

The bound (25) holds when $v_H(0) = \lambda_H(T) = 0$. Inhomogeneous initial conditions can be handled as discussed in [9].

3.3. Domain decomposition

We consider a decomposition of $\Omega(\theta)$ into subdomains $\Omega_1, \Omega_2(\theta)$ such that

$$
\Omega(\theta) = \Omega_1 \cup \Omega_2(\theta) , \quad \Omega_1 \cap \Omega_2(\theta) = \emptyset , \quad \Gamma := \overline{\Omega}_1 \cap \overline{\Omega}_2(\theta),
$$

(26)

where $\Gamma$ stands for the interface between the subdomains. In our application, $\Omega_2(\theta)$ corresponds to the small region between the microchannels and the reservoirs. This is the only subdomain that depends on the design variables $\theta$. The subdomain $\Omega_1$ is independent of $\theta$. We assume that the objective functional can be split accordingly

$$
J(\theta) := J_1(v, p) + J_2(v(\theta), p(\theta), \theta).
$$

(27)

Here, $J_1(v, p)$ is given in terms of observation operators $C : L^2((0, T); V) \to L^2((0, T); (L^2(\Omega_1)^q)), \ F : L^2((0, T); L^2_0(\Omega)) \to L^2((0, T); (L^2(\Omega_1)^q))$ and a feedthrough operator $D : L^2((0, T); L^2(\Omega)) \to L^2((0, T); (L^2(\Omega_1)^q))$, $q \in \mathbb{N}$. For a given function $d \in L^2((0, T); (L^2(\Omega_1)^q))$, we define

$$
J_1(v, p) := \int_0^T \int_{\Omega_1} |Cv + Fp + Du - d|^2 \, dx \, dt.
$$

(28)

The discretization needs to be such that the coupled problem is solvable, i.e., the local subproblems corresponding to the subdomains $\Omega_1$ and $\Omega_2(\theta)$ as well as those corresponding to the interface are solvable. The global problem (12b)–(12d) has a unique solution $(v, p) \in L^2((0, T); \mathbb{R}^n) \times L^2((0, T);$
Some of the local problems associated with the subdomain \( \Omega_1 \) or \( \Omega_2(\theta) \) correspond to Stokes subdomain problems with Dirichlet boundary conditions only. Consequently, for these subproblems the pressure is only unique up to a constant. To ensure that the subdomain solution is the restriction of the solution of (12b)-(12d) to the subdomain, we split the subdomain pressures into a constant and a subdomain pressure with zero spatial average. The latter is determined uniquely as the solution of the subdomain problem, whereas the constant is determined through the coupled problems. This split is not necessary for subdomains with an outflow condition, where the local pressure is unique. However, to simplify the presentation, we assume that the split is made for both subdomains.

In our semidiscrete problem we have velocities \( v_1(t) \in \mathbb{R}^{n_1}, v_2(t) \in \mathbb{R}^{n_2}, \)
\( v_\Gamma(t) \in \mathbb{R}^{n_\Gamma} \) associated with \( \Omega_1, \Omega_2(\theta), \) and \( \Gamma(\theta), \) respectively. We set \( v(t) = (v_1(t), v_2(t), v_\Gamma(t))^T. \) The pressures associated with \( \Omega_1, \Omega_2(\theta) \) are \( p_1(t) \in \mathbb{R}^{m_1}, p_2(t) \in \mathbb{R}^{m_2}. \) Additionally, we have constants \( p_{0,1}(t), p_{0,2}(t) \in \mathbb{R}. \) We set \( p_0(t) = (p_{0,1}(t), p_{0,2}(t))^T \) and \( p(t) = (p_1(t), p_2(t), p_0(t))^T. \) Finally, we define the state variables
\[
x(t) := (v_1, p_1, v_2, p_2, v_\Gamma, p_0)^T, \quad t \in [0, T].
\]

With this discretization and partitioning of variables, the matrices \( A(\theta) \) and \( B(\theta) \) can be partitioned as follows
\[
A(\theta) = 
\begin{pmatrix}
A_{11} & 0 & A_{1\Gamma} \\
0 & A_{22}(\theta) & A_{2\Gamma}(\theta) \\
A_{1\Gamma}^T & A_{2\Gamma}(\theta) & A_{1\Gamma}(\theta)
\end{pmatrix}, \quad
B(\theta) = 
\begin{pmatrix}
B_{11} & 0 & B_{1\Gamma} \\
0 & B_{22}(\theta) & B_{2\Gamma}(\theta) \\
0 & 0 & B_0(\theta)
\end{pmatrix}.
\]

Likewise, the matrices \( K(\theta), L(\theta) \) and the lumped mass matrix \( M(\theta) \) admit the decompositions
\[
K(\theta) = (K_1, K_2(\theta), K_\Gamma(\theta))^T, \quad L(\theta) = (L_1, L_2(\theta), L_0(\theta))^T, \quad M(\theta) = \text{blockdiag}(M_1, M_2(\theta), M_\Gamma(\theta)).
\]

We set
\[
E(\theta) = 
\begin{pmatrix}
E_1 & 0 & 0 \\
0 & E_2(\theta) & 0 \\
0 & 0 & E_\Gamma(\theta)
\end{pmatrix}, \quad
S(\theta) = 
\begin{pmatrix}
S_1 & 0 & S_{1\Gamma} \\
0 & S_2(\theta) & S_{2\Gamma}(\theta) \\
S_{1\Gamma}^T & S_{2\Gamma}(\theta) & S_\Gamma(\theta)
\end{pmatrix},
\]
where the submatrices are partitioned accordingly, and
\[
N(\theta) = (K_1 \mid L_1 \mid K_2(\theta) \mid L_2(\theta) \mid K_\Gamma(\theta) \mid L_0(\theta))^T.
\]
We further denote by \( C_1 \in \mathbb{R}^{q \times m_1}, F_1 \in \mathbb{R}^{q \times m_1}, D_1 \in \mathbb{R}^{q \times r}, d(t) \in \mathbb{R}^q, t \in (0, T) \), the matrices and the vector and by \( \ell(v_2, v_\Gamma, p_2, p_0, t, \theta) \) the functional resulting from the semi-discretization of the inner integrals in \( J_2 \). We set
\[
J(\theta) := J_1(v_1, p_1, p_0) + J_2(v_2(\theta), v_\Gamma(\theta), p_2(\theta), p_0(\theta), \theta),
\]
where \( J_1 \) and \( J_2 \) are given by
\[
J_1(v_1, p_1, p_0) = \frac{1}{2} \int_0^T |C_1 v_1(t) + F_1 p_1(t) + F_0 p_0(t) + D_1 u(t) - d(t)|^2 \, dt,
\]
\[
J_2(v_2, v_\Gamma, p_2, p_0, \theta) = \int_0^T \ell(v_2, v_\Gamma, p_2, p_0, t, \theta) \, dt.
\]

The semi-discretized, domain decomposed shape optimization problem can be formulated according to
\[
\min_{\theta \in \Theta} J(\theta) \tag{30a}
\]
where \( x = (v_1, p_1, v_2(\theta), p_2(\theta), v_\Gamma(\theta), p_0(\theta))^T \) solves
\[
P(\theta)x(t) := E(\theta) \frac{d}{dt}x(t) + S(\theta)x(t) = N(\theta)u(t), \quad t \in (0, T), \tag{30b}
\]
\[
M(\theta)v(0) = v^{(0)}(\theta). \tag{30c}
\]

Introducing Lagrange multipliers \( \lambda(t) \in \mathbb{R}^n, \kappa(t) \in \mathbb{R}^m, t \in [0, T] \), that are partitioned accordingly, and setting
\[
\mu(t) = (\lambda_1(t), \kappa_1(t), \lambda_2(t), \kappa_2(t), \lambda_\Gamma(t), \kappa_0(t))^T,
\]
the Lagrangian associated with (30a)-(30c) is given by
\[
\mathcal{L}(x, \mu, \theta) := J(v, p, \theta) + \int_0^T \mu(t)^T(P(\theta)x(t) - N(\theta)u(t)) \, dt, \quad (31)
\]
and the optimality conditions read
\[
\nabla_x \mathcal{L}(x, \mu, \theta) = 0, \quad \nabla_\mu \mathcal{L}(x, \mu, \theta) = 0, \\
\nabla_\theta \mathcal{L}(x, \mu, \theta)^T(\theta - \theta) \geq 0 \quad \forall \theta \in \Theta. \tag{32}
\]
Due to the special structure of \( A(\theta) \), etc., introduced by the domain decomposition, the optimality conditions (32) can be split into a coupled system of optimality conditions associated with the subdomains \( \Omega_1, \Omega_2(\theta) \), and the interface \( \Gamma(\theta) \). The optimality subsystem associated with the fixed subdomain \( \Omega_1 \) is exactly of the form (16), (17), were parts of the inputs \( Ku, CTw \) and parts of the outputs \( z, q \) correspond to the interface conditions between \( \Omega_1 \) and \( \Gamma(\theta) \). The idea is to apply BTMR described in Section 3.2 to this optimality subsystem and to keep the full order model for the subproblems associated with \( \Omega_2(\theta) \) and \( \Gamma(\theta) \). This leads to a reduced order optimality system that has exactly the same structure as (32), but is of much smaller size. In particular, the reduced order optimality system is the optimality system of an optimization problem of the form (30), but where the large submatrices \( A_{11} \), etc., and variables \( v_1 \) which correspond to the fixed subdomain are replaced by small matrices \( \hat{A}_{11} \), etc., and variables \( \hat{v}_1 \).

Denoting by \( \theta^* \) and \( \hat{\theta}^* \) the optimal designs obtained for the full and the reduced order model, respectively, under the assumptions that \( J \) is strictly convex, \( J_1 \) does not depend explicitly on the pressure \( p \), and some further assumptions on the integrand \( \ell \), it can be shown that

\[
\| \theta^* - \hat{\theta}^* \| \leq C \left( \sigma_{k+1} + \cdots + \sigma_n \right),
\]

(33)

where \( \sigma_1 \geq \ldots \geq \sigma_k > \sigma_{k+1} + \ldots + \sigma_n \geq 0 \) are the Hankel singular values provided by BTMR for the \( \Omega_1 \) optimality subsystem. We refer to [4] for details.

4. Numerical results

In actual numerical simulations of acoustic streaming, we consider (2a)-(2e) in dimensionless form according to

\[
\frac{VT}{L} \frac{dv_1}{dt} - \frac{VT^2}{L^3} (\tilde{v}_1 \Delta v_1 + \tilde{v}_2 \nabla (\nabla \cdot v_1)) + \nabla p_1 = 0 \quad \text{in } \Omega \times (0, T_1],
\]

(34a)

\[
\frac{L^3}{c_0^2 VT^2} \frac{dp_1}{dt} + \nabla \cdot v_1 = 0 \quad \text{in } \Omega \times (0, T_1],
\]

(34b)

\[
\frac{VT}{L} v_1 = \frac{du}{dt} \quad \text{on } \Gamma_D \times (0, T_1], \quad \sigma_1 n = 0 \quad \text{on } \Gamma_N \times (0, T_1],
\]

(34c)

\[
v_1(\cdot, 0) = 0, \quad p_1(\cdot, 0) = 0 \quad \text{in } \Omega,
\]

(34d)
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value and units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>$1.0 \cdot 10^{-1}$ m/s</td>
<td>Dimensionless velocity scale</td>
</tr>
<tr>
<td>$L$</td>
<td>$1.0 \cdot 10^{-7}$ m</td>
<td>Dimensionless length scale</td>
</tr>
<tr>
<td>$T$</td>
<td>$1.0 \cdot 10^{-8}$ s</td>
<td>Dimensionless time scale</td>
</tr>
<tr>
<td>$f$</td>
<td>$1.0 \cdot 10^{8}$ Hz</td>
<td>Frequency of the SAW device</td>
</tr>
<tr>
<td>$c_0$</td>
<td>$1.484 \cdot 10^{3}$ m/s</td>
<td>Small signal sound speed in water</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$1.0 \cdot 10^{3}$ kg/m$^3$</td>
<td>Density of liquid</td>
</tr>
<tr>
<td>$u_0$</td>
<td>$1.0 \cdot 10^{-9}$ m</td>
<td>Maximal SAW displacement</td>
</tr>
<tr>
<td>$C_d$</td>
<td>$8.06 \cdot 10^{3}$ 1/m</td>
<td>Damping parameter of the LSAW</td>
</tr>
<tr>
<td>$\nu_1$</td>
<td>$1.002 \cdot 10^{-6}$ m$^2$/s</td>
<td>Kinematic viscosity of water</td>
</tr>
<tr>
<td>$\nu_2$</td>
<td>$1.002 \cdot 10^{-6}$ m$^2$/s</td>
<td>Kinematic bulk viscosity of water</td>
</tr>
</tbody>
</table>

Table 1: Numerical and physical parameters for the numerical simulation of acoustic streaming.

where the parameters and their meanings are shown in Table 1. Similarly, the dimensionless form of (7a)-(7e) is as follows:

\[
\frac{VT}{L} \frac{d\mathbf{v}_2}{dt} - \frac{VT^2}{L^3} (\tilde{v}_1 \Delta \mathbf{v}_2 + \tilde{v}_2 \nabla (\nabla \cdot \mathbf{v}_2)) + \nabla p_2 = \langle f_v \rangle \quad \text{in } \Omega \times \mathbb{R}^+, \quad (35a)
\]

\[
\nabla \cdot \mathbf{v}_2 = \langle f_p \rangle \quad \text{in } \Omega \times \mathbb{R}^+, \quad (35b)
\]

\[
\mathbf{v}_2 = \langle (\nabla \mathbf{v}_1) \mathbf{u} \rangle \quad \text{on } \Gamma_D \times \mathbb{R}^+, \quad \sigma_2 \mathbf{n} = 0 \quad \text{on } \Gamma_N \times \mathbb{R}^+, \quad (35c)
\]

\[
\mathbf{v}_2(\cdot, 0) = 0, \quad p_2(\cdot, 0) = 0 \quad \text{in } \Omega, \quad (35d)
\]

where

\[
f_v := -\frac{V^2 T^2}{L^2} (\nabla \cdot \mathbf{v}_1) \mathbf{v}_1 + (\nabla \mathbf{v}_1) \mathbf{v}_1, \quad f_p := -\frac{L^2}{T^2 c_0^2} \nabla \cdot (p_1 \mathbf{v}_1).
\]

We note that $\langle f_v \rangle$ represents the time averaged sound velocity in the fluid which is commonly referred to as the effective force.

4.1. Fluid filled cavity

In this subsection we model parts of a microfluidic biochip with a square domain which acts as a fluid filled cavity. The main purpose of this subsection is to validate our implementation using the numerical Example 6.1.1 from [21] as a benchmark. We consider a fluid-filled square cavity $\Omega = [0, 1 \text{ mm}]^2$ with SAW displacements $\mathbf{u} = (u_1, u_2)^T$ prescribed at the bottom by

\[
u_1(t, x_1) = 0.6 \epsilon \exp(-\hat{C}_d x_1) \sin(2\pi (-\hat{k} x_1 + ft)),
\]

\[
u_2(t, x_2) = -\epsilon \exp(-\hat{C}_d x_1) \cos(2\pi (-\hat{k} x_1 + ft)).
\]
with parameters $\epsilon = u_0/L$, $\hat{C}_d = C_d L$, $\hat{k} = L/\lambda$, $\hat{f} = f T$, where $\lambda = 24 \mu m$ is the SAW wavelength (cf. Table 1). The velocity $v_1$ is set to zero on the other three boundaries. The SAW propagates from left to right with exponential attenuation. The fluid is assumed to be initially at rest, i.e., $v_1 = 0, p_1 = 0$. We use P2-P1 Taylor-Hood finite elements for discretization in space and the Crank-Nicolson scheme for discretization in time.

We iterate until a periodicity condition for the pressure is fulfilled at some time $t_{\text{end}}$: we first compute pressures for $k$ time steps. Then, we choose an offset number of time steps $m = \frac{2\pi}{\omega \tau_1}$ where $\omega = 2\pi f$ and $\tau_1 = 0.1$ denote the angular frequency and the time step size. We vary $n$ from $m$ to $k$ and stop as soon the periodicity condition

$$\left\| \frac{1}{m} \sum_{i=m}^{n} p_1^{(i)} - p_1^{(i-m)} \right\|_{L^2} / \| p_1^{(n)} \|_{L^2} \leq \epsilon.$$ 

is satisfied. Otherwise, we go back and increase $k$. We assume that the iteration stops for some $n = N$ which implies $t_{\text{end}} = \tau_1 N$.

Figure 2 displays the computed pressure at $t = 1.25 \mu s$ (left) and the associated velocity field $v_2$ (right). Both coincide well with experimental measurements reported in [21].

Figure 2: Left: Pressure at $t = 1.25 \times 10^{-5} s$. Right: Velocity field $v_2$ in m/s.
4.2. BTMR of a microfluidic biochip

A simplified biochip geometry as used for measurements in [13] is shown in Figure 3 (left). The IDT is placed at \( x_1 = 0 \) aligned with the top wall of the biochip. Since the width of the IDT is 6mm, we set \( \Gamma_{\text{in}} = \{0\} \times (9.4, 10) \text{ mm}^2 \). The function \( u \) describing the SAW excitation on \( \Gamma_{\text{in}} \) is chosen according to

\[
\begin{align*}
    u_1(t, x_1) &= 0.6 \epsilon \sin(2\pi(-\hat{k}x_1 + ft)), \\
    u_2(t, x_1) &= -\epsilon \cos(2\pi(-\hat{k}x_1 + ft)),
\end{align*}
\]

where the constants are the same as in Subsection 4.1. We further choose \( \Gamma_{\text{out}} = \{10\} \times (0,1) \text{ mm}^2 \) which ensures the uniqueness of the pressure for the acoustic streaming subproblem. On \( \Gamma_{\text{lat}} = \partial \Omega \setminus (\Gamma_{\text{in}} \cup \Gamma_{\text{out}}) \), the velocity is set to be zero. The geometry and the IDT specifications are exactly the same as in the experimental measurements performed in [13].

As a first task, we solve the acoustic subproblem (34). We iterate from \( t = 0 \) to \( t_{\text{end}} = 1.0 \mu s \) with time step \( \tau_1 = 0.1 \). Figure 3 (right) shows the computed pressure at \( t_{\text{end}} \) which is in excellent agreement with the measurements in [13]. The solution \( (v_1, p_1) \) is used to generate the right-hand side and the boundary data for the acoustic streaming subsystem (35) which is solved from \( t = 0 \) to \( t_f = 0.1 \text{ ms} \).

The second task is to apply BTMR to the subsystem (35) observing the vorticity output in some part of the domain. More specifically consider that
the output is the mean of the integral of the curl of the velocity

\[ z(t) = \int_{\Omega_{\text{obs}}} \nabla \times v_2 \, dx \quad , \quad \Omega_{\text{obs}} = (1.5, 2.5) \times (9, 10) \text{ mm}^2 \]  

(36)

in some part \( \Omega_{\text{obs}} \) of the domain. The semidiscretization of this problem described in Section 3.1 leads to a system (16), where the inputs \( u \) in (16a) correspond to the inputs \( u \) in (35c) and the outputs \( z \) in (16c) correspond to (36). This is a simulation problem and BTMR as described in [19] can be applied directly. No domain decomposition or optimization is involved yet. The purpose of this numerical example is to explore the potential of BTMR for the shape optimization problem.

<table>
<thead>
<tr>
<th>grid</th>
<th>( N_v )</th>
<th>( N_p )</th>
<th>( N_{\hat{v}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7770</td>
<td>1223</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>11334</td>
<td>1716</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>32818</td>
<td>4617</td>
<td>31</td>
</tr>
<tr>
<td>4</td>
<td>132506</td>
<td>17607</td>
<td>35</td>
</tr>
</tbody>
</table>

Figure 4: Left: The largest Hankel singular values and the threshold \( 10^{-12}\sigma_1 \) for the fine grid problem. Right: The degrees of freedom \( N_v, N_p \) for the velocity and the pressure in the full order model and the degrees of freedom \( N_{\hat{v}} \) for velocity in the reduced order model for four different grids.

We apply BTMR to semidiscretizations of (35) on several grids, where 1 refers to the coarsest grid and 4 refers to the finest grid. Figure 4 shows the largest Hankel singular values for problem on the finest grid. We note that the computed velocity obtained from the full order model on the finest mesh is of the order \( 10^{-4}\text{m/s} \) which is the same as obtained in the experimental results in [13]. For BTMR, we truncate the Hankel singular values by selecting the smallest index \( k \) for which \( \sigma_{k+1} < 10^{-12}\sigma_1 \). The threshold \( 10^{-12}\sigma_1 \) is indicated by the solid line in Figure 4 (left). The truncation level \( 10^{-12}\sigma_1 \) is small compared to what one usually sees in the literature for BTMR. This truncation level is motivated by the shape optimization problem discussed
in the next subsection and by the scaling of the problem. In this section a coarser level could have been used, but we chose $10^{-12} \sigma_1$ to be comparable with the results in the next subsection.

The table on the right in Figure 4 shows the numbers $N_v$ and $N_p$ of velocity and pressure degrees of freedom (dof) for the full order models generated with the four different grids. The same table also shows the velocity degrees of freedom $N_{\hat{v}}$ in the reduced order model (23). In particular, we see that BTMR is very effective and dramatically reduced the size of the system.

To illustrate the BTMR error bound (25a) we show the time domain response of the output $z$ for the full order model and $\hat{z}$ for the reduced order model in Figure 5. As predicted by the theory, the reduced order model approximates the full order model very accurately.

![Time Domain Response](image)

Figure 5: Time response for the full (circles) and for the reduced order model (solid line).

4.3. *DDBTMR applied to shape optimization of capillary barriers*

We consider fluid flow described by subsystem (35) in a network of microchannels and reservoirs on top of a microfluidic biochip with capillary barriers between the channels and the reservoirs that are designed to guarantee a precise filling of the reservoirs with the DNA or protein probes. The objective is twofold: Firstly, we want to design the capillary barriers in such a way that a desired velocity profile $\mathbf{v}^d$ is attained, and secondly, we want to minimize the vorticity $\nabla \times \mathbf{v}$ in some specific part of the network.

The computational domain $\Omega \subset \mathbb{R}^2$ is displayed in Figure 6. It is decomposed into subdomains $\Omega_1 = \Omega \setminus \Omega_2$, and $\Omega_2 = (1.5, 2.5) \times (9, 10)$ mm$^2$. The
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Figure 6: The reference domain $\Omega_{\text{ref}}$ (left, in [m]) and the optimal domain (right, in [m]).

boundary $\partial \Omega$ is split into $\Gamma_{\text{in}} = \{0\} \times (9.4, 10), \Gamma_{\text{out}} = \{10\} \times (0, 1)$ mm$^2$, and $\Gamma_{\text{lat}} = \partial \Omega \setminus (\Gamma_{\text{in}} \cup \Gamma_{\text{out}})$. We assume that an IDT of width 6mm is placed at $\Gamma_{\text{in}}$ and that the input velocity profile $(u_1, u_2)$ is the same as in Subsection 4.2. The forces $(f_v, f_p)$ in $\Omega \times (0, T)$ are computed by solving the acoustic subproblem (34) for $0 = t_0 \leq t \leq t_{\text{end}} = 1\mu s$ with step size $\tau_1 = 0.1$ and is equal to the right hand side in (35a-b). We further choose a constant velocity profile $v_{\text{in}}(x_1, x_2)$ on $\Gamma_{\text{in}} \times (0, T)$ as given by (35c), outflow boundary conditions on $\Gamma_{\text{out}} \times (0, T)$, and no-slip conditions on $\Gamma_{\text{lat}} \times (0, T)$. The objective is to design the shape of the top $\Gamma_{2,T}$ and the bottom $\Gamma_{2,B}$ of $\partial \Omega_2$ in such a way that a prescribed velocity profile $v_d$ is achieved in $\Omega_2 \times (0, T)$ and that the vorticity is minimized in $\Omega_{\text{obs}}$ (two bulb shaped structures associated with the lower reservoir in Figure 6). The subdomain $\Omega_2$ is parameterized by representing the top and bottom boundary by Bézier curves with $d_T$ and $d_B$ control points, respectively. This leads to a parametrization $\Omega_2(\theta)$ of $\Omega_2$ with parameters $\theta \in \mathbb{R}^{d_T + d_B}$. We use $d_T = d_B = 6$.

The shape optimization problem amounts to the minimization of

$$J(\theta) = \int_0^{t_{\text{end}}} \int_{\Omega_{\text{obs}}} |\nabla \times v(x, t)|^2 dx dt + \int_0^{t_{\text{end}}} \int_{\Omega_2(\theta)} |v(x, t) - v^d(x, t)|^2 dx dt$$

subject to subsystem (35) and design parameter constraints

$$\theta_{\text{min}} \leq \theta \leq \theta_{\text{max}},$$
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where \( t_{\text{end}} = 0.1 \text{ms} \). The bounds \( \theta_{\text{min}}, \theta_{\text{max}} \) on the design parameters are chosen such that the design constraints are never active in this example. The optimal domain \( \Omega(\theta^*) \) is shown in Figure 6.

We consider a geometrically conforming simplicial triangulation \( T_h(\Omega) \) of \( \Omega \) that aligns with the decomposition into the subdomains \( \Omega_1 \) and \( \Omega_2 \) as well as the respective boundaries. The semidiscretization in space is performed as described in Subsections 3.1 and 3.3. Let \( N_{v1}, N_{v2}, N_{v\Gamma} \) be the number of velocity degrees of freedom in the subdomains \( \Omega_1 \setminus \Gamma, \Omega_2 \setminus \Gamma \) and in \( \Gamma \), respectively, and set \( N_v = N_{v1} + N_{v2} + N_{v\Gamma} \). Similarly, let \( N_{p1}, N_{p2} \) be the number of pressure degrees of freedom in the subdomains \( \Omega_1, \Omega_2 \) and let \( N_p = N_{p1} + N_{p2} \) be the total number of pressure degrees of freedom.

We solve the semi-discretized optimization problems are solved using a projected BFGS method with Armijo line search [20]. The optimization algorithm is terminated when the norm of the projected gradient is less than \( \epsilon = 2 \cdot 10^{-8} \). We use automatic differentiation [17, 26] to compute the derivatives with respect to the design variables \( \theta \).

![Hankel singular values](image)

**Figure 7:** Left: The largest Hankel singular values computed for the fine grid problem and the threshold \( 10^{-12} \sigma_1 \). Right: The number of \( m \) of observations, the numbers \( N_{v1}, N_v \) of velocity degrees of freedom in subdomain \( \Omega_1 \) and in \( \Omega \), respectively, for the full order model, and the number \( N_{v1}, N_v \) of velocity degrees of freedom in subdomain \( \Omega_1 \) and in \( \Omega \), respectively, for the reduced order model.

As before, the BTMR of the optimality subsystem is computed using the approach described in [19]. For BTMR, we truncate the Hankel singular values by selecting the smallest index \( k \) for which \( \sigma_{k+1} < 10^{-12} \sigma_1 \). We apply DDBTMR to semidiscretizations generated using four grids. Figure 7 shows the largest Hankel singular values computed for the fine grid problem. The
threshold $10^{-12} \sigma_1$ is indicated by the solid line in Figure 7 (left). The table in Figure 7 shows the sizes $N^{(1)}_v, N_v$ of the full order models on the four grids as well as the sizes $N^{(1)}_{\hat{v}}, N_{\hat{v}}$ of the reduced order models in subdomain $\Omega_1$ and in $\Omega$. Note that we apply BTMR only on subdomain $\Omega_1$. For the fine grid, BTMR reduced the size of the $\Omega_1$ subproblem from $N^{(1)}_v = 48324$ to $N^{(1)}_{\hat{v}} = 766$. The velocity degrees of freedom in $\Omega_2 \cup \Gamma$ are not reduced. On the fine grid these are $N^{(2)}_v + N^\Gamma_v = 914$. Therefore, the reduced order problem has $N_{\hat{v}} = 914 + 766 = 1680$ degrees of freedom.

We notice that the reduction by BTMR is not as large as the one reported for the simulation problem in the previous subsection. There are two reasons for this. One reason is that in the simulation problem reported in the previous subsection we had only one observation. Now the observations are determined by the semidiscretization of $\nabla \times v(x, t), \ x \in \Omega_{\text{obs}}$. See (37). Thus the number $m$ of observations is determined by the degrees of freedom in $\Omega_{\text{obs}}$. The second reason is that the subsystem corresponding to $\Omega_1$ involves auxiliary inputs and outputs that are determined by the interface conditions between subdomains 1 and 2. Thus, the number of inputs and outputs for the subsystem corresponding to $\Omega_1$ is larger than they were in the example problem discussed in the previous subsection. Therefore, the reduction achieved by BTMR on the $\Omega_1$ subsystem is less. Of course, since the $\Omega_2(\theta)$ subsystem is not reduced, this problem size will also determine the size of the coupled reduced order problem, indicated by $N_{\hat{v}}$.

The constant $C$ in the estimate (33) for the error between the optimal design parameters computed by the full and the reduced order problems, respectively, depends on quantities like $\alpha$ in Theorem 3(ii), derivatives of $A(\theta)$ with respect to $\theta$, etc., which in turn depend on the application data given in Table 1. Numerical experiments indicate that for the current scaling of the problem, the constant $C$ in the estimate (33) is large. Therefore, we require a rather small truncation level of $\sigma_{k+1} < 10^{-12} \sigma_1$ for the Hankel singular values.

The optimal shape parameters $\theta^*$ and $\hat{\theta}^*$ computed by minimizing the full and the reduced order model, respectively, are shown in Table 2. For the finest grid, the error between the full and the reduced order model solutions is $\|\theta^* - \hat{\theta}^*\| = 3.9165 \cdot 10^{-5}$. 
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Table 2: Optimal shape parameters $\theta^*$ and $\hat{\theta}^*$ computed by minimizing the full and the reduced order model.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\theta}^*$</td>
<td>(9.8694, 9.7374, 9.7525, 9.8628, 9.1498, 9.2044, 9.1895, 9.1204)×10^{-3}</td>
</tr>
</tbody>
</table>
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