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ABSTRACT
The increasing capabilities of chatbots will become more and more
important in the near future. In this paper, we introduce a con-
versational system which connects a chatbot with a mainstream
messaging service in a multi-user scenario. While there are already
numerous options for single-user bots, ready-to-use systems for
multiple users and group chats are scarce. This work thus aims to
get insight into how such a group chatbot should behave during a
multi-turn conversation. For this, we implemented and evaluated
four different moderation strategies in an everyday use-case: the
planning and negotiation of a joint appointment. In our subsequent
user study with 40 participants, we investigated how the different
strategies were perceived and what influence they had on the accep-
tance, usability and efficiency of the system. Our evaluation results
show that users’ perceptions of innovation and inventiveness of
the bot were influenced by the moderation strategies.
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1 INTRODUCTION
It is hard to imagine life today without the use of messaging ap-
plications on smartphones. An entire range of such services are
available for different platforms, most notablyWhatsApp, Facebook
Messenger, Signal, and Telegram1. With a total of roughly 3 billion
users already, the numbers are expected to rise to 3.5 billion users
in the next 3 years [8]. As a result, even a substantial proportion of
non-technological affine people have learned to exchange messages
either in private or in group chats. Being originally developed for
human-human interaction, some of these apps already allow users
to communicate with conversational agents.

Especially the times of the Corona pandemic and its concomitant
social distancing and teleworking have shown that it is elementary
for teams to be able to collaborate without face-to-face contact.
Although users are accustomed to group chats, it is still uncommon
to have a conversational agent as a partner in that group. While
there are a large and growing number of chatbots designed to
interact with a single user, research also needs to address the issue
and challenges of group conversations. Thus, this work presents an
approach towards assisting an appointment negotiation in a multi-
user setting through intelligent support by a chatbot. According to
McTear [6], reasons for relying on chatbots may be a low barrier
to entry for users and a more intuitive way of interaction with
services, resources, and data. Group chatbots could lead to a new
way of conversation with virtual systems and make communication
easier, faster, and more efficient.

To explore how such a conversational group agent should par-
ticipate in or lead a discussion, we implemented and evaluated four
different strategies for the system’s moderating behaviour in a real-
istic scenario. Here, different patterns were employed to determine
how and when the chatbot is supposed to engage in the discus-
sion with group partners. For this, we implemented a Dialogue
System (DS) which is directly connectable with the messaging ser-
vice Telegram. We carried out a user study with 40 participants to
observe how users perceived the different moderation behaviour
during the experiment and to identify the strategy that was rated
best in terms of acceptance, usability and efficiency.

The results showed that the behaviour and engagement of the
system indeed have an impact on the users’ perception of innova-
tion and inventiveness of the conversational assistant. This paper
is structured as follows: After discussing related work in the next
1https://telegram.org/
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section, we present and briefly describe our experimental design in
Section 3. Subsequently, we show the results of our user evaluation.
Finally, we come to a conclusion in Section 5.

2 RELATEDWORK
In recent years, research on chatbots has gained a boost in attention.
Some of these systems, in the recent past for example [1, 3], aim
to develop a conversational agent that is able to communicate
almost like a human being. In contrast, we examine another type
of chatbots in our work: a system that supports its users during a
goal-directed conversation. For example, the chatbots presented in
[2, 10] are able to respond to frequently asked questions or common
problems in a special campus environment. However, like the vast
majority of published chatbots, they are designed for conversations
with a single user. Since it seems impractical to directly transfer
single-user chatbot and their conceptual behaviour to a multi-user
setting, such systems are not considered further in this paper.

An approach to multi-user chatbots is described in [5], where
the authors implemented a goal-directed group chatbot. For our
work, we also intend to incorporate a motivational element into
system behaviour. Given that we want users to interact with our
system in the most natural and realistic way possible, we refrain
from imposing a general time limit for our experiments. The multi-
user chatbot developed by [11] is designed to schedule tasks in
a collaborative team. However, users have no direct contact with
each other, as they only experience a one-shot interaction with
the bot. Contrarily, our system extends the scheduling service to
multi-turn conversations between a mixed human-machine team.

Furthermore, we conducted an analysis of group chat corpora
for this work. The work of Seufert et al. [9] presents a related
analysis of text messages with a focus on WhatsApp group chats.
For our system, it has proven useful to know how and what users
normally write in order to adapt the language model and the DS to
it. As a consequence, we were able to determine a variety of terms,
abbreviations, emojis and other things that are intermittently used
in group chats. The actual realisation of our system is described in
the next section.

3 EXPERIMENTAL DESIGN
This section presents the architecture of our system and the concept
of our domain. We implemented all modules in Python and SQL.

3.1 System Design
For our user interface, a messaging application had to be selected
to enable users to interact with the chatbot using text. As men-
tioned earlier, we decided for the messaging service Telegram. The
Telegram framework allows to easily create and operate a new
bot via an API. For our DS, we opted to implement the chatbot
using the free and open-source Rasa framework2. It features com-
ponents for Natural Language Understanding (NLU) and Dialogue
Management. Within the scope of related work, we could not find
any published configuration data for the intended domain in a
multi-user scenario. Consequently, it was necessary to implement
both components completely by ourselves. In addition, several Rasa
classes and concepts had to be adapted, as they were not designed
2https://rasa.com

for an interaction with multiple users. The interaction strategies
were implemented using statistical methods like the Transformer
Embedding Dialogue policy [12]. In exceptional cases where this
was not possible due to a lack of training data, a decision tree was
used. Since our approach does not require any special hardware or
software, we hosted the two modules on a virtual machine running
on an Apache2 server in a cloud-based setup. Fig. 1 illustrates the
overall system architecture.

Figure 1: Architecture of the overall system.

3.2 Domain Design
We opted for a simple but common task for groups as our domain:
negotiating an appointment. Users are given the task of agreeing on
a day, a time, and a meeting point within the next week. They are
provided with a specially prepared Google calendar, which already
contains a series of appointments, but also holds some unoccupied
time slots. Initially, the users are assigned to a group chat together
with the bot, and they are told that the system is able to assist them
in their negotiation. The users are able to propose specific dates
for a meeting. If a proposed date is already blocked for at least
one person, the chatbot informs about the scheduling conflict and
concurrently suggests a potential time slot. If a user rejects this slot,
the system automatically marks it as inadmissible in the calendar. If
a team partner does not agree with the time, they have the option to
ask the bot for a suggestion for an earlier or later time slot. Unless
explicitly requested otherwise, a standard duration of one hour per
appointment will be assumed. After agreeing on a time slot, users
have to discuss the location of their meeting. For this, the bot is
able to offer several suggestions (e.g. gym or restaurant). If one
or more users have not written anything for a while, the chatbot
will start to motivate them to rejoin the discussion. Once all details
have been settled, the appointment is saved in the users’ respective
calendars. Subsequently, it is possible to schedule another meeting.

An exemplary conversation with could look like this:

U1: “Hi, how are you?"
U2: “Hey, thanks I am fine. How about you?"
U1: “I am fine too :) Would you like to meet on Thursday, let’s

say 2 pm."
S: “I am sorry, but one of you is already scheduled in another

event on Thursday at 2 pm. Alternatively, all team partners
would be available on Thursday at 10 am."
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U2: “Hmm, I’m okay with it."
U1: “Is it possible to meet later?"
S: “Alternatively, all team partners would be available on Thurs-

day at 5 pm."
U1: “That’s fine."
U2: “Sure!"
S: “I saved the date and time that suits you: Thursday at 5 pm.

Where do you want to meet?"
U2: “I would like to meet at the gym."
U2: “I am already looking forward to Thursday :)"
S: “Please wait, your colleague has to agree to the location."

U1: “I agree to the gym."
S: “I saved the location: gym. The appointment is now added

to your calendars. Have a great time at your meeting."

The above functionalities are available independently of the
applied moderation strategy, but the way the system intervenes
in the negotiation process changes. The differences are described
below.

3.3 Moderation Strategies
Four different moderation strategies for dialogue management were
designed and implemented in our system. The strategies differ in the
way the system interacts during the moderation of the negotiation
between the users.

(1) Baseline This strategy can be considered as baseline sys-
tem behaviour. Here, if users have a request, they have to
explicitly ask for support. This means that the bot will not
start interacting with users until someone writes “Help.” or
something similar.

(2) NotificationThis behaviour triggers a system reactionwhen
any user specifies a date or time. The response is the indi-
cation if all users are available at this time or if a person is
already occupied. However, the system does not mention
which user is busy, nor does it give further information. The
bot periodically attempts to obtain the date, time, and pre-
ferred location of users, if not already set.

(3) Private Negotiation Originally, the Private Negotiation
strategy behaves similar to the previous one. Nevertheless,
there is an additional function in the case of a scheduling
conflict. If a user proposes a certain time and only one of the
others already has another appointment there, the bot is able
to text a user individually. For this, the system will create
a new private chat to the respective person and ask if the
event at that time slot should be moved. If the person agrees,
the system will shift the dates in the calendar and inform
the group that the proposed time slot is available for all users.

(4) Group Negotiation As a more persistent version than the
Private Negotiation strategy, this behaviour also attempts to
resolve a scheduling conflict. If a user is already busy on a
suggested time slot, the system posts directly to the group
chat that this person is not available and asks if the person
would agree to reschedule the event. To avoid confusion, the

name of the concerned person will be mentioned in the mes-
sage. By doing so, we assume that this will put more pressure
on users to agree to the rescheduling and to participate in
the discussion.

For all strategies, we have implemented a fallback action in case
there is a misunderstanding or the user input could not be cat-
egorised. The bot then reported that it failed to understand the
user and requests a repetition or rephrasing. If users started to talk
about off-topic areas, an out-of-scope message was sent reminding
them to stay on task. The evaluation procedure and its results are
presented in the next section.

4 EVALUATION AND RESULTS
Following the development of the four moderation strategies, the
strategies were evaluated as independent variables in a user study.
As we aimed to investigate the robustness and effects of the conver-
sational behaviour in this work, we decided on a team size of two.
This limitation was necessary in order to exclude major influence
of group dynamics. However, the basic architecture of our system
would enable the chatbot to interact with more than two users.
The participants received instructions on how to communicate
with the bot. They were also introduced to their Google calendars
and explained how to schedule an appointment with respect to
other events in their diary. Following the design of the moderation
strategies, the bot supported them in finding a suitable time slot.

We recruited 40 participants (45 % female) with an average age
of 25.6 (SD = 8.5). The participants we invited were partly students,
but also external candidates with various professional backgrounds
to avoid potential bias in the evaluations. Subsequently, we formed
teams of two and distributed them evenly among the study con-
ditions. Participation was rewarded with 10€ and the duration of
the experiment was about one hour. The study was carried out as a
between-subject design. However, the short time span of a single
appointment negotiation allows the assumption that the carry-over
effect is negligible. To obtain additional data, all teams randomly ex-
perienced two moderation strategies during their experiment. Since
we manually added participants to the Telegram chat groups, we
were able to ensure that all study conditions had the same number
of teams assigned and that the sequence of conditions was bal-
anced. A declaration of consent was obtained from all participants
before the study was initiated. In this process, participants were
informed about information privacy and further use of their data
in the evaluation.

The questionnaire was structured in three parts. The first part
was conducted prior to the experiment, the second after the in-
teraction with the first system, and the identical third part after
the interaction with the second system. All variables were mea-
sured with items from validated scales, such as the standardised
questionnaires AttrakDiff [4] and MeCue [7]. Items were rated on
a 7-point Likert scale, with 1 being the lowest and 7 the highest
score. The first part of the questionnaire inquired user characteris-
tics, personal experience with electronic devices, and chatbots in
order to identify and measure possible confounding variables. We
assume that participants who have a personal aversion to technical
devices will not give an unbiased assessment. Since we obtained
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the subjects’ technological affinity, it was possible to check for con-
founding group differences. Two participants from different teams
had to be excluded from further analysis since they were identi-
fied as statistical outliers. The remaining evaluation was therefore
carried out with 38 participants.

After the data had been cleaned, we tested for statistical signifi-
cance between the study groups. The Shapiro–Wilk test showed that
almost all emotions and factors are normal distributed (p ≫ 0.05).
The Levene’s test indicated that the homogeneity of variances can
be assumed (p ≫ 0.05). However, the one-way-ANOVA could not
identify significant differences between the study groups.

The reliability was calculated using Cronbach’s alpha for the At-
trakDiff andMeCue scales. It was validated with a Cronbach’s alpha
of 0.86 for 19 items (AttrakDiff) and 0.80 for 24 items (MeCue). Since
the Hedonic quality (HQ) shows the stimulation of the user and how
much a user identifies themselves with the chatbots, we found differ-
ences in the ratings between the study conditions: Baseline strategy
(µ = 4.36,σ = 0.7), Notification strategy (µ = 4.38,σ = 0.7), Private
Negotiation strategy (µ = 4.83,σ = 0.54), and Group Negotiation
strategy (µ = 4.24,σ = 0.68). In general, the MeCue evaluation
showed that users rated the bots as useful and user-friendly. For
these scales, the statistical values are as follows: Baseline strategy
(µ = 4.1,σ = 2.31), Notification strategy (µ = 4.45,σ = 1.73),
Private Negotiation strategy (µ = 5.13,σ = 1.78), and Group Ne-
gotiation strategy (µ = 4.31,σ = 1.95). Again, it can be observed
that the Private Negotiation strategy was rated the best on average.
Being contacted by the system in a private chat to reschedule an
appointment seems to have been positively perceived, as it is a less
intrusive pattern.

Moreover, we had the participants assess the cognitive load
to determine how hard it was for them to follow the task. The
Cronbach’s alpha was calculated to be an acceptable 0.71 for 8 items.
However, the cognitive load of all systems was rated neutral with no
significant differences between the study groups (µ = 3.5,σ = 0.79).
There were also some notable trends related to multi-user specific
questions. Users felt that the chatbot treated them equally and fairly
in all systems (µ = 6.1,σ = 1.4). Additionally, the suggestions of
the bot were perceived as helpful for the users’ decision making
(µ = 5.3,σ = 1.4). Acceptance and efficiency thus were rated highly
independently of the applied moderation strategy.

5 CONCLUSION AND DISCUSSION
This work presented the implementation and evaluation of four
different moderation strategies for a multi-user chatbot. The result-
ing conversational system was able to participate in a multi-turn
group interaction and proved easy to use and robust in a subsequent
experiment with two users. We conducted a user study with 40
participants grouped into 20 teams and carried out a quantitative
assessment of the perceived acceptance, usability and efficiency
of the system. The contribution of this paper is the examination
of different moderation strategies under realistic study conditions.
Although it was not possible to determine significant differences
between the respective strategies, the overall rating of the bots
indicated a high level of acceptance among users and a low error
rate during interaction, which can be considered high efficiency.
The results also showed interesting tendencies, as the assessment

of the usefulness correlates highly with the overall rating of the
bot. Moreover, participants commented that the system engaged
constructively and fairly in the negotiation process. Compared to
the baseline strategy, the three remaining moderation strategies led
to higher usability ratings. However, users felt less pressured if the
suggestions of the chatbot were communicated in a private chat
rather than in the group chat. This preference should be consid-
ered when designing future group chat strategies, especially since
this behaviour also made the conversational assistant appear more
intelligent.

Besides, the conversation data were stored in a repository in
form of an SQLite database. Our study consequently generated a
dataset of a goal-oriented group chat moderated by a chatbot with
approximately 2100 exchanges between users and system. This
set may help in the further development of chatbots. However,
the experiments suggest that additional group members would be
beneficial to point out statistical significance. We therefore intend
to conduct further studies in the near future where we extent the
experiments to a team size of more than two users.
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