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ABSTRACT

The ACM Multimedia 2023 Computational Paralinguistics Chal-
lenge addresses two different problems for the first time in a re-
search competition under well-defined conditions: In the Emotion
Share Sub-Challenge, a regression on speech has to be made; and in
the Requests Sub-Challenges, requests and complaints need to be de-
tected. We describe the Sub-Challenges, baseline feature extraction,
and classifiers based on the ‘usual’ ComParE features, the auDeep
toolkit, and deep feature extraction from pre-trained CNNs using
the DeepSpectrum toolkit; in addition, wav2vec2 models are used.

CCS CONCEPTS

• Information systems → Multimedia and multimodal re-

trieval; •Computingmethodologies→Artificial intelligence.
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1 INTRODUCTION

In this ACM Multimedia 2023 COMputational PARalinguistics
challengE (ComParE) – the 15th since 2009 [22, 23], we address
two new problems within the field of Computational Paralinguistics
[21] in a challenge setting:

1.1 Emotion Share Sub-Challenge

As the ComParE challenge has been making efforts to address for
the past decade [23], the lack of data in the domain of emotion
modelling continues to be an issue for real-world development,
particularly with the rise of data-hungry deep learning methods [6].
To address this, for the Emotion Share Sub-Challenge, Hume
AI has provided the Hume-Prosody dataset. The Sub-Challenge
features a multi-label regression task. For each of the nine different
emotions, a proportion or ‘share’ has been assigned to the nine
emotions based on the proportion of raters that rated that emotion
for the ‘seed’ sample. For further details on the data collection
methodology, see [7] and Section 2.1.

1.2 Requests Sub-Challenge

The interaction between an organisation and its customers (Cus-
tomer Relationship Management CRM) [5] takes often place within
a call centre [28], e. g., via a phone call. Speech analysis [13, 20]
helps to model this interaction and the interest of the users as well
as to pinpoint problems. In the Requests Sub-Challenge, we are
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interested in two tasks related to CRM: the classification of cus-
tomer Requests and Complaints. Data and annotations have been
provided by STIH Laboratory, Sorbonne University.

1.3 Tasks

For these two challenges, either a target class has to be predicted
(for Request and Complaints), or a correlation measure has to be
computed (for Emotion Share). Contributors can employ their own
features and machine learning (ML) algorithms; standard feature
sets and procedures are provided. Participants have to use the
pre-defined partitions for each Sub-Challenge. They may report
results that they obtain from the Train(ing)/Dev(elopment) set
but have only five trials to upload their results on the Test set per
Sub-Challenge, whose labels are unknown to them. Each partic-
ipation must be accompanied by a paper presenting the results,
which undergoes peer-review. The organisers preserve the right to
re-evaluate the findings, but will not participate in the Challenge.
As evaluation measure, we employ the Unweighted Average Re-

call (UAR) for the Requests Sub-Challenges as used since the first
Challenge from 2009 [22, 23]; it is more adequate for (unbalanced)
multi-class classifications than Weighted Average Recall (i. e., accu-
racy) [19, 21]. For the Emotion-Share Sub-Challenge, Spearman’s
𝜌 [27] is used as most adequate measure for such ranking values.
Ethical approval for the studies has been obtained.

2 THE TWO SUB-CHALLENGES

2.1 Emotion Share – The Hume-Prosody

Corpus HP-C

The basis for the dataset is more than 5,000 ‘seed’ samples. Seeds
consist of various emotional expressions (e. g., ‘Tal vez, sea ver-
dad’), which were gathered from openly available datasets includ-
ing MELD [18] and VENEC [10, 15, 16]. The seeds are a mixture
of ‘same’ and ‘different’ sentences – e. g., more than 500 instances
of ‘Let me tell you something’ [15], where the functional load of
prosody is high, and ‘different’ sentences (each of them with differ-
ent words and semantics), where the functional load of prosody is
lower.

The seed samples were mimicked by speakers recruited via Ama-
zon Mechanical Turk [9]. The Sub-Challenge subset consists of
51,881 ‘mimic’ samples (total of 41:48:55 h of data, mean 2.9 s., range
1.2 – 7.98 s) from 1,004 speakers aged from 20 to 66 years old. It was
gathered in 3 countries with broadly differing cultures: the United
States, South Africa, and Venezuela. For data processing, files below
1 s and above 8 s were excluded. The data were recorded at home
via the speakers’ microphones. The full Hume-Prosody dataset con-
sists of 48 dimensions of emotional expression and is based on the
semantic-space model for emotion [8]. For this Sub-Challenge, nine
emotional classes have been selected due to their more balanced
distribution across the valence-arousal space: ‘Anger’, ‘Boredom’,
‘Calmness’, ‘Concentration’, ‘Determination’, ‘Excitement’, ‘Inter-
est’, ‘Sadness’, and ‘Tiredness’.

Each seed sample was rated by the individual that imitated it
using a ‘select-all-that-apply’ method [9]. Seeds were assigned
a mean of 2.03 emotions per rater (max: 7.11, min: 1.00), with a
standard deviation of 1.33 emotions. The proportion of times a
given seed sample was rated with each emotion was then applied

to all mimics of that seed sample. This results in the share per
emotion assigned by the speakers. For the Sub-Challenge baseline,
the labels have been scaled to a maximum of 1 by dividing by the
maximum emotion value per sample across the nine emotions.

2.2 Requests – The HealthCall30 Corpus HC-C:

Complaints and Requests

This is a subset (audio-only) of the HealthCall30 corpus, provided
by Montacié and colleagues [14]. It is based on real audio interac-
tions between call centre agents and customers who call to solve a
problem or to request information. This corpus is designed to study
natural spoken conversations and to predict Customer Relation-
ship Management (CRM) annotations made by human agents from
various vocal interaction, audio, and linguistic features. The corpus
consists of 13,409 chunks of spoken conversations, each lasting 30
seconds. Two different classifications of these conversations were
performed by annotators, based on CRM annotations: the presence
of customer complaints (Complaint – “yes” or “no” ) and the type of
customer request (Request) – either concerning membership issues
(affil) or a process (presta), e. g., a reimbursement. Each conversa-
tion was recorded on two separate and distinct audio channels; the
first channel corresponds to the customer’s audio, and the second
corresponds to the agent’s audio. More information can be found
in [14]. For the challenge, we provide both the raw dual channel
audio files, as well as the normalised mono-conversions, as utilised
for feature extraction and wav2vec2 training in the baseline.

3 EXPERIMENTS AND RESULTS

Table 1 shows the number of data for Train, Dev, and Test for the
different corpora.

3.1 Approaches

This year, we evaluate four baseline systems. Of those, three consist
of a distinct feature extraction step followed by a linear Support
Vector Machine (SVM) while the last system employes a pre-trained
wav2vec2 model, taking raw audio as input. For a comprehensive
view of the chosen hyperparameters, the reader is referred to the
official baseline repository.

3.1.1 ComParE Acoustic Feature Set: The official baseline fea-
ture set from openSMILE is the same as has been used in previous
editions of the ComParE challenges, starting from 2013 [11, 24].

3.1.2 DeepSpectrum: This toolkit1 is applied to obtain deep rep-
resentations from the input audio data utilising image pre-trained
Convolutional Neural Networks (CNNs) [1, 3]. has been used in
previous challenges [25, 26] and is described in [3]. The efficacy
of DeepSpectrum features have been demonstrated for speech
and audio recognition tasks [4]. For this iteration of the challenge,
we utilise DenseNet169 to extract features from Mel-spectrograms
with 128 bands.

3.1.3 auDeep: This toolkit2 is obtained through unsupervised
representation learning with recurrent sequence-to-sequence au-
toencoders [2, 12]. We choose a two-layer architecture utilising

1https://github.com/DeepSpectrum/DeepSpectrum
2https://github.com/auDeep/auDeep

https://github.com/DeepSpectrum/DeepSpectrum
https://github.com/auDeep/auDeep
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Table 1: Summary of the databases presented per Sub-Challenge. Number of instances per class in the Train/Dev/Test splits.

Test split distributions for HC-C Requests and HC-C Complaints are blinded during the ongoing challenge.

HC-C Requests: classification task (#) HC-C Complaints: classification task (#) HP-C: regression task

Class Train Dev Test Σ Class Train Dev Test Σ Train Dev Test Σ

affil 3,690 1,552 —– —– Yes 2,522 1,131 —– —– sample no. 30,133 12,241 9,507 51,881
presta 3,132 1,532 —– —– No 4,300 1,953 —– —– speaker no. 600 202 202 1,004

Σ 6,822 3,084 3,503 13,409 Σ 6,822 3,084 3,503 13,409 gender (f:m) 379:221 117:85 141:61 637:367

Table 2: Results for the Sub-Challenges. The official best results for Test yielding the official baselines are highlighted (bold

and greyscale); there are no official baselines for Dev. UAR: Unweighted Average Recall. CI on Test: Confidence Intervals on

Test, see explanation in the text.

[UAR %] HC-C Request HC-C Complaint HP-C [𝜌]

Approach Dev Test CI on Test Dev Test CI on Test Dev Test CI on Test

wav2vec2 65.1 67.2 65.7 – 68.7 50.9 52.2 50.7 – 53.7 .500 .514 .499 – .529
auDeep 54.9 52.4 50.7 – 54.0 50.9 50.9 49.0 – 52.7 .347 .357 .341 – .374
DeepSpectrum 58.2 55.6 54.0 – 57.2 49.6 51.7 50.1 – 53.4 .335 .331 .313 – .349
ComParE 60.9 58.8 57.2 – 60.5 51.8 52.9 51.2 – 54.7 .359 .365 .347 – .382

Late Fusion 60.5 59.5 57.8 – 61.2 51.2 51.8 50.1 – 53.5 .470 .476 .461 – .492

Gated Recurrent Unit (GRU) cells with 256 hidden units and a latent
feature size of 1024 and train it for 64 epochs on Mel-spectrograms
with 128 Mel-bands. Four variants of this autoencoder are trained,
each clipping out low amplitudes from the input signals below -
30 dB, -45 dB, -60 dB and -75 dB, respectively. The final features are
obtained by concatenating the hidden representations of these four
autoencoders.

3.1.4 SVM: We train and evaluate SVMs with linear kernels on
the three feature sets described above. The choice of feature nor-
malisation, either min-max scaling or normalisation to zero mean
and unit variance, is jointly optimised with the cost parameter 𝐶
of the SVM based on the performance on the Dev set. After this
optimisation, a final model is fit on the concatenated training and
Dev sets for evaluation on the Test partition.

3.1.5 Wav2Vec2: For HC-C Requests and HC-C Complaints, we
fine-tune a pre-trained Wav2Vec2 model for the challenge tasks on
the raw audio files. We obtain the weights for the XLSR pre-trained
model from huggingface hub 3. We freeze the convolutional feature
extractor and add final layers for classification to the output of
the Transformer encoder. The model is trained for a maximum of
15 epochs with a batch size of 64 and learning rate of 3𝑒−4. The
best model, measured by Unweighted Average Recall (UAR) on
the development set, is saved and restored for the final evaluation
on the test partition. For Emotion share, no fine-tuning for the
challenge tasks was done – instead, we use a model fine-tuned on
the MSP-Podcast [17] dataset4 to extract features; these are then fed
to an SVM following the same procedure as detailed in Section 3.1.4.

3https://huggingface.co/jonatasgrosman/wav2vec2-large-xlsr-53-english
4https://huggingface.co/audeering/wav2vec2-large-robust-12-ft-emotion-msp-dim
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Figure 1: Confusion matrices for (a) HC-C Re-

quests and (b) HC-C Complaints; the individual ap-

proach/hyperparameters performing best on Dev (without

fusion) are chosen; see Table 2. In the cells, percents of

‘classified as’ of the class displayed in the respective row are

given, also indicated by colour-scale: the darker, the higher.

Cases per class given in Table 1.

3.2 Challenge Baselines and Interpretation

We provide a branch on the official challenge repository5 for each
Sub-Challenge, which includes scripts allowing participants to fully
reproduce the baselines (including pre-processing, model training,
and model evaluation on Dev). For Requests and Complaints, the
5https://github.com/EIHW/ComParE2023

https://huggingface.co/jonatasgrosman/wav2vec2-large-xlsr-53-english
https://huggingface.co/audeering/wav2vec2-large-robust-12-ft-emotion-msp-dim
https://github.com/EIHW/ComParE2023
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(a) Anger, 𝜌 = .428
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Figure 2: Emotion Share; Scatterplots for each emotion; reference (‘true’) values on x-axis, predicted values on y-axes; green:

regression line; red: ‘perfect prediction’; random selection of data points for better visibility; emotions ordered by size of 𝜌;

for wav2vec2 on Dev, see Table 2.

95 % Confidence Intervals (CI) were computed by 1 000x bootstrap-
ping (random sampling with replacement) based on the same model
that was trained with Train and Dev, and UARs for Test. For Emo-
tion Share, the 95 % Confidence Intervals (CI) were also computed
the same way, with Spearmans’s correlation score for Test. (Note
that these CIs are too optimistic because we model single instances
which are, however, partly not independent because more than one
instance could have been produced by the same speaker.)

3.3 The Requests Sub-Challenge

Requests:We obtain the bestUAR=67.2 % on Test with wav2vec2,
see Table 2. Figure 1(a) shows, for the best Dev result given in
Table 2, that affil (requests concerning membership issues) can be
better modelled than presta (type of process). The reason might be
that affil provides less variance in linguistic content than presta,
where different types of processes have to be be modelled.
Complaints:We obtain the best UAR=52.9 % on Test with Com-
ParE, see Table 2. Figure 1(b) shows, for the best Dev result given
in Table 2, a rather balanced distribution. Yet, UAR is rather low
and not really different from chance level.

Overall baseline for the Requests Sub-Challenge is the combined
best UAR of Requests and Complaints: (67.2 + 52.9) / 2 = 60.1 %. Note
that our baselines are computed with only acoustic information –
concerning wav2vec2, only with the implicit linguistic information
entailed in this procedure. Thus, an additional processing of the
linguistic content might surely improve performance.

3.4 The Emotion Share Sub-Challenge

We achieve a best UAR on Test of 𝜌 = .514 for wav2vec2 which is
markedly better than the other three procedures, see Table 2. Note
that the data consist of ‘same’ and ‘different’ utterances. As we
mentioned above in Section 2, especially for the ‘different’ sentences,
where the emotional content might at least partly be conveyed

with words, the linguistic information entailed in wav2vec2 might
contribute to this difference.

Figure 2 displays scatterplots and regression lines for each emo-
tion, obtained for Dev with wav2vec2. We see that especially calm-
ness and determination are distributed over all reference values.
In contrast, especially the prototypical emotions (two of the big n)
anger and sadness – we can attribute excitement to these emotions
as well – are below 𝜌 = .50. This might be explained by the ex-
perimental design and the choice of samples which do not favour
such prototypical, rather extreme emotions, in contrast to less pro-
nounced ones. The skewed distribution might as well be responsible
for the slightly lower performance of the prototypical emotions.

4 CONCLUDING REMARKS

This year’s challenge is new by two new tasks, all of them highly
relevant for applications. We feature our ‘classic’ approaches Com-

ParE, auDeep , and DeepSpectrum, and introduce (fine-tuning
of)Wav2Vec2model as an additional baseline. For all computation
steps, scripts are provided that can, but need not be used by the
participants. We expect participants to obtain better performance
measures by employing novel (combinations of) procedures and
features, including such tailored to the particular tasks. For both
Sub-Challenges – maybe more for the Requests Sub-Challenge –
additional linguistic modelling might improve performance as well.
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