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ABSTRACT A fluid-independent ultrasonic approach for flow determination in microchannels in the harsh
environment of an ultra high pressure liquid chromatography (UHPLC) system is presented. Ultrasonic waves
in the fluid are excited by separate media surface acoustic waves (SAW) of Rayleigh-Wave type. The LiNbO3
SAW chip being equipped with interdigitated transducers for SAW excitation also marks the bottom of the
fluid channel and thus allows for very effective SAW coupling to the fluid. The channel ceiling acts as an
acoustical mirror for longitudinal ultrasonic waves propagating through the fluid. To deduce the fluid flow
from the ultrasonic transmission after reflection, we employ a combination of time differential phase and
time of flight measurements with a two port vector network analyzer. To verify and assign our experimental
results, we use an adapted time explicit finite element method. In the simulation, both the piezoelectric single
crystal and the fluid are included and we solve the linear Navier-Stokes equation to evaluate the background
flow. By changing the ultrasonic propagation direction, we are able to deduce the fluid volume flow over time
with very high accuracy, independent of the actual liquid in the channel.

INDEX TERMS Surface acoustic wave (SAW), flow sensor, fluid flow measurement, high performance
liquid chromatography (HPLC), ultrasonic, substrates, LiNbO3.

I. INTRODUCTION

IN MICROSYSTEMS, where small amounts of fluids are
propagating within tiny channels, the flow properties of

the fluids are very difficult to monitor and investigate. In this
work, the flow measurement is investigated with a special
focus to high performance liquid chromatography (HPLC).

In high performance liquid chromatography, a so called
mobile phase or eluent consist of liquid solvents, is provided
by a high pressure pump. A sample to be tested (constituent)
is then injected inside the fluidic path and pumped through
the HPLC column. The interaction of the stationary phase,
the mobile phase and the constituents causes the constituents
to flowwith different speeds through the column. The station-
ary phases consist of porously arranged microparticles inside
the columnwith polar adhesivemolecular ends (normal phase
chromatography) or in the case of the more common reverse
phase chromatography with added nonpolar particles (e.g.
C18 chains). For the detection of the temporal separated

constituents downstream the column, a special detector like
for example an UV VIS detector or a mass spectrometer is
used. The peak like detector signals are recorded and sampled
in a so called chromatogram. Among other important proper-
ties, like the pressure or the temperature in the system, also
the fluid flow itself is an important property. A feedback loop
to control the pump could, for example, improve the constant
flow through the system. To monitor and record the process
parameters like the fluid flow or other properties, is extremely
important where regular quality control is indispensable. The
medical field is a suitable example.

There are some established technics to measure flow inside
tubes or other geometries of flow channels like rectangular
channels. Measurement schemes like differential pressure
technics [1] or Coriolis flow sensors [2] are common. Also
Thermal flow sensors [3] or optical methods [4] have been
used. Ultrasonic sensors [5], either based on the Doppler
effect or on a time of flight measurement approach are also
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usual methods in flow determination. Generally, all of these
sensors are material dependent and therefore require more or
less complex methods to compensate for fluid properties like,
e.g. temperature or pressure variations.

To overcome most of the problems of the established flow
systems, we are using an ultrasonic high frequency technique
on a chip. Our sensor is based on a SAW (surface acoustic
wave) driven ultrasonic time of flight measurement. Fluid
sensors based on SAW have attracted more and more atten-
tion in recent years [6], [7], [8]. So far, it is common to
use a piezoelectric SAW-substrate supporting shear waves
which exhibit only very little interaction with the flowing
fluid. An example for such a substrate is LiTaO3 36◦ YX.
Such shear wave sensors generally relate on a flow dependent
renormalization of the SAW propagation velocity cs due to
the mass loading or conductivity changes of the sensing layer
in contact with the sensitive surface of a substrate. Also,
some reports regarding flow sensing with SAW have been
published [9]–[11]. These sensors, however, are based on
direct SAW (mostly ShearWaves) resonance frequency shifts
caused by flow dependent pressure or temperature shifts.
They operate in the range of flows between 10 ml/min and
1000ml/min with a corresponding significantly lower need in
accuracy than our application with amaximum of 2-3ml/min.

In contrast to such more common approaches, our work
presented in this article is based on bulk waves in the fluid
being excited by the strong interaction with Rayleigh type
SAW [12], [13]. A comprehensive overview of sensors using
leaky Rayleigh Waves in the last decades can be found in [7].
There, first approaches in the eighties and nineties of the
last century were used to measure, e. g., liquid density and
viscosity [14]. Later, flexural plate (or Lamb) waves [15]
were used to simultaneously measure various characteristics
of various fluids [16], [17]. Also, conventional applications of
a flexural plate (or Lamb) wave sensor to measure flow with
a ultrasonic transit time approach have been reported [18].
Lamb waves are guided waves inside a thin plate, that meets
the condition hp ≤ λF . Where hp is the thickness of the
plate and λF is the fluid wavelength. The A0 wave mode
for example is deflected antisymmetrically at both sides of
the plate. Thus, if only one side is excited by a transducer,
the other side will act as an emitter as well. Therefore, waves
can be produced inside a channel, without a transducer that
comes into direct contact with the fluid. However, for the sake
of high frequencies and therefore short wavelengths, which
result in higher resolution, the wall for plate modes would
become too thin to yield a mechanically robust flow sensor.
Therefore, we chose to directly use a (leaky) Rayleigh Waves
substrate.

Here, we employ three transducers on one chip
(see Fig. 1) to compensate fluid properties at the flow mea-
surement. The use of SAW to excite the ultrasonic waves
enables to use relatively small channels (∼ 0.5 mm2 cross
section area), because of the high frequencies that are possible
with SAW. Conventional transit flowmeters have amaximum
frequency of about 8MHz [19]. The use of higher frequencies

FIGURE 1. Schematic of the measurement cell at two different
times with and without flow. The acoustic path with background
flow ‘‘on’’ is represented by orange arrows. The grey arrows
indicate the acoustic path without flow. At t = t1 the central IDT
(A) is the emitter and the right IDT (B) and left transducers
(C) are the receivers. At t = t2 the sending and receiving
properties of the small IDTs (A,B) are reversed. For the center
IDT (A), we make use of its bidirectional characteristic to enable
‘‘time of flight’’ and phase differential measurement
simultaneously. 1τ is the propagation time of the wave, if it hits
directly the receiving IDT. The propagation needs an additional
time 1T if the wavepulse hits not directly the receiving IDT.
In general, this is the case with the shorter IDTs. The long IDT is
designed in a way, that with various speed of sound cF in the
fluids, the wavepulse always directly meets the long IDT.
Therefore it is possible to measure the flow independent of
fluid. The additional flow dependent time differences, indicated
by the bended arrows, are small compared to the propagation
time. So this time difference could be neglected in terms of the
propagation measurements.

gives us the opportunity to excite non dispersive plane wave
pressure modes inside the channel, because the height H of
the channel meets the condition H � λ. λ is the wave-
length of the ultrasonic waves inside the fluid. Employing
the conventional, lower frequency approaches, would result
in highly dispersive guided waves [20], [21] in our small
channel in the flow direction. Our time of flight measurement
is indirectly carried out by a SAW phase measurement. The
sensitivity of the phase measurement is linearly dependent
on the frequency which allows for a very precise indirect
measurement of the transit time difference, as stated above.
For the flow measurement, we have the waves propagate
through the channel, reflect them at its ceiling and re-convert
it back into SAW on the very same piezoelectric chip, as seen
in Figs 1 and 9. The flow dependent changes of the SAW
propagation parameters are then used to directly measure the
fluid flow.

For the measurement, a time differential phase approach,
using a vector network analyzer (VNA) and an external
switch array, has been developed.Wemeasure flow rates up to
2 ml/min with an absolute error of 1 to 10µl/min. For a single
fluid flow measurement, this corresponds to a flow speed
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(cross sectional average) accuracy of 40 to 400 µm/s with
a maximum flow speed of 9 cm/s. We therefore have a range
of the relative error from 0.1 % (Water at 2 ml/min) to 1.5 %
(Acetonitrile at 0.1 ml/min). Additionally, the combination
of a differential phase measurements and a time of flight
measurement, using a third IDT reveals the possibility to do
the flow measurement independent of the actual fluid used.
Here, as we will point out below, an accuracy of 20 µl/min
(0.8 mm/s) in the laminar fluid regime is reached. The some-
what larger standard error in this case can be explained with
the continuous fluid property change and with a significantly
higher error of the dwell time measurement with the network
analyzer used for the measurement in this work, compared to
the pure phase measurement.

II. THEORY
The transition between the solid bound SAW and the bulk
wave in the fluid is not an immediate step, but is represented
by a transition where constantly the same relative amount of
wave energy is transmitted into the fluid. This leads to the
fact that a continuous SAW, for example, entering the liquid
becomes exponentially attenuated over time. Such waves are
called leaky SAW waves and are described in [22] and [23].

To result in an effective SAW transmission into the fluid,
a non negligible part of the SAW mode must be polarized
normal to the substrate of the surface. Then, it becomes pos-
sible to excite pressure waves inside the fluid. Such a mode
with a large part of the particle displacement and thus of the
wave energy being oriented normal to the substrate surface is
the mentioned Rayleigh-Wave. The sensor presented in this
work hence consists of a single LiNbO3 YX 128◦ SAW chip,
representing both the sensing part and additionally acting as
the bottom of the fluid channel. The LiNbO3 chip is covered
with a thin inert fused SiO2 layer to protect the IDTs from
mechanical and chemical influences of the fluid. Because
the thickness of the SiO2 layer is only a very small fraction
of the fluid- or SAW-wavelength, the wave properties are
practically not changed compared with a chip that is directly
in contact with the fluid. The channel walls provides the
sealing functionality and the top of the channel is made of
a sapphire plate to ensure best acoustic reflection properties
(Figs 1, 2 and 5).

As schematically depicted in Fig. 1, the ultrasonic wave in
our setup becomes spatially shifted by a flowing fluid as com-
pared to the propagation of the wavewithout flow. The orange
bent arrows in the sketch indicate a shift being proportional
to the flow velocity inside the channel. Generally, however,
the flow velocity is a function of the position normal to the
flow direction. In the simplest case, this dependence yields a
parabolic shape (Hagen Poiseuille flow).

Assuming the flow velocity vx is simply given by its con-
stant mean value within the whole channel at a fixed time:

vx = Q/A. (1)

Here, Q is the volume flux and A denotes the area of the
channel cross section. For explaining the basic principle we

FIGURE 2. Acoustic paths for two different fluids. The different
Rayleigh-angles 2 = sin−1 (CFCS

) are due to the different sound
velocities cF , here chosen to cF

(
22

)
> cF

(
21

)
. At t = t1 the

central IDT is the emitter. The bidirectional nature of a
conventional single-split-IDT is thus deliberately employed to
measure the pure dwell time 1τ (residence time of the sound
wave) in the fluid at every second time step. At t = t2 the two
identical IDTs exchange their sending and receiving roles.

first look at two transducers, A and B located on the bottom of
this fluidic channel (Fig. 1, both right transducers). Assuming
that a wave packet is excited at time t = t1 by IDT A
which travels from IDT A to IDT B (positive × direction)
through the fluid. We define the time t2 = t1 + 1t , such
that the electrical cross talk, the leaky SAW pulse (substrate),
the pressure wave pulse (fluid) and also a few following echo
pulses are considered to have been already received by the
other IDTs. Hence, after t = t2, the received signal is back at
the baseline again.

An absolute phase determination, as will be explained in
detail in section 3 reveals the phase ϕAB(t1) of the pressure
wave pulse in the fluid. This ϕAB(t1) is stored in a shift
register for later access. At t = t2, the transmitting (tx) and
receiving (rx) characteristic of IDT A and B are exchanged.
Now, the wave packet is excited by IDT B and thus prop-
agates towards negative x direction. After reception of all
relevant signals by IDT A, the corresponding phase ϕBA (t2)
is obtained. If 1t is considered to be small, then we get:

ϕAB − ϕBA = f (vx ,1τ) . (2)

Here,1τ denotes the dwell- or residence time of the pres-
sure pulse within the fluid. If the receiving ITD is relatively
small, as it is the case with IDT A and B, we measure an
additional time 1T (cf ) in an extended dwell time

1τ ′(cf ) = 1τ
(
cf
)
+1T

(
cf
)
, (3)

where the wave propagates as SAW again (see Fig. 1, upper
right pathway of the sound wave). Hence, we later introduced
a third long ITD that measures the dwell time for all possible
relevant Rayleigh angles and corresponding speed of sound
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inside the fluid to a good approximation. In the following,
the important function f (vx ,1τ) is calculated. We start with
the spatial shift of a pulse propagating from IDT A to IDT
B caused by the flow in the negative x direction during the
dwell time 1τ . Under the above assumption of a constant
flow velocity and flow profile, we get the simple expression

1xAB = vx1τ
(
cf
)
. (4)

Here, we assume the wave being only spatially shifted
while residing inside the fluid. This 1x can by the way also
be expressed in terms of the SAW velocity cs because the
pressure wave after reflection at the channel ceiling couples
back into the SAW substrate, exhibiting a slight spatial shift
with respect to the directly transmitted SAW, as it is depicted
in Fig. 1.

Then, the apparent path of the SAW is

1xAB (t) = cs1ts + f (si). (5)

1ts is the apparent temporal delay of the SAW due to
the spatial shift 1x of the wave in the fluid and f (si) is a
function containing all symmetrical shifts related to the flow
and its direction. That could for example be the pressure- or
temperature dependent variation of the signal. Fortunately, all
signals being related to the flow dependent shift are symmet-
rical according to the definition above. Hence, any unwanted
signals can be treated relatively simply. The propagation time
1τ ′ changes due to the flow and due to symmetrical shifts
f (si). We denote this term tAB and get:

tAB = 1τ ′ −1ts − f (si) /cs (6)

whereas1ts = vx1τ/cs. tAB, as usual and to compare it with
our measurement, can also be expressed by a correspondent
phase ϕ = 2π tABf :

ϕAB = 2π f (1τ ′ − vx1τ/cs − f (si) /cs). (7)

If we now look at the opposite wave propagation direction
from IDT B to IDT A at the second time Interval starting at
t2, we obtain a spatial shift1xBA in the positive x direction n
and correspondingly a phase ϕBA :

ϕBA = 2π f (1τ ′ + vx1τ/cs − f (si) /cs). (8)

Assuming small changes of the fluid properties after the
time1t , needed for signal acquisition, the phase ϕAB and ϕBA
can now be subtracted to compensate for the term including
f (si) :

1ϕ = ϕBA − ϕAB =
4π fvx1τ

cs
. (9)

Here, ω = 2π f is the angular frequency and ω/cs is the
SAW wave vector k . Then it results in:

1ϕ = 2kvx1τ (10)

To yield this phase difference to additionally be indepen-
dent of a specific fluid (i) one has to also measure the dwell
time 1τ (i) which for a given channel geometry relates to

the specific sound velocity cFi. Hence we arrive at the final
equation:

1ϕ

1τ
= 2kvx . (11)

This term is constant as a function of a constant flow
velocity vx , if the SAWwave vector k = f /cs can assumed to
be a constant. Then, as the measurement is done at a fixed fre-
quency, only the changes of the SAW velocity cs are relevant.
Because the Rayleigh SAW velocity of LiNbO3YX 128◦ is
relatively sensitive to temperature variations, and to check for
the temperature influence on our measurements, we construct
a worst case estimation: In this scenario, we assume a very
large temperature change of the fluid, being in direct con-
tact with the chip surface. We therefore use the temperature
dependent properties of LiNbO3 YX128◦ with a thin layer
of SiO2 as, e.g., being published in [24]. We thus assume a
temperature dependent velocity change of 50ppm/◦C at the
chip surface. Even with a pretended very large temperature
shift of 1T = 50 ◦C, we arrive at an estimated relative
maximum error of only about 0.2% for the relevant signal
(equation (11)). This small error would then be caused by the
temperature dependent change of the wave vector. Therefore,
we feel safe to consider k to be constant, which is necessary
for a constant flow signal. It should be noted, that during a
real measurement, the temperature shifts are definitely much
smaller than in this worst case scenario.

For the first, high accuracy single fluid measurements as
shown in Fig. 3, the fluid independency is not necessary.
Hence, in this measurements, we can omit the third IDT C.
For the fluid independent measurements (Fig. 6), however,
IDT C is needed and thus used to measure the pure dwell
time 1τ .

Therefore, we now consider the wave being emitted from
IDT A under the Rayleigh angle θi = sin−1cFi/cs and then,
after being reflected at the channel ceiling reaching the long
transducer IDT C. This process is schematically depicted
in Fig. 2. To ensure that the reflected wave packet actually hits
IDT C, its necessary length and position with respect to IDT
A is thus dictated by the possible ranges of Rayleigh angles
θi = sin−1cFi/cs for a variety of fluids and given channel
height. We were able to show theoretically the possibility
to measure the flow not only independent of temperature
and pressure variations inside the fluid channel, but also
independent of all other liquid properties at a very good
approximation.

III. EXPERIMENTAL SETUP AND MEASUREMENT
Our flow cell (Fig. 5) is connected with a conventional
UHPLC System of Thermo Fisher Scientific. The schematic
of the whole system can be seen in Fig. 7. The delivering of
defined various fluids and the flow control is performed by
a UHPLC integrated Piston Pump System of type Vanquish
VF-P10. As stated above, the substrate of choice for the
flow cell is a LiNbO3 rot 128◦ single Crystal chip covered
with a thin 200 nm fused SiO2 layer. Employing standard
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FIGURE 3. Compensated phase difference measurements for
various increasing and decreasing flow rates (in steps of 1Q =
0.1 ml/min) and for three different liquids (water, isopropanol
and acetonitrile). The investigated flow range is 0-2 ml/min.
Because of an assumed laminar- to ‘disturbed laminar’ flow
regime for the acetonitrile at approximately 1.4 ml/min, a flow
splitter (50:50 of volume) has been used to show the whole flow
range in the laminar regime. For the sake of completeness: The
measured flow dependent phase shift for the highly viscous
acetonitrile is multiplied by two which makes the data visually
comparable to the other liquids.

photolithography and subsequent thermal or e-beam metal-
lization, the IDTs were deposited before the deposition of
SiO2 cap layer. The IDTs were designed to result in a wave-
length of λS = 59 µm corresponding to a SAW frequency
of 68MHz for the given substrate. This frequency was chosen
because for higher frequencies the attenuation of the ultra-
sonic wave inside the fluid becomes too strong and therefore
the received signal power became too small to achieve proper
rx signals. The attenuation length (1/e) of the f = 68 MHz
pressure wave in water at T = 20◦C is roughly 8 mm [25].
With a channel height of 0.5 mm and the 6 mm extension of
the IDT along the propagation direction (Fig. 1), the choice of
the operating frequency is a crucial tradeoff, because on the
other hand, as shown in equation (9), the sensitivity of course
also rises with increasing frequency.

After excitation at the IDT, the SAW is converted into a
bulk wave in the fluid under the Rayleigh angle θ and after
reflection at the channel ceiling again travels back to the
surface. The waves on the left side couple directly into the
long IDT (C) and are therefore directly converted into an
electrical, detectable signal. The waves propagating initially
to the right side, however, hit the SAW chip surface some-
where between the two IDTs. Because of the symmetry of
the problem, they are re-converted into a piezomechanic SAW
before they reach IDT (B) as such and where they are subse-
quently detected as an electrical signal. As being explained
above, at t2 = t1 + 1t , the center (A) and the right IDT
(B) exchange their tx (sending-) and rx (receiving-) roles. The

transmission and receiving part of the experiment is carried
out using the two port vector network analyzer being directly
connected to a switch array, in order to change tx and rx of the
IDTs (Fig. 7).

The relevant signal to be measured and evaluated is the
phase of the scattering parameters S21 and S12 represent-
ing the system transfer function and therefore the relative
vectorial part of the transmitted and received waves. For
an overview, we plot the various relevant S-parameters in
Fig. 10. The S21 and S12 signals measured with IDT A
(port 1) and IDT B or C (port 2) as receiver are nearly
symmetrical. Therefore, we chose to only just show the S21
parameter. The used VNA is of monodirectional type, with
a fixed tx and rf port. The required periodical changes of
the measurement directions (S21 <> S12) is hence done by
two external switches, being triggered by the VNA after each
sweep. With this equipment and setup, a sweep time down
to 1t = 20 ms over a frequency range (total bandwidth)
of 20 MHz, with an IF bandwidth of 10 kHz, could be safely
secured. Transmitting signal level was+0 dBm. The received
power of the relevant signal peaks were in the range between
-23 dBm and -32 dBm. For each sweep, the time gate method
was used by transforming the detected signal into the time
domain. This way, unwanted (and spurious) signals like the
above mentioned electromagnetic crosstalk and remaining
leaky SAW signals can be eliminated due to their different
propagation times. An additional switching step makes the
simultaneous measurement of the wave traveling from the
center ITD (A) to the left IDT (C) possible. Here, too, the sig-
nal is transformed into the time domain and the maximum
of the relevant wave pulse is tracked to carry out the crucial
time of flight 1τ . The resolution of this approach is limited
by the Fourier transform characteristics of the time resolution
(1tmin ≈ 1/1f = 50ns), where1f is the frequency range of
the measurement.

The changes of the fluid properties, especially the speed
of sound cF of the fluid, cause very large phase shifts as
compared to the smaller flow dependent phase changes. It is
intuitively understandable that any change of cF changes the
Rayleigh angle and therefore, in turn, acoustic rays, or acous-
tic pulses, with different Rayleigh angles can also described
by different thicknesses of the fluid layer between the SAW
chip and the sapphire channel ceiling. (c.f. Fig. 2). This,
in turn, strongly affects the dwell time for each measurement
which can be directly seen in Fig. 4, where we have shown
a continuous one side measurement of the phase of S21 or
S12 for various concentrations of ethanol and acetonitrile in
water. The relation of the phases due to the varying speed of
sound can be clearly seen. The maxima of the curves are the
points with maximum cF and therefore maximum Rayleigh
angle θ. In Fig. 4, also the correspondent magnitude of the
transmission signal is depicted. The plot shows a typical
result for water / alcohol mixtures with a viscosity maximum
between the pure fluid values [26]. In terms of the amplitude
measurement of the transmission signal S21, this results in
a maximum absorption of the acoustic wave at maximum
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FIGURE 4. Measured variation of the transmission signal
S21(phase and magnitude) at fixed maximum frequency
(68 MHz) caused by a variation of ethanol (black) and
acetonitrile (blue) concentrations in pure water. An external flow
would have practically non influence on this signals because
the phase variation due to the flow is too small as compared to
the phase variation due to the liquid properties (especially the
variation of the speed of sound) on this scale.

viscosity and therefore minimum transmission. The plot
in Fig. 4 shows the large variability of the transmission signal
caused by the varying fluid properties of the alcohol/water
mixtures. Therefore, we used these fluid mixtures to deal
with a worst case estimate for our fluid independent flow
measurement. Possible temperature and pressure variations
might also vary the relevant fluid properties like the speed of
sound cF or the viscosity. However, the variations due to the
different fluid mixtures are significantly higher and therefore
we believe it is sufficient to show any fluid independency by
only varying the mixture.

Fig. 3 shows the measured representation of
equation (10) for pure phases of water, isopropanol and
acetonitrile. For this measurement, we only used IDT A and
IDT B (see Fig. 1) and continuously changed their rx and
tx role after each measurement. We show this measurement
especially because of the high accuracy for the single fluid
flow as being obtained in non-gradient flow measurements.
Without IDT C for measuring the real dwell time 1τ and
normalizing the phase difference signal with this time, these
first measurements are still not fluid-independent. Normal-
ization of the measured signal to apparent dwell time 1τ ′ =
1τ +1T , would still not give a fluid-independent signal has
been explained above.

If for some reason like for example a higher channel or
a longer chip, any pressure wave pulses are reflected more
than once (n times), we need to multiply equation (9) or (10)
with n, leading to:

1ϕ = 2nkvx1τ (12)

In our case, n is an integer number 0 < n ≤ 2.
In this section, we now are interested in the best signal

with respect to the standard error: We thus use the second
pulse for measuring the phase difference in water and ace-
tonitrile (Fig. 3). This was the pulse with the largest signal
in water (see Fig. 10). Therefore n = 2 in equation (12). For
isopropanol, we used the signal pulse which propagates only
once through the channel (n = 1). The fluid handling part
of the UHPLC system was set to deliver predefined discrete

FIGURE 5. Cross sectional representation of the flow cell. The
functional parts of the cell are sandwiched between two steel
blocks (1) where the upper part contains the lateral fluidic
connections. The SAW chip (5) is mounted inside a recessed
frame of the lower steel block. Directly on top of the chip,
a carbon reinforced Teflon seal (thickness 0.5 mm) forms the
channel-wall (2). The channel top consists of a thin sapphire
plate (3) on top of which an additional sealing layer (2) is
mounted. It is thus possible to inspect the inside of the channel
with a microscope to check, for example, for turbulences. This
specific construction is designed to withstand pressures up to
5 MPa. An identical cell without the ‘‘viewing window’’ can
endure > 50 MPa. The IDT (lower picture) consists of single
split IDT-Gold fingers (thickness: 50 nm, Finger width:
λ/4 ∼ 15µm. f = 68 MHz) directly on the LiNbO3 substrate and
is covered with 200 nm SiO2. The IDTs on the right side are
identical and consist of 17 finger pairs whereas the longer left
IDT holds 60 finger pairs.

flow steps of 1Q = 0.1 ml/min and keep each of these set
flow values for 30 s until we reached a total flow of 2 ml/min.
Then, following the same steps, we decreased the flow back
to zero. It can be clearly seen that the lower the speed of sound
for a given fluid, the higher the phase sensitivity because the
waves remaining longer inside the fluid and thus becomes
more shifted. This simple fact, namely the linear dependence
of the phase shift1ϕ with respect to the dwell time1τ could
already be seen in equation (10).

For the measurements as being depicted in Fig. 6, we used
all three IDT as explained above and hence result in a fluid-
independent flow measurement by adding an additional third
switching step to measure the dwell time 1τ . Here, too,
considered a single pass of the pressure wave for all fluids and
mixtures (n = 1 in eq. 12). This finally yielded a reliable way
to eliminate the fluid properties from our measurements as
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FIGURE 6. Flow measurement with three different liquids and
liquid mixtures as indicated above the traces. A few seconds
after beginning the measurement, the flow was switched on
from 0 to 2 ml/min and the measured phase shift divided by the
simultaneously measured dwell time is recorded. Remarkably,
the signals remain constant for all investigated fluids and
mixtures. The measurement uncertainty remains roughly
around as low as ± 20 µl/min in the laminar regime. At about
70 % acetonitrile in methanol and above, however, the noisiness
of the signals increases noticeably up to 150 µl/min, most likely
being caused by a laminar-to turbulent transition of the fluid
flow due to the low viscosity and density of especially
acetonitrile.

TABLE 1. Acoustic properties of constituents used for the flow
measurement in Figure 6, at 25◦C [27], [28].

shown in equation (11). In Fig. 6, and as a proof, we thus show
three different flow measurements for three different contin-
uously changing liquid mixtures in our system, where we
deliberately change the fluid composition and thus the sound
velocity and viscosity during the measurement. Starting from
zero flow, the flux was then abruptly increased up to Q = 2
ml/min but with a simultaneous and continuous intermixing
of fluid B into fluid A. This intermixing A1−x− > Bx is
sketched in the upper part of the Fig. 6 for the three fluid
mixtures. The acoustic properties of the used constituents
are in Table 1. Notably, within a few percent of a ml/min,
no influence of the type of fluid or mixture can be detected
in the flow dependent measurements, although during the
experiments, the viscosities and the sound velocities are being
considerably changed.

The comparatively small ‘noisy’ signatures in the data may
in part be explained by the dynamic intermixing procedure
itself, mostly being caused by the quite drastic (local) changes
of the viscosity during the measurement.

IV. SIMULATION
For the modeling of our experimental findings we made use
of the COMSOLMultiphysics [29] packages. The simulation
environment is two dimensional and is mainly composed of

FIGURE 7. Sketch of the setup: The fluid handling system is
based on a commercial UHPLC system. It delivers a constant
flow and the possibility to handle and process at least two
fluids. Attached to the UHPLC is our measurement flow cell with
the SAW-Chip and a fluid waste outlet. The rf signal processing
is done employing a two Port Vector Network analyzer (VNA).
Two external switches take care of the time differential,
bidirectional phase measurements and the determination of the
dwell time of the pressure wave within the fluid. The switches
and the VNA are controlled via PC (not shown).

FIGURE 8. Flow dependent temporal shift of the wave divided by
the dwell time received at IDT B (black) and the IDT C (blue) for
various cf . Circles and inverted triangles indicates a tracking of
the maximum of the wave in the time domain and triangles/
squares indicates tracking of first appearance of the wave in the
time domain. The overall flow velocity is 1 m/s.

a piezoelectric solid state (LiNbO3) and a fluid domain to
solve the linear Navier Stokes equation. The fluid domain is
connected to the LiNbO3 substrate via a thin fused SiO2 layer.
Boundary treatment is based on acoustic impedance consid-
erations to simulate only the reflective part of the wave but
not the transmitted part. The linear Navier Stokes equation
is solved in first-order perturbation around the background
steady-state variables (p0,T0,u0, ρ0),which define the back-
ground flow. The perturbations (p,T ,u, p) in this case, are
mainly caused by the acoustic waves and are considered
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FIGURE 9. Four different snapshots of the graphical
representation of the time domain simulation. Each picture
shows the LiNbO3 chip (below) and the fluid domain (above) at
a specific point in time. The pulsed leaky SAW excitation can be
seen in the first picture. In the second image, the main part of
the SAW is converted into pressure waves that propagate
bidirectionally into a negative and positive flow direction. The
remaining leaky SAW is also clearly visible. In picture three,
parts of the wave were reflected at the channel top and heading
back to the SAW surface. Picture 4 shows the first conversion of
pressure waves back into SAW and, due to their leakage
behavior, an immediate conversion back into pressure waves.
During the propagation time, all wave packets within the fluid
become slightly shifted in the negative x-direction due to the
background flow within the fluid channel.

to be small and thus having only perturbative influence on
the parabolic background flow. A time dependent study is
performed to solve the flow behavior of the system within
the first ∼ 1150 ns after a pulsed electrical SAW excita-
tion 1tex = n/f of the central IDT (see Fig. 9). Here,
n denotes the number of fingers, and f the SAW frequency.
This short electrical excitation causes the above mentioned
bidirectional excitation of the leaky SAW. Looking at Fig. 9,

FIGURE 10. Overview of some S-parameters of the long IDT (left)
and the short IDT (right). The transmission spectrum in the
frequency domain (top) contains just the relevant signal peaks
of the time domain. The specific signal peak used for the
measurement is highlighted by a blue transparent bar in the
time domain. The blue graphs represent the signals with fluid
(here exemplary water) inside the channel and the gray plot is
the transmitted signal with no fluid inside the channel. The
transmission signals S21 and S12 are nearly identical (not
shown), due to the symmetry of each delayline. Therefore,
we actually just plotted only the S-parameter in one direction,
defined with IDT A as the transmitter (port1) and IDT B or C
(port 2) as a receiver. On the bottom right, the S11 signal of the
short IDT with and without fluid is shown.

the wave transmission inside the fluid domain and therefore
the attenuation of the SAW is clearly seen. After a reflection
at the channel ceiling, the waves are traveling back to the
LiNbO3 chip. Here, because of the total symmetry of the
problem, they are re-converted into a Rayleigh SAW mode
at the chip surface. Also, the immediate back conversion into
the pressure wave is visible. The mean electrical potential is
in the first case measured at the rx IDT B. This way, it is
possible to detect a voltage as a function of time.

The first step was to validate the simulation for a given
fluid (water, T = 22◦C → cF = 1489m/s) with 16 different
flow velocities form−67 mm/s to 67 mm/s. This corresponds
to a volume flow of −1.5 ml/min – 1.5 ml/min given a
channel of H ×W = 0.5 mm × 0.75 mm. The measurement
itself is extended to a flow rate up to 2 ml/min. To calculate
the flow dependent shift of the SAW, equation (10) is used.
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To calculate the dwell time, the triangle formed by Rayleigh
angle and the channel is considered. The corresponding phase
difference is hence

1ϕ =
8πvx fH

cF
√
(c2S − c

2
F )
. (13)

Being calculated for two different cf , corresponding to
two different temperatures in pure water [30] the comparison
shows that calculated, measured and simulated data are very
similar.

The second step is to also consider the long ‘‘dwell time’’
IDT C and then divide the phase signal (here expressed in
terms of a time shift) by the rx dwell time at the short and the
long IDT. The first arrival of the wave comes actually closest
to the calculated dwell time1τ.However, as the maximum of
the dwell time is easier to access, both values are considered
and compared in Fig. 8. As can be seen, the tracked signals at
the dwell time IDT are constant and fluid independency can
be shown also with the simulated environment. The decrease
of the tracked signal at the small IDT can be explained by a
reduction of the distance, the acoustic wave has to travel as
a SAW after coupling into the substrate again as depicted in
Fig. 9.

V. CONCLUSION
We presented a novel approach to measure the fluid-
independent flow in the environments of an ultra high
pressure liquid chromatography (UHPLC) system. We here
employ a triple IDT arrangement on a piezoelectric LiNbO3
substrate for Rayleigh surface acoustic wave and analyze the
rf signals using a two port vector network analyzer and an
external switch array to enable bidirectional measurements.
To start with, we presented the experimental part of the
work by showing a very accurate flow (up to 2 ml/min )
dependent measurement with a simple two IDT arrangement.
We used three different single phase fluids to illustrate the
phase difference measurements being linear to the flow inside
the channel. In the second, experimental part, we finally
employed a third, long IDT and by adding an additional time
step to the measurement we were able to measure the real
dwell time. This dwell time was then used to correct the mea-
sured phase signal and finally extracting a flow signal being
independent of the type of fluid inside the channel. Moreover,
in an additional demonstration experiment, we continuously
changed the fluid properties inside the channel in order to
create a measurement environment that comes close to the
situation inside a HPLC system with constant eluent gradi-
ents. Our experimental findings are very well supported by a
two dimensional finite element simulation.
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