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Abstract
Due to simplicity in implementation and data structure, elements with
equal-order interpolation of velocity and pressure are very popular in
finite-element-based flow simulations. Although such pairs are inf-sup unsta-
ble, various stabilization techniques exist to circumvent that and yield
accurate approximations. The most popular one is the pressure-stabilized
Petrov–Galerkin (PSPG) method, which consists of relaxing the incompress-
ibility constraint with a weighted residual of the momentum equation. Yet,
PSPG can perform poorly for low-order elements in diffusion-dominated flows,
since first-order polynomial spaces are unable to approximate the second-order
derivatives required for evaluating the viscous part of the stabilization term.
Alternative techniques normally require additional projections or unconven-
tional data structures. In this context, we present a novel technique that rewrites
the second-order viscous term as a first-order boundary term, thereby allow-
ing the complete computation of the residual even for lowest-order elements.
Our method has a similar structure to standard residual-based formulations, but
the stabilization term is computed globally instead of only in element interiors.
This results in a scheme that does not relax incompressibility, thereby leading to
improved approximations. The new method is simple to implement and accu-
rate for a wide range of stabilization parameters, which is confirmed by various
numerical examples.
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1 INTRODUCTION

In the early years of computational mechanics, there was considerable skepticism about whether the finite element
method was a suitable technique for flow simulations. However, what was regarded as poor performance was rather the
consequence of a numerical phenomenon commonly known as instability.1 A classical example of an unstable formu-
lation results from the use of linear interpolation for velocity and pressure in incompressible flows. The reason is that
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equal-order pairs violate the Ladyzhenskaya–Babuška–Brezzi condition, which dictates a compatibility requirement for
mixed finite element spaces.2

A major breakthrough came from Hood and Taylor,3 who discovered that going one order higher in velocity allows
stable, optimally convergent approximations. There is, however, great practical appeal in the use of equal-order inter-
polation for both flow quantities. The first so-called stabilized formulations allowing equal-order pairs were developed
by Brezzi and Pitkäranta4 and Hughes et al.5 Both consist of perturbing the continuity equation to introduce a nonzero
pressure-pressure block in the system, thereby breaking its saddle-point structure. The latter formulation5—often called
pressure-stabilized Petrov–Galerkin (PSPG)6—has over the former4 the advantage of being residual-based, that is, the
added perturbation is proportional to the residual of the momentum equation. This means that the stabilization term is
smaller in regions where the solution is accurate enough, quickly vanishing as the numerical solution converges to the
exact one. Other residual-based stabilizations (RBS) similar to PSPG are also available.7-9 Those are all efficient methods
offering simple implementation, good accuracy and low computational cost, but they have something else in common: for
linear elements, the velocity Laplacian in the residual cannot be approximated, which tends to result in loss of accuracy,
especially for diffusion-dominated flows.10,11

One way to remedy the so-called spurious pressure boundary layers induced by the incomplete residual is to use inte-
rior penalty techniques10,12 requiring edge/face-based data structures. The method proposed by Bochev and Gunzburger13

avoids that by replacing the velocity Laplacian in the PSPG residual with a “discrete Laplacian” requiring only first-order
derivatives. Yet, that demands the solution of an additional vector-valued global problem, which largely increases the size
of the system to be solved. The stabilization by Jansen et al.11 offers a reduced computational overhead by reconstruct-
ing the second-order derivatives on a local level. Other methods avoiding second-order derivatives are the so-called local
projection stabilizations14,15 which fit into the framework of variational multiscale methods. They demand considerably
less computational effort than the original pressure gradient projection (PGP) method of Codina et al.,16,17 which uses a
global vector projection.

There exist other equal-order methods that are not based on residuals or gradient fluctuations, such as penalty,18

artificial compressibility,19,20 residual-free bubbles,21 pressure-Poisson-based methods,22-24 among others.25 However, due
to the simple structure and well-established robustness of residual-based methods, they are still the most popular choices
in engineering applications. In this context, our present contribution introduces an RBS retaining the complete residual
even for lowest-order elements, while also keeping a simple implementation (i.e., without the need for internal face/edge
loops, macroelements or additional projections). The basic idea is to rewrite the Laplacian form in the weighted residual
as a first-order boundary term. We achieve this by replacing the Navier–Stokes system by an equivalent boundary value
problem (BVP). In our novel approach, the stabilization term is computed globally (instead of element-wise), whereas
the continuity equation is handled in an element-weighted manner. With this, it is possible to construct a stabilized
formulation that has a similar structure to other residual-based ones, but without relaxing incompressibility. We further
show that our method is closely related to the family of pressure-Poisson-based formulations,22,23 with the strong residual
of the divergence-free constraint acting as an added penalty-like term. Numerical examples are provided in two and three
dimensions, considering different types of elements and flow regimes. The results show a clear gain in accuracy with
respect to the standard PSPG method, for a wider range of stabilization parameters. Also in examples with higher-order
elements, our method shows a general increase in accuracy due to its improved conservation of mass.

It is important to note that the type of stabilization to which we herein refer is not to be confused with other
residual-based techniques such as streamline upwind Petrov—Galerkin (SUPG),26 grad–div,27,28 or artificial diffusion.29

Those methods aim to remedy other sources of instability/inaccuracy, and can be appropriately combined with the present
one for specific flow problems and regimes. As a matter of fact, the SUPG technique employed for stabilizing convective
effects also suffers from an incomplete residual evaluation in the lowest-order case. Nonetheless, in the flow regimes for
which SUPG is actually important, the viscous terms typically have a minor contribution in the residual, so that the van-
ishing Laplacian is not a critical issue. For that reason, the present work focuses on—while not being limited to—the
diffusion-dominated case. For an overview of finite element pressure stabilizations for incompressible flow problems, see
References 30,31.

The rest of this article is organized as follows. In Section 2, we state the problem and briefly comment on usual
issues. We start Section 3 by presenting the classical PSPG method and illustrating the matter of incomplete residuals for
linear finite element spaces. Following that, our new stabilized formulation is presented in strong and weak forms.
Section 4 deals with discretization and solution aspects, and Section 5 presents several numerical examples systematically
comparing the performances of our new method and existing ones. We finally summarize our findings and draw relevant
remarks.
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2 PROBLEM STATEMENT

As a model problem, we consider the homogeneous Dirichlet setting for the stationary incompressible Navier–Stokes
system in a bounded Lipschitz domain Ω ⊂ Rd, d= 2 or 3:

(𝜌∇u)u − 𝜇Δu + ∇p = 𝜌g in Ω, (1)

∇ ⋅ u = 0 in Ω, (2)

u = 0 on Γ ∶= 𝜕Ω, (3)

where g is a given volumetric force, u is the flow velocity, p is the pressure, and 𝜌 and 𝜇 are the fluid’s density and dynamic
viscosity, respectively. In the pure Dirichlet case we apply the usual pressure scaling ∫Ωp dΩ = 0. The standard variational
formulation for this problem is: Given g∈X′, find (u, p) ∈ X × Y such that for all (w, q) ∈ X × Y

⟨w, (𝜌∇u)u⟩ + ⟨∇w, 𝜇∇u⟩ − ⟨∇ ⋅ w, p⟩ = ⟨w, 𝜌g⟩ , (4)

⟨q,∇ ⋅ u⟩ = 0, (5)

in which X =
[
H1

0(Ω)
]d, X′ is the dual space of X , and Y = L2

0(Ω) ∶=
{

q ∈ L2(Ω) ∶ ∫Ωq dΩ = 0
}

. Let Xh ⊂X and Y h ⊂Y be
discrete velocity and pressure spaces. The Bubnov–Galerkin finite element formulation reads: Given g∈X′, find (uh, ph) ∈
Xh × Yh such that for all (wh, qh) ∈ Xh × Yh

⟨wh, (𝜌∇uh)uh⟩ + ⟨∇wh, 𝜇∇uh⟩ − ⟨∇ ⋅ wh, ph⟩ = ⟨wh, 𝜌g⟩ , (6)

⟨qh,∇ ⋅ uh⟩ = 0. (7)

The unique solvability in the infinite-dimensional case is not sufficient to guarantee that the discrete problem is also
uniquely solvable, as Xh and Y h must also be chosen carefully. In fact, for the simplest case where equal-order elements
are used for velocity and pressure, the resulting system is in general not uniquely solvable (in other words, not invertible).1
One way out is to use quadratic interpolation for velocity while keeping the pressure linear, which is the case of the
well-known Taylor–Hood elements. Alternatively, it is possible to use equal-order pairs if the variational formulation is
appropriately modified so as to break its saddle-point structure. Those are the so-called stabilized formulations, which
are the focus here.

3 STABILIZED FINITE ELEMENT FORMULATIONS

3.1 The PSPG method

The PSPG method devised by Hughes et al.5 is probably the most popular stabilization approach for incompressible flow
simulations. It consists of keeping the momentum equation (6) as it is, while relaxing the incompressibility constraint (7)
with an element-weighted residual of Equation (6):

⟨qh,∇ ⋅ uh⟩ + Ne∑
e=1
⟨𝛿e∇qh,∇ph − 𝜇Δuh + (𝜌∇uh)uh − 𝜌g⟩Ωe

= 0, (8)

where Ne is the number of elements Ωe and 𝛿e is a positive parameter dependent on the element size he. In stationary
Stokes flows or diffusion-dominated Navier–Stokes flows, for 𝛿e = 𝛼h2

e∕𝜇 and sufficiently large 𝛼 the system formed by
Equations (6) and (8) is stable for equal-order pairs.1,6 Although diffusive regimes are in focus here, for completeness we
present the approach commonly used in the general setting32:

𝛿e ∼  (h2
e∕𝜇 + he∕|uh|) , (9)
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where |uh| denotes the Euclidian norm of uh. The appropriate weights given to the different powers of he in Equation (9)
depend on the problem and on the polynomial degree of the finite element spaces.1

The PSPG method is an efficient tool for incompressible flow simulations, offering computational simplicity and low
cost. Nevertheless, it presents a drawback when lowest-order interpolations are used. For first-order triangular and rect-
angular elements (and their three-dimensional (3D) equivalents), the velocity Laplacian in the residual vanishes and
Equation (8) reduces to

⟨qh,∇ ⋅ uh⟩ + Ne∑
e=1
⟨𝛿e∇qh,∇ph + (𝜌∇uh)uh − 𝜌g⟩Ωe

= 0, (10)

that is, the computation of the residual is incomplete, regardless of how fine the mesh is. Although this does not damage
either the stability of the method or its global asymptotic convergence per se, it induces unphysical pressure boundary
conditions (BCs)6 and can lead to considerable loss of accuracy, often resulting in poor approximations.10,11 In this context,
devising a reformulation of the PSPG method retaining the viscous contribution in the residual for elements of any order
is a relevant task.

Remark 1. In first-order nonsimplicial meshes, the velocity Laplacian will only be exactly zero in elements which are par-
allelograms (or parallelepipeds, in 3D).15 However, even those elements where the Laplacian does not vanish completely
have no approximation power for the viscous term, which can lead to inaccuracy.11

3.2 A new pressure-Poisson-based stabilization

The first idea is to try relaxing the divergence-free constraint with a different form of the momentum equation, namely,

(𝜌∇u)u + 𝜇∇ × (∇ × u) + ∇p = 𝜌g, (11)

which is equivalent to the standard Laplacian form.33,34 This stems from the identity

Δu ≡ ∇ (∇ ⋅ u) − ∇ × (∇ × u) = −∇ × (∇ × u) .

Furthermore,

∇q ⋅ [−∇ × (∇ × u)] ≡ ∇ ⋅
[
∇q × (∇ × u)

]
− (∇ × ∇q) ⋅ (∇ × u) = ∇ ⋅

[
∇q × (∇ × u)

]
,

since ∇×∇q≡ 0. This allows us to write

⟨∇q, 𝜇∇ × ∇ × u⟩Ωe
= −∫Ωe

∇ ⋅
[
∇q × (𝜇∇ × u)

]
dΩ = −∫Γe

n ⋅
[
∇q × (𝜇∇ × u)

]
dΓ = ⟨∇q × n, 𝜇∇ × u⟩Γe

, (12)

whereΓe ∶= 𝜕Ωe and n is the outward unit normal vector onΓe. We thus seem to have rewritten the second-order term as a
computable first-order boundary term. Yet, as we will show next, this reformulation, as it is, does not offer an improvement
with respect to PSPG. Let us assume simplicial elements with linear shape functions. If that is the case, all derivatives
appearing in the formulation are piecewise constant, so that

⟨∇qh × n, 𝜇∇ × uh⟩Γe
=
[
∇qh × (𝜇∇ × uh))

]
⋅ ∫Γe

n dΓ = 0,

since ∫Sn dS = 0 for any closed region S. Hence, the modified viscous term vanishes again for linear elements, recovering
the PSPG formulation. Nonetheless, we show next that a similar rewriting of the viscous term can be used globally (rather
than element-wise) in order to overcome the incomplete residual.

Let us initially assume a uniform mesh, or at least a global definition of the mesh size in the stabilization parameter,
so that 𝛿e = 𝛿 for all elements. Let us also assume continuous finite element trial and test spaces. Now, if we restrict the
face integrals in Equation (12) only to the faces belonging to 𝜕Ω, we get the equation
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𝛿−1 ⟨qh,∇ ⋅ uh⟩ + ⟨∇qh,∇ph + (𝜌∇uh)uh − 𝜌g⟩ + ⟨∇qh × n, 𝜇∇ × uh⟩Γ = 0. (13)

Now the face integral no longer vanishes, since the integrand is not constant over the whole boundary. The remaining
question is how to treat local variations of the element size. As a matter of fact, we can generalize Equation (13) by
changing 𝛿−1 back to 𝛿−1

e in the divergence term:

⟨∇qh,∇ph + (𝜌∇uh)uh − 𝜌g⟩ + ⟨∇qh × n, 𝜇∇ × uh⟩Γ + Ne∑
e=1

⟨
𝛿−1

e qh,∇ ⋅ uh
⟩
Ωe

= 0. (14)

So, in this modified version of PSPG, the roles of the stabilization term and the divergence form are somewhat inverted:
the former is computed globally, while the latter is computed element-wise. We shall later comment on the implications
of having a mesh-dependent factor on the divergence term.

A more formal way to derive our method starts from a modified BVP, as in many well-known stabilization
techniques.4,8,23 We propose the following BVP to replace the Navier–Stokes system (1)–(3):

(𝜌∇u)u − 𝜇Δu + ∇p = 𝜌g in Ω, (15)

Δp = ∇ ⋅
[
𝜌g − (𝜌∇u)u

]
+ 𝛾∇ ⋅ u in Ω, (16)

𝜕p
𝜕n

= n ⋅
[
𝜌g − (𝜌∇u)u − 𝜇∇ × (∇ × u)

]
on Γ, (17)

u = 0 on Γ, (18)

where 𝛾 is some given positive function. We wish to show that, for sufficiently regular p, u and g, this system is equivalent
to the original Navier–Stokes problem.

Lemma 1. For p ∈ H1(Ω) ∩ L2
0(Ω), u ∈ [H2(Ω)]d, g ∈ [L2(Ω)]d and 𝛾 > 0, systems (15)–(18) and (1)–(3) are equivalent.

Proof. Under the regularity requirements stated above, Heywood and Rannacher35 proved that the standard
Navier–Stokes system implies Equation (16) with 𝛾 = 0, and the case 𝛾 ≠ 0 follows immediately. Therefore, what remains
is to show the other direction. The first step is to apply the divergence operator to both sides of Equation (15), yielding

Δp = ∇ ⋅
[
𝜌g − (𝜌∇u)u + 𝜇Δu

]
= ∇ ⋅

[
𝜌g − (𝜌∇u)u

]
+ 𝜇Δ (∇ ⋅ u) , (19)

which is the so-called pressure Poisson equation (PPE). Subtracting Equation (19) from Equation (16) leads to a
diffusion-reaction equation in the variable 𝜙 ∶= ∇ ⋅ u:

Δ𝜙 − 𝛾

𝜇
𝜙 = 0 in Ω. (20)

The boundary condition (BC) for this equation can be obtained by dotting both sides of Equation (15) with n and
subtracting the result from Equation (17), which gives

0 = n ⋅ [Δu + (∇ × ∇ × u)] = n ⋅ [∇ (∇ ⋅ u)] = 𝜕𝜙

𝜕n
. (21)

We have then a homogeneous diffusion-reaction equation with zero Neumann BC. For 𝛾∕𝜇 > 0, the result is the trivial
solution 𝜙 ≡ 0, that is, ∇ ⋅u= 0 in Ω, as wanted. ▪

Now, we can derive a variational formulation for the equivalent system. We begin by multiplying Equation (16) by a
test function q ∈ H1(Ω) and integrating over Ω:

⟨𝛾q,∇ ⋅ u⟩ − ⟨q,Δp − ∇ ⋅
[
𝜌g − (𝜌∇u)u

]⟩
= 0. (22)
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Applying integration by parts to the second term gives us

⟨𝛾q,∇ ⋅ u⟩ + ⟨∇q,∇p + (𝜌∇u)u − 𝜌g⟩ −⟨q,
𝜕p
𝜕n

+ n ⋅
[
(𝜌∇u)u − 𝜌g

]⟩
Γ
= 0. (23)

Now, we substitute the Neumann BC (17) to get

⟨𝛾q,∇ ⋅ u⟩ + ⟨∇q,∇p + (𝜌∇u)u − 𝜌g⟩ + 𝜇⟨q,n ⋅ [∇ × (∇ × u)]⟩Γ = 0. (24)

The divergence theorem can be used to write

⟨q,n ⋅ [∇ × (∇ × u)]⟩Γ = ∫Ω
∇ ⋅
[
q∇ × (∇ × u)

]
dΩ,

but

∇ ⋅
[
q∇ × (∇ × u)

]
= ∇q ⋅ [∇ × (∇ × u)] + q∇ ⋅ [∇ × (∇ × u)] = ∇q ⋅ [∇ × (∇ × u)] .

Moreover,

⟨∇q,∇ × (∇ × u)⟩ ≡ ∫Ω
∇ ⋅
[
(∇ × u) × ∇q

]
+ (∇ × ∇q) ⋅ (∇ × u) dΩ = ∫Ω

∇ ⋅
[
(∇ × u) × ∇q

]
dΩ = ⟨∇q × n,∇ × u⟩Γ,

(25)

so that the weak form of our stabilized equation becomes

⟨𝛾q,∇ ⋅ u⟩ + ⟨∇q,∇p⟩ + ⟨∇q, (𝜌∇u)u⟩ + ⟨∇q × n, 𝜇∇ × u⟩Γ = ⟨∇q, 𝜌g⟩ . (26)

Remark 2. In showing the equivalence between the PPE-based system and the original Navier–Stokes BVP (Lemma 1),
we have required p ∈ H1(Ω) and u ∈ [H2(Ω)]d. A slightly less restrictive proof considering the weak problem was pre-
sented by Sani et al.36 for the “pure PPE” (𝛾 = 0) and can be extended to the present case. Although their proof requires
∇p − 𝜇Δu ∈ [L2(Ω)]d, which is still more restrictive than standard weak formulations, there is substantial numerical
evidence that such PPE-based methods provide accurate approximations even for problems with singularities.23,24,37-42

3.2.1 Regularity assumptions and their finite element realization

The fact that the stabilization term is computed globally in our PPE-based formulation leads to different regularity require-
ments than in the standard PSPG formulation. Notice that, in deriving Equation (25), we require ∇ × ∇q ∈ [L2(Ω)]d, that
is, ∇q ∈ H(curl,Ω). Fortunately, this condition is fulfilled by q ∈ H1(Ω),23 which can be shown through a Helmholtz
decomposition of H(curl,Ω) (cf. 43, theorem 29). Furthermore, due to the boundary term, we have the requirement
n × ∇q ∈ [L2(Γ)]d. Regarding the pressure trial space Y , we need p ∈ H1(Ω) to ensure boundedness of the bilinear form⟨∇ q,∇ p⟩.

For the velocity test space X we can take simply
[
H1

0(Ω)
]d. Due to the boundary term, for the velocity trial space X̃

we get the additional requirement (∇ × u)|Γ ∈ [L2(Γ)]d. Another interesting regularity aspect comes from the nonlinear
term in the PPE. Notice that boundedness of the form ⟨∇q, (𝜌∇u)u⟩ is not guaranteed by having simply u ∈ [H1(Ω)]d.
In fact, we can derive sufficient conditions by using the Sobolev embedding6 [H1(Ω)]d ⊂ [Lm(Ω)]d, with m ∈ [1,∞) for
d= 2 and m∈ [1, 6] for d= 3. Therefore, due to Hölder’s inequality, the condition [(∇u)u] ∈ [L2(Ω)]d is trivially satisfied
by u ∈ [H1(Ω)]d in the two-dimensional (2D) case, whereas for d= 3 we need ∇u ∈ [L3(Ω)]d×d.

At last, we remark that the usual condition g ∈ [H−1(Ω)]d is not sufficient to bound the right-hand side of
Equation (26). We then take g ∈ [L2(Ω)]d. Finally, we can state our variational formulation as: Given g ∈ [L2(Ω)]d, find
(u, p) ∈ X̃ × Y such that for all (w, q) ∈ X × Ỹ

⟨w, (𝜌∇u)u⟩ + ⟨∇w, 𝜇∇u⟩ − ⟨∇ ⋅ w, p⟩ = ⟨w, 𝜌g⟩ , (27)
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⟨𝛾q,∇ ⋅ u⟩ + ⟨∇q,∇p⟩ + ⟨∇q, (𝜌∇u)u⟩ + ⟨∇q × n, 𝜇∇ × u⟩Γ = ⟨∇q, 𝜌g⟩ , (28)

with X =
[
H1

0(Ω)
]d, Y = H1(Ω) ∩ L2

0(Ω), Ỹ =
{

q ∈ Y ∶ n × ∇q|Γ ∈
[
L2(Γ)

]d} and

X̃ =
⎧⎪⎨⎪⎩
{

w ∈ X ∶ (∇ × w) |Γ ∈
[
L2(Γ)

]d}
, if d = 2,{

w ∈ X ∶ (∇ × w) |Γ ∈
[
L2(Γ)

]d and ∇w ∈
[
L3(Ω)

]d×d
}
, if d = 3.

(29)

It is important to remark that, although these spaces may seem somewhat unusual on the continuous level, their
regularity requirements are fulfilled by standard C0 Lagrangian finite element spaces.22 This is due to the fact that the
derivatives of continuous Lagrangian basis functions are piecewise polynomial and therefore integrable to any power,
both in the domain and on the boundary.

3.2.2 Discrete formulation and stabilization parameter

A last question to answer is how to formally define the function 𝛾 that acts as a weight for the divergence bilinear form.
For conformity, it is sufficient to take 𝛾 ∈ L3(Ω), that is, the usual piecewise constant stabilization parameters are allowed.
Also notice that 𝛾 appears in the reaction term of Equation (20), so it must be positive in order to guarantee ∇ ⋅u≡ 0. In
the discrete case, 𝛾 must be chosen appropriately if we desire optimal velocity convergence. For that, we compare our
formulation to the modified PSPG form of Brezzi and Douglas Jr,8 which is defined for quasi-uniform meshes. In that
case, their relaxed continuity equation is written as

⟨q,∇ ⋅ u⟩ + 𝛼h2

𝜇

[⟨∇q,∇p⟩ + ⟨∇q, (𝜌∇u)u⟩ + ⟨qn, 𝜇Δu⟩Γ − ⟨∇q, 𝜌g⟩] = 0. (30)

As in our method, they treat the viscous contribution as a boundary term—but with a second-order operator, which
again reduces the method to standard PSPG if linear elements are used. Comparing our form (28) to theirs (30) (or any clas-
sical stabilized formulation fitting the present framework4,5,7-9,16) leads to a natural choice for 𝛾 , namely, 𝛾 =

(
𝛼h2∕𝜇

)−1,
or 𝛾e =

(
𝛼h2

e∕𝜇
)−1 for nonuniform meshes. Of course, since 𝛾e is basically the inverse of the PSPG parameter 𝛿e, a different

expression should be used for convection-dominated flows, as previously shown in Equation (9).
We are finally in position to state our finite element formulation. Considering a more general setting with Dirichlet

data u|ΓD = uD and natural data
[
(𝜇∇u)n − pn

] |ΓN = tN , the discrete problem reads: Given g ∈ [L2(Ω)]d, find (uh, ph) ∈
Xh × Yh, with uh|ΓD = uD, such that for all (wh, qh) ∈ Xh × Yh, with wh|ΓD = 0,

⟨wh, (𝜌∇uh)uh⟩ + ⟨∇wh, 𝜇∇uh⟩ − ⟨∇ ⋅ wh, ph⟩ = ⟨wh, 𝜌g⟩ + ⟨wh, tN⟩ΓN

⟨∇qh,∇ph + (𝜌∇uh)uh⟩ + ⟨∇qh × n, 𝜇∇ × uh⟩Γ + Ne∑
e=1
⟨𝛾eqh,∇ ⋅ uh⟩Ωe

= ⟨∇qh, 𝜌g⟩ , (31)

with Xh and Y h taken as C0 finite element spaces for conformity.
It is worth remarking that, if 𝛾 → 0, that is, 𝛼 → ∞, the pressure Poisson formulation by Johnston and Liu22 is recov-

ered. Their method replaces the continuity equation by the PPE completely, which leads to a stable but suboptimally
convergent scheme when equal-order pairs are used.23,37 Hence, our formulation can be given two quite distinct interpre-
tations. On the one hand, it can be viewed as a modification of PSPG dealing with mesh size effects in the divergence term
rather than in the stabilization term; on the other hand, one can also see our method as a PPE-based formulation23,24 with
an added term penalizing violations of the divergence-free constraint. An important consequence is that, differently from
standard residual-based methods, ours does not relax incompressibility. In the standard formulations, 𝛼 → ∞ leads to
the stabilizing term replacing completely the continuity equation, that is, the system no longer conserves mass (not even
approximately). In our formulation, 𝛼 → ∞ means completely replacing the continuity equation by the PPE, which also
enforces incompressibility, but in a lower-order way (see References 23,24,44 for excellent discussions on how different
forms of the PPE can be used to enforce conservation of mass). We also remark that, even when using higher-order finite
element spaces, our method does not require second-order derivatives of shape functions, which represents an advantage
from the standpoint of implementation and data structure.

 10970207, 2021, 8, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/nm

e.6615 by U
niversitaetsbibl A

ugsburg, W
iley O

nline Library on [23/06/2023]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License



2082 PACHECO et al.

3.2.3 Interpretation as a pressure-gradient-fluctuation method

Similarly to other stabilizations methods,15,16 ours can also be given distinct interpretations. In his book, V. John6 includes
global16 and local15 pressure projection methods into the framework of stabilization techniques based on fluctuations of
the pressure gradient. That started with Codina and Blasco,16 who solved the issue of spurious pressure boundary layers
(in the original method by Brezzi and Pitkäranta4) by replacing the pressure gradient in the stabilization term by the
fluctuation ∇ph − ∇ph, with∇ph denoting the L2 projection of∇ph onto the (unconstrained) velocity space. For the Stokes
system with homogenous Dirichlet BCs, their PGP method reads: Find

(
uh, ph,∇ph

)
∈
(

Xh ∩ H1
0(Ω)
)d × Xh × Xh

d, such

that for all (wh, qh, vh) ∈
(

Xh ∩ H1
0(Ω)
)d × Xh × Xh

d

⟨∇wh, 𝜇∇uh⟩ − ⟨∇ ⋅ wh, ph⟩ = ⟨wh, 𝜌g⟩ ,
⟨qh,∇ ⋅ uh⟩ + Ne∑

e=1

𝛼h2
e

𝜇

⟨
∇qh,∇ph − ∇ph

⟩
Ωe

= 0,⟨
vh,∇ph

⟩
= ⟨vh,∇ph⟩ , (32)

with Xh ⊂ H1(Ω). A similar idea is used for local pressure projection methods,15 but employing local fluctuation operators
to avoid the computational overhead of solving a global problem for ∇ph.

As it turns out, we can also write our new formulation as a fluctuation-based stabilization, but replacing ∇ph by ∇p̃h,
with p̃h being the solution of the PPE.22 The system would then be: Find

(
uh, ph, p̃h

)
∈
(

Xh ∩ H1
0(Ω)
)d × Yh × Yh, such

that for all
(
wh, qh, q̃h

)
∈
(

Xh ∩ H1
0(Ω)
)d × Yh × Ỹ h

⟨∇wh, 𝜇∇uh⟩ − ⟨∇ ⋅ wh, ph⟩ = ⟨wh, 𝜌g⟩ , (33)

Ne∑
e=1

𝜇

𝛼h2
e
⟨qh,∇ ⋅ uh⟩Ωe

+ ⟨∇qh,∇ph − ∇p̃h⟩ = 0, (34)

⟨∇q̃h,∇p̃h⟩ = ⟨n × ∇q̃h, 𝜇∇ × uh⟩Γ + ⟨∇q̃h, 𝜌g⟩ , (35)

with Y h, Xh, and Ỹ h being continuous finite element spaces. If we choose Ỹ h = Yh for the discretization, it is easy to verify
that the elimination of p̃h leads straight to our original stabilized system (31). The underlying idea in the above formulation
is to penalize fluctuations of the original pressure with respect to the stable pressure coming from the PPE. The key
ingredient for efficiency here is accounting for mesh size variations in the divergence term and not in the stabilization
term. Otherwise, it would not be possible to directly substitute the term ⟨∇q̃h,∇p̃h⟩ from Equation (35) into Equation (34)
without first solving for p̃h.

3.2.4 Stability for nonuniform meshes

One of the main distinct aspects of our stabilized method is the presence of the stabilization parameter in the divergence
term. This means that, even if we were to drop the nonlinearity and the boundary term, the resulting formulation would
still be asymmetric, since the divergence term in the continuity equation is no longer adjoint to the pressure term in the
momentum equation. Furthermore, the “weighted divergence” can complicate the stability analysis. In order to illustrate
that, let us consider, for the Stokes problem, a scaled version of our variational formulation where the (stabilized) con-
tinuity equation is multiplied by 𝛼h2∕𝜇, with h being the maximum element size (note that this is a simple scaling and
does not change the solution). Then, we can combine the momentum and continuity equations in one bilinear form:

A ((uh, ph) , (wh, qh)) = ⟨∇wh, 𝜇∇uh⟩ − ⟨∇ ⋅ wh, ph⟩ + 𝛼h2

𝜇

[⟨∇qh,∇ph⟩ + ⟨∇qh × n, 𝜇∇ × uh⟩Γ] + Ne∑
e

h2

h2
e
⟨qh,∇ ⋅ uh⟩Ωe

.

(36)

When proving stability for residual-based formulations, the most common approach is to show coercitivity of A over
a mesh-dependent norm to use the theorem of Lax–Milgram.5 We have
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PACHECO et al. 2083

A ((uh, ph) , (uh, ph)) = ⟨∇uh, 𝜇∇uh⟩ + 𝛼h2

𝜇

[⟨∇ph,∇ph⟩ + ⟨∇ph × n, 𝜇∇ × uh⟩Γ] + Ne∑
e

[(
h
he

)2

− 1

] ⟨ph,∇ ⋅ uh⟩Ωe
. (37)

For a uniform mesh, we have (h/he)2 − 1= 0 for all elements, so the divergence term vanishes and we can apply stan-
dard techniques used in classical RBSs (provided that the boundary term is also appropriately estimated8). If we no longer
have a uniform mesh but a globally quasi-uniform one, that is,

1 ≤ h
he

≤ C for all elements, with C ≥ 1, (38)

using the Cauchy-Schwarz and Young’s inequalities we can write

⟨ph,∇ ⋅ uh⟩Ωe
≥ −||ph||L2(Ωe)||∇ ⋅ uh||L2(Ωe) ≥ −1

2

(
1
𝜇
||ph||2L2(Ωe)

+ 𝜇||∇uh||2L2(Ωe)

)
, (39)

so that

Ne∑
e

[(
h
he

)2

− 1

] ⟨ph,∇ ⋅ uh⟩Ωe
≥ 1 − C2

2

(
1
𝜇
||ph||2L2(Ω) + 𝜇||∇uh||2L2(Ω)

)
. (40)

Furthermore, condition (38) allows us to use an inverse inequality and get

(1 − C2)
2
||ph||2L2(Ω) ≥ −C̃h2||∇ph||2L2(Ω). (41)

Combining these estimates with Equation (37) gives us

A ((uh, ph) , (uh, ph)) ≥ (3 − C2) 𝜇
2
||∇uh||2L2(Ω) +

(
𝛼 − C̃

)
h2||∇ph||2L2(Ω) + 𝛼h2⟨∇ph × n, 𝜇∇ × uh⟩Γ. (42)

Thus, guaranteeing that A ((uh, ph) , (uh, ph)) stays positive would impose a condition on the element sizes, namely,
C <
√

3, which is obviously too restrictive. We remark, however, that ellipticity is sufficient but not necessary for sta-
bility. A stability proof can be done by deriving an appropriate inf-sup condition. This is, at the moment, still an open
problem, as well as the formal error analysis of our method. We remark, however, that our numerical experiments with
highly nonuniform meshes (C> 10) and even adaptive ones for different values of 𝛼 do not indicate any apparent signs
of stability restrictions. In fact, “pure PPE” formulations such as that by Johnston and Liu22 also have a “nonvanishing”
divergence in the bilinear form and, although a stability proof for C0 finite elements is also still open in their case,39 sev-
eral variations of their method have been used successfully in the past decade in the solution of challenging problems
with general meshes,23,39,42 corner singularities37,38,40 and wide ranges of Reynolds numbers24,41—all providing strong
numerical evidence towards good stability properties.

4 DISCRETISATION AND SOLUTION

Standard Lagrangian finite element spaces of equal order for velocity and pressure are considered herein. The correspond-
ing shape functions will be denoted by 𝜓i, i= 1, … , Nn, with Nn being the number of nodes in the mesh. Moreover, both
simplicial and nonsimplicial elements are considered in the examples. Unless where otherwise stated, first-order pairs
are employed.

4.1 The Stokes system

The Stokes solution is obtained by dropping the convective term (𝜌∇u)u. After discretization, this leads to the linear
algebraic system
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2084 PACHECO et al.

[
K −B⊤

𝛼−1B̃ + L A

]{
u
p

}
=

{
b
f

}
, (43)

where K, B, and b are the usual stiffness matrix, divergence matrix, and forcing vector coming from the standard Galerkin
formulation of the Stokes system.6 Matrix A is a standard Laplacian stiffness matrix (without BCs) and matrices L and B̃
have a block structure:

L =
[

L1 ... Ld
]
, B̃ =

[
B̃1

... B̃d
]
, (44)

with

Lk
ij = 𝜇

d∑
m=1∫Γ

(𝛿mk − 1)
(

nm
𝜕𝜓i

𝜕xk
− nk

𝜕𝜓i

𝜕xm

)
𝜕𝜓j

𝜕xm
dΓ, (45)

B̃k
ij = 𝜇

Ne∑
e=1

1
h2

e ∫Ωe

𝜓i
𝜕𝜓j

𝜕xk
dΩ, (46)

where nk is the kth spatial component of the normal vector n, and 𝛿 is the Kronecker delta. The entries of the forcing
term f are given by

fi = ∫Ω
𝜌∇𝜓i ⋅ g dΩ. (47)

4.2 The Navier–Stokes system

When the convection term is kept, an iterative scheme is necessary to solve the resulting nonlinear problem.
To obtain such a scheme, standard methods can be readily applied, since the term we add in comparison
to classical PSPG is linear. We use the following Picard scheme: after an initial guess

(
u0, p0

)
, the iterations

follow as [
K + C

(
un) −B⊤

𝛼−1B̃ + L + H
(
un) A

]{
un+1

pn+1

}
=

{
b
f

}
, (48)

where C is a block-diagonal matrix with d identical blocks  given by

ij = ∫Ω
𝜓i∇𝜓j ⋅ uh dΩ, (49)

and H =
[
H1 ... Hd], with

Hk
ij = ∫Ω

𝜕𝜓i

𝜕xk
∇𝜓j ⋅ uh dΩ. (50)

After each iteration, Aitken relaxation is applied in order to provide the iterative solver with quadratic convergence45

(cf. Reference 46 for details).

4.3 Solving the linear system

The linear systems (43) and (48) can be easily solved using direct methods when considering 2D problems, but in three
dimensions the resulting memory requirements and computational complexity can quickly become prohibitive. Thus,
we present here an iterative technique suitable to handle the problem at hand. It is based on a flexible GMRES method
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PACHECO et al. 2085

with right preconditioner −1 for the Navier–Stokes system:47

−1 ∶=

[
(K + C)−1 0

0 I

][
I B⊤

0 I

][
I 0
0 S−1

]
, (51)

using the Schur complement defined as S ∶= A + (𝛼−1B̃ + L + H)(K + C)−1B⊤. For the Stokes system, the convective
terms in −1 and S are simply zero. Explicitly computing the Schur complement S is considered too costly, so the key
factor for achieving robust and fast convergence lies in its efficient approximation. We choose S−1 ≈ 𝜇M−1

p , where Mp is
the mass matrix in the pressure space.47,48 This choice is suitable for the diffusion-dominated case, which is the focus of
this contribution. The actions of the inverses in (51) applied to some iterate can be approximated by single V-cycles of an
algebraic multigrid method (e.g., utilizing the BoomerAMG package49 via deal.II50). To further improve scaling, the rows
corresponding to the pressure test functions are multiplied by element-averaged factors 𝜏i defined per node as

𝜏i ∶=

( Ni∑
e=1
|Ωe|)−1 Ni∑

e=1

𝛼h2
e

𝜇
|Ωe|, (52)

where |Ωe| ∶= ∫Ωe
dΩ and N i is the number of elements sharing vertex i.

5 NUMERICAL EXAMPLES

In this section, we use various benchmark examples to assess the performance of our new method in comparison to
classical ones. Triangular, quadrilateral and hexahedral elements are considered. In order to measure approximation
errors, we define a normalized L2 norm

||p − ph||0 ∶=
||p − ph||L2(Ω)||p||L2(Ω)

,

and analogously for uh. The spatial coordinates (x1, x2, x3) and their corresponding velocity components will be denoted
by (x, y, z) and (u, v,w), respectively.

5.1 Stokes flow in the unit circle

We begin with the benchmark case proposed by Weidman.51 It consists of the Stokes problem in a circular domain
with unit radius, centered at the origin, with zero body force and periodic Dirichlet BC u𝜃|Γ = cos n𝜃, with n being an
integer greater than one, u𝜃 denoting the circumferencial velocity and 𝜃 ∶= tan−1(y∕x). For 𝜇 = 1 and n= 2, the analytical
solution is

u =

{
2y3 − y
2x3 − x

}
, p = 12xy.

For this example we consider a family of seven quasi-uniform triangular meshes, the finest of which is shown in
Figure 1 (only an eighth of the mesh is depicted, due to its symmetry). The first goal is to compare our new approach and
PSPG, regarding their performance with respect to the stabilization parameter 𝛼. The pressure error for 𝛼 ∈ [10−4, 105]
using the sixth mesh is shown in Figure 2, and important considerations can be drawn. The expected behavior is observed:
the error is large for small values of 𝛼, decreases as 𝛼 is increased, reaches a minimum, then starts growing again and
eventually settles at a finite value. The two formulations yield similar results for small 𝛼, since the divergence-free con-
straint dominates over the stabilization term. However, the reasons why each method reaches a limiting performance
for 𝛼 → ∞ are distinct. In the PSPG formulation, the error becomes very high because a large 𝛼 leads to overrelaxation
of incompressibility; in our formulation, 𝛼 → ∞ leads to the PPE completely replacing the divergence-free constraint,
which does not violate (discrete) incompressibility but results in suboptimal convergence.37 Therefore, the error for
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2086 PACHECO et al.

F I G U R E 1 Stokes problem in circular domain: Finest mesh
considered in the refinement study (only an eighth is shown)

F I G U R E 2 Stokes problem in circular domain:
Pressure error with respect to stabilization parameter

large 𝛼 is much higher for PSPG than for the present formulation. Moreover, the former’s incomplete residual has
an important impact on the parameter selection. The numerical solution is very sensitive to the stabilization param-
eter, with the error growing very fast when 𝛼 moves away from its optimal value in either direction. Conversely, in
our method the error varies in a smoother way and allows more freedom in the parameter selection. This is a cru-
cial feature for a stabilization technique, since the optimal parameters are often problem- and discretization-dependent.
It is also seen that, for this example, the minimum error yielded by our formulation is around one order of mag-
nitude lower than that from PSPG. The velocity errors shown in Figure 3 also reveal the improved accuracy of our
formulation.

In order to investigate the issue of spurious pressure boundary layers induced by the incomplete residual, we assess the
pressure error in L2(Γ), as proposed by Burman and Hansbo.12 Note that for this example, the PSPG method with linear
elements reduces to the original formulation of Brezzi and Pitkäranta,4 which contains only the term

∑Ne
e=1 ⟨𝛿e∇qh,∇ph⟩Ωe

and therefore induces zero Neumann BCs for the pressure. We also include in the comparison the results attained through
the PGP method,16 which fixes the issue of artificial pressure BCs through an appropriate projection (cf. Section 3.2.3).
The plot shown in Figure 4 reveals a similar trend to that attained by edge stabilization methods:12 we get an additional
half an order on the boundary by using the complete residual. This is due to the fact that our formulation is derived from a
BVP with consistent pressure BCs.44 In comparison to edge stabilization methods, ours has the advantage of not requiring
operations involving internal edges/faces, which simplifies implementation. It is also seen that our method performs very
similarly to the PGP technique, with the advantage of not requiring any projections.
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PACHECO et al. 2087

F I G U R E 3 Stokes problem in circular domain: Velocity error with
respect to stabilization parameter

F I G U R E 4 Stokes problem in circular domain: Pressure
convergence on the boundary, for 𝛼 = 0.1

5.2 Kovasznay flow problem

We now consider a nonlinear problem: the Kovasznay flow benchmark.52 It is one of the only known analytical
solutions to the Navier–Stokes problem with g= 0, and models the behavior of laminar flow past cylinders. The solution in

Ω =
(
− 1

2
,

1
2

)2
is

u =

{
1 − ekx cos 2𝜋y

k
2𝜋

ekx sin 2𝜋y

}
, p = ek − e2kx

2
,

where Re is the Reynolds number and k = Re
2
−
√(

Re
2

)2
+ (2𝜋)2. We solve the corresponding Dirichlet problem using

linear triangular elements. The coarsest mesh is shown in Figure 5, and then seven levels of uniform refinement are
considered. The pressure and velocity errors for Re= 100 and 𝛼 = 1 are shown in Figure 6. We observe that, although both
PSPG and our formulation converge with similar rates, the former takes longer to reach the asymptotic behavior, which
leads to larger errors. The reason for this “delayed” convergence is the fact that the artificial pressure BCs induced by the
PSPG formulation only become negligible as the mesh size goes to zero.6 Another important finding from the convergence
plots is the remarkable performance gain of our approach with respect to the pure PPE formulation,22 through the addition
of a simple term to penalize large velocity divergences.

To further illustrate how the incomplete residual can impact the quality of the approximation, we show in Figure 7
the pressure isolines for the Kovasznay problem with Re= 40, 𝛼 = 100 and the third finest mesh considered in the
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2088 PACHECO et al.

F I G U R E 5 Kovasznay benchmark: Coarsest mesh used in the refinement study

F I G U R E 6 Kovasznay
benchmark: Uniform refinement study

F I G U R E 7 Kovasznay benchmark: Pressure
isolines for PSPG (left) and present formulation (right)

convergence study. This is a particularly good example for illustrating the issue of spurious pressure boundary layers,
since the exact solution has perfectly vertical isolines. Note that the stabilization parameter is deliberately chosen out-
side of the optimal interval for both formulations, so as to critically test their performance. We see that PSPG yields
completely distorted lines all over the domain, whereas in our approach there is only a mild distortion close to the
corners.

It is also of interest to investigate how our method performs in combination with equal-order spaces of higher poly-
nomial degree, since they are able to approximate the Laplacian in the standard PSPG residual. We investigate that by
assessing the effect of the stabilization parameter 𝛼 for elements of type QkQk, that is, equal-order quadrilateral elements
with polynomial degree up to k in each direction. We consider a 64× 64 uniform grid, Re= 100 and k= 1, 2, 3, 4. The
results depicted in Figure 8 reveal once again an increase in accuracy for a wider range of 𝛼. This is due to the fact that,
even though the PSPG residual is complete for k> 1, large 𝛼 leads to an overrelaxation of the incompressibility constraint,
which does not happen in our PPE-based formulation. Especially for k= 4, the approximation attained by our method has
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F I G U R E 8 Kovasznay benchmark: Error with respect to stabilization parameter for higher-order elements

F I G U R E 9 Kovasznay benchmark in anisotropic meshes: Coarsest mesh used in the
refinement study

F I G U R E 10 Kovasznay benchmark in
anisotropic meshes: First and second refinement
levels

proven considerably less sensitive to the choice of stabilization parameter. Note that for 𝛼 > 10 the solution of the PSPG
method (considering zero initial guess for the iterative scheme) diverged.

In order to put our method to a more challenging test, we use now anisotropic, highly nonuniform meshes. The
coarsest mesh is shown in Figure 9, where we can see that the element size varies by a factor of up to 9 between adjacent
elements—a rather extreme setting. The second and third meshes are shown in Figure 10, and the refinement goes on
uniformly. The pressure and velocity errors for 𝛼 = 10 are depicted in Figure 11, where we can verify good stability and
convergence behavior, as in previous examples. Results for graded 3D meshes are also in agreement with these findings,
as we show next.
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F I G U R E 11 Kovasznay benchmark: Refinement study with
anisotropic meshes

F I G U R E 12 Poiseuille flow: Graded mesh used for the first test case

5.3 Poiseuille flow in three dimensions

We now consider a 3D example on graded hexahedral meshes. The domain is a cylinder defined as

Ω =
{
(x, y, z) ∈ R

3 ∶ x2 + y2 < R2, 0 < z < L
}
.

The corresponding Poiseuille flow solution is

u =
{

0, 0, 2Q
𝜋R2

(
1 −

x2 + y2

R2

)}⊤

, p = 8𝜇QL
𝜋R4

(
1 − z

L

)
,

in which Q is a given volumetric flow rate and R and L are the pipe’s radius and length, respectively. There are no body
forces. As BCs for the numerical solution, we use the analytical velocity profile on the inlet z= 0, no-slip on the wall
(x2 + y2 =R2) and zero natural BC (tN = 0) on the outlet z=L. We begin once again by comparing the methods regarding
the effect of the stabilization parameter 𝛼. For this, we consider a test case with L

R
= 3, Re= 150 and a graded mesh with

92160 elements and 96657 nodes (see Figure 12). For this example, too, our method clearly outperforms PSPG in accuracy
and sensitivity with respect to 𝛼, as revealed by the error plot in Figure 13—even though the velocity Laplacian is not zero
everywhere for non-Cartesian hexahedral meshes, as the present one.

Next, a convergence study is performed for the present method. The four graded meshes considered are depicted in
Figure 14 (frontal view). The refinement in the z direction is uniform, starting with an element length of L/3. We consider
a normalized problem with 2R

L
= 𝜌Q

𝜇R
= 1. As for the 2D examples, we use a direct solver here. Table 1 shows the errors

for the four meshes. Once again, the estimated orders of convergence (eoc) are quadratic. It is important to draw some
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F I G U R E 13 Poiseuille flow:
Error with respect to stabilization
parameter

F I G U R E 14 Frontal view of the
graded meshes used for the Poiseuille
flow problem

T A B L E 1 Poiseuille flow: Convergence study for graded meshes Mesh ||u−uh||0 eoc ||p−ph||0 eoc

1 7.2× 10−2 – 3.5× 10−2 –

2 1.3× 10−2 2.4 6.0× 10−3 2.5

3 3.3× 10−3 2.0 1.5× 10−3 2.0

4 8.3× 10−4 2.0 3.6× 10−4 2.0

remarks regarding the convergence rates. From the approximation standpoint, the polynomial degree for ph should be
one less than for uh to guarantee quadratic pressure convergence, since we are looking for p ∈ L2(Ω) but u ∈ [H1(Ω)]d.
When using equal orders, all that can be guaranteed for the pressure is at least linear convergence in L2(Ω).5,8 As a matter
of fact, the order is known in practice to range between 1 and 2, depending on the flow regime.6 Therefore, the quadratic
convergence experienced here for the pressure should be seen as an “initial” higher-order convergence53 and cannot be
expected to hold indefinitely and for all problems. This applies of course not only to our formulation, but to equal-order
methods in general.4,5,8,13,16,25

5.4 Lid-driven cavity flow

As a final example, we consider the classical lid-driven cavity benchmark with Re= 5000. It consists of flow confined
in the unit square Ω = (0, 1)2, driven by discontinuous Dirichlet BCs: u= {1, 0}⊤ at y= 1, and u= 0 on the remaining
walls. This is a more challenging problem due to the higher Reynolds number and the pressure singularity induced
by the discontinuous BCs. To solve the BC ambiguity at the upper corner nodes, we apply the regularization pro-
posed by de Frutos et al.54 A uniform mesh with 128× 128 square elements has been considered, with a constant
parameter 𝛾 = 0.3∕h for the stabilization. Figure 15 shows the comparison between our results and those attained by
Erturk et al.,55 in terms of velocity components. Excellent agreement is observed between the solutions. In Figure 16,
we see that the pressure approximation presents no apparent spurious oscillations, in spite of its clear nonsmooth
character.
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F I G U R E 15 Lid-driven cavity flow: Comparison
between present results (lines) and those by Erturk
et al.55 (markers)

F I G U R E 16 Lid-driven cavity flow: Pressure distribution

6 CONCLUDING REMARKS

This work has presented a global pressure-stabilized formulation for incompressible flows allowing equal-order
velocity-pressure pairs. The method can be derived by replacing the standard Navier–Stokes equations by an equivalent
system containing a weighted average of the continuity equation and the PPE. Using such an equivalent BVP and appropri-
ate vector calculus identities, we rewrite the second-order viscous term as a first-order boundary term, thereby preserving
the viscous part of the residual even for lowest-order elements. To the best of our knowledge, this is the first stabilization
technique which allows a complete evaluation of the residual for first-order elements without requiring the definition of
auxiliary variables and projections, or unconventional data structures such as macroelements, patches and internal face
loops. Furthermore, our method does not rely on a relaxation of incompressibility, as opposed to most standard pressure
stabilization methods. Various numerical examples have been tackled to provide an appropriate comparison between our
formulation and existing ones, revealing a clear gain in accuracy and flexibility with respect to the stabilization parame-
ter, for lowest- and higher-order elements. In particular, our method improves the approximation around the boundaries
by alleviating spurious pressure boundary layers. We hope that this new tool can offer the computational fluid dynamics
community a practical, efficient alternative to some existing techniques such as PSPG and edge stabilization methods.
Future and ongoing developments include a generalization to fluids with variable viscosity,56 as well as a systematic
numerical analysis to provide theoretical stability estimates. Also ongoing is the development of robust solvers for the
stabilized system in general flow regimes, including suitable preconditioners and adaptive stepping for time-dependent
problems.
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