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Abstract—Data-driven QoE modelling using Machine Learning
(ML) allows to reduce the modelling bias and to continuously
integrate new QoE results into the QoE model, which can improve
its generalizability. The downside is that the majority of ML
models are black-box models, which prevent to obtain insights
about QoE influence factors and their fundamental relationships
that are highly relevant for researchers and providers of services
and networks. However, recent advances in the field of eX-
plainable Artificial Intelligence (XAI) resolve these issues. Thus,
XAI allows to benefit from data-driven QoE modelling to obtain
generalizable QoE models, and at the same time to understand
what QoE factors are relevant and how they affect the QoE score.
In this work, we showcase the feasibility of explainable data-
driven QoE modelling for video streaming, since video streaming
QoE has been well researched, and thus, allows us to validate
our results. Finally, we discuss opportunities and challenges of
deploying XAI for QoE modelling.

                                                 
                                                       

                                                                     

I. INTRODUCTION

To improve services and networks and to avoid user churn
and subsequent revenue losses, researchers and providers of
services and networks require a thorough understanding of
the factors influencing Quality of Experience (QoE) [1]. To
successfully develop a QoE model, dedicated, extensive, and
expensive studies are required, which typically can only cover
a subset of the parameter space and are influenced by the
study design. They often output a relatively small sample of
QoE ratings from a comparatively small population, thus being
susceptible for poor performance on unseen data. Processing
the collected data and performing the actual QoE modelling
is not only cumbersome and time-consuming, but might also
introduce biases and self-fulfilling prophecies, e.g., seeing an
exponential relationship when expecting one.

To bypass these burdens, data-driven QoE modelling with
machine learning (ML) is an interesting alternative, in partic-
ular, in scenarios where lots of data are available or where
streams of data can be obtained continuously. A prime exam-
ple, which mixes both worlds, is the ITU-T standard P.1203 [2]
for estimating video streaming QoE. Its output factors in
both manual modelling, accounting for 75% of the estimated
mean opinion score (MOS), and Random Forest based ML
modelling, accounting for the remaining 25%. Apparently,
the ML component improves the performance of P.1203,
otherwise, it would not have been included. However, the
internals of P.1203’s Random Forest model, i.e., how exactly

its output score is inferred, are not obvious. This black-box
characteristic also holds for most other ML models, meaning
that their decision-making processes are generally difficult to
understand for humans. This prevents to obtain insights on the
fundamental QoE relationships in the data and causes a lack
of trust in such models, which inhibits the large-scale use of
data-driven QoE models by researchers and providers.

With the recent advances in the field of eXplainable Arti-
ficial Intelligence (XAI), it is now possible to realize inter-
pretable ML-based QoE models, and thus, increase the trust
between stakeholders and QoE model. These advances include
a large range of XAI techniques, which can be applied on top
of existing black-box models, but also novel, sophisticated ML
models, which are interpretable by design. The usage of XAI
for QoE modelling is beneficial for several reasons. Besides
speeding up the entire modelling process, data-driven QoE
modelling allows to identify the most relevant QoE factors
and their fundamental relationships to the Mean Opinion Score
(MOS). At the same time, it helps to avoid introducing prefer-
ences or biases from different research teams and datasets into
the model. All that is required is a large dataset with features
and labels, i.e., descriptions of experiment conditions and
stimuli (features) and the corresponding QoE ratings (labels).
Datasets from different studies can also be merged to obtain
better generalizable QoE models, and models can be refined
automatically over time when new QoE studies have been
conducted and new data become available.

In this work, we give an introduction to XAI and show the
feasibility of data-driven QoE modelling with XAI on the use
case of video streaming QoE. We choose the video domain
since it has been well-researched in the QoE community in
the past, e.g., in [3] and [4], and since this domain knowledge
helps us to validate our insights. We evaluate different ML
and XAI models and techniques on publicly available QoE
data with respect to performance and explainability. We also
compare existing expert video QoE models to these data-
driven models. Moreover, we show that it is possible to
identify QoE influence factors and model their impact on the
MOS using XAI. Even though we evaluate the feasibility of
data-driven QoE modelling on video streaming QoE in this
work, transferring our approach to other domains like gaming
or speech is straightforward. Finally, we discuss opportunities
and challenges of data-driven QoE modelling.

This work is structured as follows: related work and XAI are
discussed in Section II and Section III. Our video streaming
QoE case study is presented in Section IV. Section V discusses
opportunities and challenges, before Section VI concludes.                                    
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II. RELATED WORK

Several QoE models have been proposed for traditional
Internet services like video streaming [3], [4]. As shown in [3],
there are various video QoE models, which consider differ-
ent inputs, e.g., media-layer inputs like decoded audio/video
signal, parametric inputs like packet headers, bitstream infor-
mation like quantization parameter, as well as hybrid models,
which consider a combination of the aforementioned inputs.
In this work, we compare the performance of our data-driven
QoE models to the expert QoE models P.1203 [2], Hoßfeld [5],
Liu [6], Mao [7], Mok [8], Petrangeli [9], and VsQM [10]. The
majority of these models considers the total stalling length,
the number of stalling events, and the visual quality (bitrate
and/or resolution) as important QoE influence factors. P.1203,
Mao, Mok, and VsQM also factor in the initial delay. P.1203
additionally considers the number of video quality switches
and it is the only expert model, which also incorporates ML.
In [11], the authors showed that many of those QoE models
perform significantly different as they attach different weights
to the QoE influence factors. This suggests that a data-driven
approach to QoE modelling can bring benefits to the QoE
community in terms of model accuracy and generalizability.

The survey in [12] shows that ML-based QoE modelling in
multimedia systems is already widely used, including Virtual
Reality, 360 degree video, and gaming. However, the QoE
models are based on shallow learning methods, e.g., Support
Vector Machines (SVM), or on deep learning methods, which
lack explainability. Thus, it is difficult to understand what QoE
factors are relevant and how they affect the QoE score. To the
best of our knowledge, explainable data-driven QoE modelling
has not been addressed in QoE research yet. Thus, we are the
first to evaluate its feasibility on a realistic use case and to
discuss the deployment of XAI-based QoE modelling.

III. XAI: EXPLAINABLE AI

A general overview on XAI is provided in [13] and an
extensive survey on XAI methods as well as a taxonomy for
XAI methods in general can be found in [14].

XAI methods can be classified into techniques which ex-
plain a model locally, i.e., providing explanations for a single
stimulus in terms of QoE factors and QoE rating, or globally,
i.e., providing general reasoning for how a model derives the
QoE rating from QoE factors. Additionally, XAI methods can
be classified into post-hoc explainers and interpretable models.

Post-hoc explainers [14] are usually utilized to explain
various black-box models, e.g., neural networks or ensemble
techniques, after they have been trained. A widely used post-
hoc explainer is SHAP values [15]. SHAP values originate
from game theory and quantifies the contribution of each
feature to the prediction by considering all potential feature
subsets and learning a model for each feature subset. Other
post-hoc explainers are LIME and Anchors, which have the
drawback that they are usable for classification tasks only.

Interpretable models provide an explanation for how the
model obtained the output by design. Prevalent models are,

for example, the well-known linear models and decision trees,
as well as the less known generalized additive models (GAM).

A GAM is a generalized linear model in which the model
output is computed by summing up each of the arbitrarily
transformed input features along with a bias [16]. Thus, GAMs
can be described by the equation g(E[y]) = β+

∑n
i=1 fi(xi),

where xi is the ith input feature of n total features, fi is a
univariate arbitrary predictor function for feature i, y is the
target variable, and g is the link function. The link function
g relates the expected value of the target variable to the
learned predictor functions f1 to fn. The form of a GAM
enables a direct interpretation of the model by analyzing the
learned functions f1 to fn and the transformed inputs, which
allows to estimate the influence of a feature. In this work, we
utilize two state-of-the-art ML-based GAM models to model
video streaming QoE, namely, Explainable Boosting Machine
(EBM) [17] and Neural Additive Model (NAM) [16]. While
EBM uses decision trees to learn the functions f1 to fn and
gradient boosting to improve training, NAM utilizes arbitrary
neural networks to learn the functions f1 to fn, resulting
in a neural network architecture with n sub-networks. EBM
extends GAM by also considering additional pairwise feature
interaction terms, which are added on the right side of the
GAM equation, while maintaining explainability.

IV. USE CASE

Next, we evaluate the feasibility of explainable data-driven
QoE modelling for the video streaming QoE use case.
Dataset: We crawled various publicly available sources for
video QoE databases meeting specific criteria. In particular,
we looked for databases containing rich information about
experiment conditions and stimuli, which could have an impact
on video streaming QoE, and thus, can be used as features
for the ML models. This includes, for example, various
video streaming KPIs, such as stalling information and visual
quality. Moreover, the database was required to provide the
corresponding subjective user ratings for all stimuli, which we
require as labels to train ML models in a supervised fashion.

Five databases [2], [18]–[21] matched our criteria, and
we preprocessed and aggregated them into a new dataset
consisting of 2571 video streaming sessions. We characterize
the databases shortly in Table I and observe that our new,
merged dataset is highly heterogeneous due to the different
databases. This can be seen, for example, in the duration of
the video clips ranging from 10 up to 240 seconds. Finally,
the MOS for the Waterloo databases [18], [19] is significantly
higher compared to the other three databases.

For each video of a database, we extracted the initial delay
in seconds, the number of stalling events, the total stalling
duration in seconds (without initial delay), the playback dura-
tion in seconds (excluding stalling and initial delay), and the
video width and height in pixels, and used them as features
to describe the stimulus. Additionally, we extracted the bitrate
(Mbps), the frame rate, and the stalling duration for every
second of the video duration. Considering the distributions of
these per-second KPIs in a single session, we computed the
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TABLE I: Characteristics of considered video QoE databases.

Database # Sessions # Videos Duration [s] Initial Delay Incl. Stalling Incl. Avg. Stalling Length [s] # Avg. Stallings Avg. Bitrate [Mbps] MOS (Std.)

Waterloo III [18] 450 20 10 100% 49.1% 3.2 2.4 2.52 3.43 (0.62)
Waterloo IV [19] 1350 5 28 12.3% 23.9% 3.6 2.0 4.60 3.65 (0.64)
LIVE Netflix I [20] 112 14 60-87 62.5% 50.0% 8.4 1.3 0.24 3.00 (0.70)
LIVE Netflix II [21] 420 15 25 0% 39.5% 2.7 2.5 0.60 2.99 (0.82)
ITUT-T Rec. P1203 [2] 239 157 60-240 30.1% 43.9% 12.9 1.4 1.77 3.15 (0.97)

Merged dataset 2571 211 10-240 29.48% 33.87% 4.8 2.1 3.13 3.43 (0.76)

Avg. Width

Avg. Height
Avg. Bitrate

Min. Bitrate
Max. Bitrate

Std. Width
Std. Height

Std. Bitrate

# Quality Switches

Quality Switch Recency
Max. Stalling Duration

Min. Stalling Duration
Avg. Stalling Duration

Total Stalling Duration
# Stallings

Initial Delay

0.5 0.6 0.7 0.8 0.9 1.0
Absolute SROCC

Fig. 1: Graph-based feature selection using cliques. Framed
features are selected for data-driven feature set.

mean, standard deviation, minimum, and maximum statistics,
which we also use as features. Finally, we also extract the
number of quality switches, and the recency time of the last
quality switch, but not the quality levels themselves since
they are not compatible across the databases due to different
minimum and maximum resolutions. Constant features, e.g.,
the frame rate statistics, were immediately removed from the
feature set. Finally, we consider the continuous MOS of each
stimulus as label, which shall be predicted by the QoE models.
Note that we normalize all MOS scores across all databases.
Feature Selection: Selecting the most relevant features from
a list of features is easy when you already have domain
knowledge about the problem at hand. However, for unknown
domains, e.g., for future multimedia applications, it is unclear
which features are relevant QoE factors. Thus, we present a
data-driven feature selection method based on graph theory,
which selects uncorrelated features that are desired for XAI.
We will compare the resulting feature set to an expert feature
set, which is created based on domain knowledge.

1) Expert: For the expert feature set, we use video QoE
domain knowledge derived from the QoE models presented
in Section II. In particular, we look at the input parameters
of these expert models and select the five most common
parameters as features. These expert features include the
average bitrate, the initial delay, the number of stalling events,
the total stalling duration, and the number of quality switches.

2) Data-Driven: To select uncorrelated features in a data-
driven fashion, we utilize a custom, simple, non-optimized
graph-based method similar to [22]. First, we compute Spear-
man’s rank correlation coefficient (SROCC) for all features.
Using the SROCC, we build a graph by interpreting each
feature as a node. Two nodes are connected in the graph
if their absolute correlation is higher than a threshold x.
In this work, we add an edge between two nodes only if
|SROCC| > 0.5. Figure 1 depicts the resulting graph for

our dataset. Edges between features are colored according to
the absolute intensity of the SROCC. We can easily see that
all stalling-related features are clustered together and do not
share an edge with other features. To find the highly correlated
subsets, we then compute all maximal cliques, i.e., fully-
meshed subsets of the graph, and sort the cliques by size in a
descending fashion. We then iterate through each clique and
select the feature with the highest SROCC to the MOS, add
the feature to our feature set, and blacklist all other features in
the clique. After all cliques have been checked, we obtain the
final feature set. For our exemplary dataset, four features are
selected as most indicative. These are the average bitrate, the
number of stalling events, the number of quality switches, and
the recency time of the last quality switch. When comparing
the expert and the data-driven feature set, we observe that
both feature sets contain the average bitrate, the number of
stallings, and the number of quality switches. Thus, there is
a large agreement in both sets, while our data-driven method
excludes correlated features, which validates the approach.

Model Comparison: We perform a comparison between
selected expert video streaming QoE models and ML models,
as well as between our expert and data-driven feature sets. As
baseline black-box ML models, we use XGBoost (XGB) [23],
a tree-based boosting ensemble method, which has proven to
be particularly suited for tabular data, as well as Random
Forest (RF) and Deep Neural Networks (DNN). Nevertheless,
we will explain these black-box models using the post-hoc
method SHAP. In addition, we utilize three different inherently
interpretable XAI models in this work, namely, Decision Tree
(DT), Explainable Boosting Machine (EBM), and Neural Ad-
ditive Model (NAM). For the training of all regression models,
we perform extensive hyperparameter tuning. We explicitly do
not split our dataset into train and test set since our dataset
is too small and generalizability is not our goal here. Instead,
we aim to train models providing high performance and high
quality explanations for their internal decision making.

Table II shows the performance of each expert and ML
model per feature set with respect to common metrics, which
can describe the goodness of fit for regression models. These
are root mean square error (RMSE) and mean absolute error
(MAE) on the MOS range, which should be as small as
possible, and the coefficient of determination (R2), which
should be close to 1. The table shows that almost all ML-
based models outperform even the best expert model P.1203
in our dataset. However, this is no surprise since our ML
models are fitted directly to our dataset. Nonetheless, the
expert QoE models could have been expected to generalize
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TABLE II: Performance comparison of expert and data-driven
QoE models for expert and data-driven feature sets.

Features Data-Driven Expert

Metric RMSE MAE R2 RMSE MAE R2

P.1203 - - - 0.61 0.47 0.35
Hoßfeld - - - 1.62 1.44 -3.57
Liu - - - 1.77 1.63 -4.45
Mao - - - 0.73 0.61 0.35
Mok - - - 0.88 0.73 -0.35
Petrangeli - - - 1.62 1.44 -3.57
VSQM DASH - - - 1.60 1.41 -3.49

XGB 0.25 0.15 0.89 0.23 0.15 0.90
RF 0.28 0.21 0.86 0.27 0.19 0.87
DNN 0.47 0.37 0.61 0.46 0.35 0.63

DT 0.61 0.47 0.35 0.63 0.49 0.31
EBM 0.43 0.34 0.67 0.42 0.32 0.69
NAM 0.51 0.40 0.54 0.50 0.39 0.56
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Fig. 2: Effect of expert features on MOS with SHAP values.

well over unseen data. For both feature sets, we can also see
only marginal differences in both directions. This indicates
that the data-driven choice of the feature set was an excellent
one for our dataset. Finally, we observe that the explainable
models DT, EBM, and NAM all perform worse than the black-
box models XGB and RF, indicating that explainable models
suffer a minor performance loss.
Explainability: Next, we want to explain the models’ deci-
sions. Here, we use only the expert feature set as it contains
an additional feature, and thus, allows for more insights.

1) SHAP Values: While the models DT, EBM, and NAM
are explainable by design, our black-box models can only
be explained using post-hoc explainers. In the following, we
explain the internals of XGB with SHAP values. Figure 2
shows how MOS or SHAP values, respectively, are affected
by different feature values. The gray shades in the background
denote the density of the data, i.e., the normalized number of
samples available for a specific feature value. Darker shades
correspond to higher densities. The obtained SHAP value
on the y-axis represents how a single instance with a given
feature value differs from the average of the entire dataset.
For example, stimuli with an average bitrate below 1 Mbps
show a MOS that is around 1-2 points lower on average
than the average MOS of all stimuli. Although SHAP plots
resemble traditional main effect plots, they have the advantage
of implicitly accounting for feature interactions.

We notice that the SHAP values of the average bitrate
show a strong monotonic trend, thus indicating the importance

≤ >

Fig. 3: Top layers of best decision tree for prediction of MOS.

of this QoE factor. When we consider the initial delay,
we observe SHAP values centered around 0, i.e., negligible
impacts on MOS. For the number of stalling events and the
number of quality switches, there are also only minor negative
linear trends visible. In contrast, the total stalling length has
a stronger negative impact with increasing stalling durations,
which comes as expected. On the bottom right, a summary
over the SHAP values per feature is shown, which confirms the
previously observed trends. We remark that the SHAP values
in our figures are highly variant, and thus, not very accurate
and difficult to interpret in mathematical terms. Note also
that SHAP values require an additional computing step after
the training and that the computational complexity of SHAP
values increases dramatically with the number of features and
samples. Thus, we argue that inherently explainable models
may be the better choice for data-driven QoE modelling.

2) Decision Tree (DT): Decision trees are easy to interpret,
because the learned decision rules can be visualized in an
if-else fashion. Figure 3 visualizes the decision rules for a
pruned decision tree using the Python library dtreeviz. On each
tree level, the figure shows at which feature value the model
performed the split (triangle), thereby directly explaining the
internals of the tree. For example, it can be seen that the
model first splits the dataset based on a total stalling duration
threshold of 17s. Afterwards, the model uses the average
bitrate or the number of stallings to divide the dataset further.
This continues down the tree until a final prediction is made at
the leaves. We can, for example, see that the model classifies
a sample with a total stalling duration above 17s and no
more than one stalling event with a MOS of 3.04. Thus,
decision trees are easily explainable, however, the usually poor
performance (cf. Table II) comes as a drawback here.

3) Generalized Additive Models (GAM): Now, we consider
EBM and NAM. Figure 4 shows the learned predictor func-
tions for the best set of hyperparameters for both EBM (green)
and NAM (blue). The findings are again mostly in line with
SHAP values, but both models provide much smoother shape
functions and are thus easier to interpret. EBM and NAM
differ only marginally and mostly in areas where the data
density is low. Here, EBM outperforms NAM (cf. Table II)
by overfitting on single data points using feature interaction
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Fig. 4: Effects of expert features on MOS with Explainable
Boosting Machine (EBM) and Neural Additive Model (NAM).

0 5 10
F1: Avg. Bitrate [Mbps]

−2
−1

0
1
2

0 5 10
F2: Initial Delay [s]

−2
−1

0
1
2

0 2 4 6 8
F3: Stallings [#]

−2
−1

0
1
2

0 10 20 30 40
F4: Total Stalling Duration [s]

−2
−1

0
1
2

0 10 20
F5: Quality Switches [#]

−2
−1

0
1
2

F1 F2 F3 F4 F5
Feature Importance

0.0
0.2
0.4
0.6
0.8
1.0

Ef
fe

ct
 [M

O
S]

All
LIVE Netflix I

LIVE Netflix II
Waterloo III

Waterloo IV
ITU-T Rec. P1203

Fig. 5: Effects of expert features on MOS for the entire dataset
and all databases composing the dataset with NAM.

terms. We can see this, for example, for a high total stalling
duration and a high number of quality switches, where at some
point EBM stops the negative trend and strongly contrasts
its previous trend to improve predictions for extreme outliers.
Using the smooth predictor functions, it is easy to apply curve
fitting. In the bottom right plot, we fit the average bitrate
predictor function of NAM, which was shifted by the average
MOS of the dataset to obtain the original MOS scale on
the y-axis, on an inverted x-axis using exponential (IQX),
logarithmic (WQL), and linear functions (LIN). Note that this
constitutes a univariate mapping of average bitrate to MOS,
neglecting the other influencing factors. We observe that our
predictor function follows the WQL hypothesis [5] (red) with
a high R2 = 0.967. This is in line with the mechanics of
P.1203, where the authors of [24] showed the same logarithmic
behavior for the bitrate in mode 0. Summarizing, using GAMs,
we obtain valuable easy to interpret functions, which explain
fundamental relationships between QoE factors and MOS.
Impact of Databases: Finally, we analyze the impact of the
different databases on the outcomes of what a model, here
NAM, learns. Fig. 5 depicts again the predictor functions
learnt by NAM for each feature and for each database. First
of all, we observe that the predictor functions can diverge
strongly for some features. This can be seen for example
for the average bitrate, where the predictor functions for the
LIVE Netflix I and LIVE Netflix II databases strongly differ

from the other databases. We attribute this divergence to
the characteristics of the considered databases (cf. Table I).
Next, a similar linear trend is visible for most of the other
features and databases. Here, the linear trends differ only in
their slope. Further, for the LIVE Netflix I database, the total
stalling duration does not show a negative trend, but a small
positive influence, thereby contradicting the other databases.
This heterogeneity of the input also explains why some of
the expert QoE models struggled with performing well on
our merged dataset. Finally, we look at the normalized feature
importance scores, i.e., absolute feature output relative to sum
of all absolute feature outputs, in the bottom right of the figure.
All databases agree on the average bitrate as most important
feature, while differences between the databases are visible for
the other features.

V. DISCUSSION

Apart from speeding up modelling and avoiding to introduce
modelling biases, the biggest advantage of data-driven QoE
modelling is its higher accuracy and generalizability compared
to manual QoE models. We could observe this also in our
video streaming QoE case study. These advantages stem from
the fact that ML-based models are not limited to certain classes
of continuous, well-behaving functions, which are typically
used in manual modelling. However, the challenge with ML-
based models is to avoid overfitting, where the model is
sensitive to noise, but misses the underlying relationships
in the data. Overfitting can typically be avoided by model
regularization or collecting sufficiently large datasets.

To successfully apply data-driven QoE modelling, a pur-
poseful data collection is key. It has to ensure that all (or
at least the most important) QoE factors are included in the
dataset on their full parameter range with a sufficient number
of samples. While it is easy for controlled lab/crowdsourcing
studies to define the feature values, constraints on the study
budget (time, cost) limit data collection to a small set of
selected feature values. In contrast, field studies can cover all
feature values that appear in the wild, however, they will only
collect few data samples for rare events, e.g., video sessions
with many stalling events. To avoid data bias, feature values
should be balanced, which might require to purposefully
generate rare events in the field. Additionally, we require a
thorough data cleaning. While it is possible to impute missing
features due to measurement errors, they increase the risk of
inserting a bias. Thus, filtering out missing or strange feature
values should be preferred.

In our case study above, ML-based models could use a
larger dataset compared to the expert QoE models. However,
adding new data and retraining an ML model is natural
and easily possible for data-driven modelling, which is an
advantage in the long run. Eventually, data-driven QoE models
would be able to cope with concept drift, i.e., changes in the
importance of influence factors over time, e.g., due to changed
expectations of end users. The challenge here is that QoE
studies are rarely conducted temporal and population-based
snapshots, such that we cannot frequently update the model.
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Ideally, a pipeline could be implemented, which provides a
continuous stream of features and QoE ratings to enable online
learning and keep the QoE models up to date. While this
is difficult for research endeavours, service providers could
include such QoE feedback streams into their applications.

Comparing black-box and interpretable ML models, there
is a slight trade-off between performance and explainability.
However, as shown above, it should be negligible in the
context of QoE modelling. Instead, XAI allows to fully un-
derstand the model decisions, identifying relevant QoE factors
and their relationships to the QoE score. Nevertheless, it has
to be considered that explaining models becomes inherently
more difficult when the number of input features increases.
Highly correlated features and interactions may further lead
to misinterpretations when using XAI since the influence of a
feature may also depend on other features. To obtain reliable
and trustworthy explainable models, it is therefore crucial to
exclude highly correlated features.

Finally, although we demonstrated XAI-based QoE mod-
elling only for video streaming from a research perspective,
it is important to understand that the whole process is easily
applicable in other domains like speech or gaming. Apart from
that, it can also be highly beneficial for providers of services
and networks to use XAI when implementing a continuous
QoE monitoring. They could integrate visualizations of trends
like Figure 4 into dashboards, thus, allowing to easily obtain
a deeper understanding of the QoE in their system.

VI. CONCLUSION

In this work, we propose data-driven QoE modelling using
XAI. It allows to obtain valuable insights directly from the data
without cumbersome and time-consuming manual modeling.
XAI-based QoE models are expected to avoid modelling biases
and generalize better to new or unseen data.

We demonstrated the feasibility of explainable data-driven
QoE model by conducting a case study for video streaming
QoE. Without any manual modelling, we were able to select
the most important features, identify the most relevant QoE
factors, and could describe the fundamental relationships,
which govern their influence on the QoE scores. Our findings
agree with previous results from the QoE community, validat-
ing our approach. Moreover, we compared a variety of black-
box and interpretable ML models with expert video streaming
QoE models. ML-based models were able to better generalize
over all data in our heterogeneous dataset, while expert models
struggled with performing well, as they were designed for a
subset of the data only. Finally, we discussed opportunities
and challenges related to data-driven QoE modelling.

To sum up, we find that, due to technical advances, data-
driven explainable QoE modelling is ready for deployment.
Thus, researchers and providers of services and networks
should be interested in deploying XAI-based QoE modelling
to obtain a better and more general understanding of QoE
impact factors and their relationships to end users’ subjective
experience. This will allow to improve services and networks
in terms of QoE, thus, avoiding user churn and revenue losses.
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