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Abstract—The introduction of the QUIC (Quick UDP Internet
Connections) transport protocol by Google aimed to improve
the Quality of Experience (QoE) with web services compared
to the prevailing Transport Control Protocol (TCP). Nowadays,
QUIC has become the default protocol to communicate between
the Google Chrome browser and Google servers and accounts
for an increasing share of the Internet traffic. This work
investigates whether the promised QoE benefits of QUIC are
indeed noticeable for end users or not. A measurement study
was conducted for YouTube video streaming in two mobile and
two fixed access networks, in which a defined set of videos was
streamed back-to-back with QUIC and TCP in randomized order.
QoE factors of video streaming (such as initial delay, the visual
quality of the video, and stalling) were compared statistically
to find significant differences between the streaming over QUIC
and the streaming over TCP. Surprisingly, no evidence for any
QoE improvement of QUIC over TCP in the context of YouTube
streaming could be found.

I. INTRODUCTION

Since its introduction in 1974, the TCP/IP suite with the

transport-layer protocol TCP (Transmission Control Protocol)

[1] has been by far the most important concept of today’s

Internet. While the underlying link layer saw and still sees the

advent of many network technologies, such as today’s fiber

optics and 5G mobile networks, applications have factually

converged to (encrypted) traffic over TCP. TCP provides

reliable, ordered, and error-checked delivery of data and

additionally implements flow control and congestion control

mechanisms [2]. However, modern web applications might

experience problems on the transport layer, which could not

have been foreseen when TCP was designed. These include

the high connection setup latency of three round trip times,

head of line blocking, or bandwidth fairness of competing

flows. Many different TCP versions have been proposed to

overcome some of the problems, but most of these versions

did not become practically significant, such that the original

problems of TCP still prevail today [3], [4].

In 2013, Google presented the transport protocol QUIC

(Quick UDP Internet Connections) [5], which was designed to

reduce the connection and transport latencies inevitable in the

prevailing TCP protocol. It is based on UDP (User Datagram

Protocol), but adds a cryptographic handshake to allow for

zero round trip time (RTT) connection setup to known servers

and connection migration. Moreover, it implements loss re-

covery over UDP, supports multiplexed connections without

head-of-line blocking, and moves congestion control to the

application and the user space, which enables a rapid evolution

for the protocol, as opposed to kernel space TCP [6].

Today, QUIC is still an experimental protocol, which is cur-

rently supported only by few browsers and servers. Moreover,

firewalls are often configured to drop UDP traffic, which will

also effectively block all QUIC traffic. However, QUIC has

already become an integral part of Google services [7], as

it is the default protocol for communication between Google

Chrome browsers and Google servers. According to data

gathered from 30 mobile operators [6], QUIC accounted for

20% of the total mobile traffic in November 2017, while 64%

of the total QUIC traffic was video streaming traffic. QUIC’s

share is expected to further grow to 32% by November 2018.

According to traffic measurements from a backbone link and

a Tier-1 ISP, which were collected in 2017 and analyzed in

[8], QUIC traffic only accounted for less than 10% of Internet

traffic. This share was dominated by Google, which served up

to 42.1% of its traffic via QUIC. Recently, it was announced

that HTTP over QUIC will become HTTP/3, the upcoming

major version of the HTTP protocol [9]. Thus, the share of

QUIC will increase, and research on Quality of Experience

(QoE) management and optimization has to consider it.

The eventual goal of the introduction of QUIC was to

achieve a higher QoE for customers of Google services,

typically achieved by faster page load times [10] for web

browsing based services like Google Search or Google Docs,

and less stalling and a higher visual quality [11] for video

streaming service YouTube. These services are used by billions

of users every day, and it was shown that a reduced QoE results

in a reduction of service revenues [12]. Google announced

first results [7], [13] that QUIC makes page loading 5%

faster on average and 1 s faster for web search at the 99

percentile. Moreover, users reported 30% fewer stalling events

for YouTube video streaming [13]. According to these results,

the usage of the QUIC protocol could already be considered

an effective form of QoE management.

This work investigates whether the usage of QUIC really

yields noticeable benefits to end users of Google’s video

streaming service YouTube compared to the usage of TCP. A

measurement study was conducted in two mobile and two fixed

access networks from the perspective of a naive end user, who

just uses his private Internet access to stream and consume a

YouTube video. Using an automated video QoE measurement

framework, the same videos were streamed back-to-back with

QUIC and TCP in randomized order. Perceivable QoE factors
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were monitored on application level [11], such as initial delay,

the visual quality of the video, and stalling. The QoE factors

were compared statistically to find significant differences

between streaming over QUIC versus streaming over TCP.

The remainder of the paper is structured as follows. Sec-

tion II describes related works on QoE of video streaming

and performance studies for QUIC. Section III introduces the

measurement setup and the study design. The comparison of

QoE factors for QUIC and TCP is conducted in Section IV,

and Section V concludes.

II. RELATED WORK

Most works on QoE of (adaptive) video streaming agree

that initial delay, stalling, and quality adaptation are the most

dominant QoE factors [11]. Among these, stalling, i.e., the

playback interruptions due to buffer depletion, is considered

the worst QoE degradation [14]. Moreover, it is important to

reach a high played out video quality [15], while the initial

delay has only a small impact on the QoE [16].

Apart from Google’s report that QUIC achieved 30% fewer

stalling events for YouTube video streaming [13], few works

have considered the impact of QUIC on video QoE. [17]

measured page load times of the YouTube website and found

that QUIC outperforms TCP in unstable networks such as

wireless mobile networks, but no obvious benefits could be

found for stable and reliable networks. [18] extended previous

works, which mainly focused on page load time experiments,

and investigated video streaming performance in controlled en-

vironments over high-speed links with small packet loss. They

found that QUIC can outperform TCP for video streaming only

for high resolutions. [19] found that QUIC achieved shorter

initial delays for YouTube than TCP especially with increasing

RTT or packet loss, but only when leveraging its zero RTT

connection setup. [20] compared adaptive video streaming

over QUIC and TCP in testbed and Internet measurements.

Here, QUIC could not outperform TCP, but instead resulted in

a lower streamed video bitrate. In similar testbed experiments,

[21] found that only QUIC with a higher number of emulated

connections than default could reach a higher video streaming

QoE than TCP.

These partially contradicting results motivate this work,

which analyzes QUIC vs TCP for video streaming QoE

provisioning from an end user perspective.

III. METHODOLOGY

Over a period of several days in autumn 2018, 916 YouTube

video sessions were streamed and recorded on a measurement

laptop in a home setup. For this, a Java-based monitoring

tool similar to [22] was used. It used the Selenium browser

automation library to automatically start a Chrome browser

and browse to a single random YouTube video and stream

for 180 s. The chrome browser was configured such that all

HTTP requests were logged to a file (-log-net-log). A

JavaScript-based monitoring script [23] was injected into the

web page to record every 250 ms the current timestamp, as

well as the current video playtime, buffered playtime, video

TABLE I: Maximum speed in considered networks measured

by online speedtests.

network downlink [Mbps] uplink [Mbps]

M1 22.3 7.6
M2 10.1 6.0
F1 18.4 3.4
F2 13.0 0.9

resolution, and player state. This application-layer information

about the streaming session was also logged to a file.

458 random YouTube video IDs were generated. Each video

was streamed twice, once with QUIC traffic enabled in the

Chrome browser (--enable-quic), and once with QUIC

traffic disabled, i.e., the video was streamed over TCP. Both

video sessions were measured back-to-back, i.e., directly one

after the other with only a short break of 1 min between

the sessions. This should ensure that both streaming sessions

should face similar network conditions, although this influence

factor was not controlled in the measurement setup. For each

video, the order of the streaming sessions (i.e., first QUIC

session, second TCP session, or vice versa) was randomized

and the browser cache was cleared after each session to avoid

any effect of the serial position.

The video sessions were streamed in four different access

networks to obtain more generalizable results, i.e., in a mobile

network in Austria (M1), roaming in a mobile network in Italy

using the same Austrian SIM card (M2), a fixed home network

in Austria (F1), and a fixed home network in Italy (F2). For

the measurements in the mobile networks, the measurement

laptop was connected via Wi-Fi to a NetGear AirCard 785

Mobile Hotspot, which established the Internet connection

over LTE using the Austrian SIM card. For the measurements

in the fixed networks, the measurement laptop was directly

connected to the home router via Wi-Fi. Table I indicates

the maximum down- and uplink speeds of the four networks

as observed with dedicated online speedtests, which shows

that the networks offered largely sufficient bandwidth for the

measurement client. Note again that the network was not

controlled in this study and could be subject to bandwidth

fluctuations or congestion. Only for some videos, a bandwidth

limitation to 1 Mbps on both down- and uplink was applied

using the tool NetLimiter 4 on the measurement laptop. The

other videos were streamed without any bandwidth limitation

(unlimited). Note that QUIC and TCP sessions belonging to

the same YouTube video ID were streamed using the same

conditions in terms of network and bandwidth limitation.

During the whole streaming session, the network traffic was

captured using tshark. In each network trace, YouTube video

flows were identified based on the domain name (googlev-

ideo.com). Inspecting these flows made sure that the videos

were either streamed via TCP or QUIC, just as configured

by the measurement application. Moreover, the application-

layer information about the streaming session were inspected

to ensure that both the corresponding QUIC and TCP sessions

did not contain an advertisement clip.

The final data set consisted of 504 streaming sessions
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TABLE II: Measured streaming sessions per network and

bandwidth limitation.

network unlimited 1 Mbps

M1 58 52
M2 42 62
F1 62 50
F2 88 90

in a factorial design with three independent variables, i.e.,

protocol (QUIC/TCP), network (M1/M2/F1/F2), and limitation

(unlimited/1 Mbps). This resulted in 31.5 video sessions per

combination of independent variables on average, with a

minimum of 21 video sessions per combination. Table II

shows the numbers of streaming sessions per combination of

network and bandwidth limitation in detail. Note again that

each combination of network and limitation contains a set of

QUIC sessions and a set of TCP sessions, which are of equal

size and contain the same videos. Thus, this factorial design

is especially suited to compare the performance of streaming

over QUIC to streaming over TCP.

Six QoE factors of video streaming were considered as

dependent variables, namely, initial delay, number of quality

changes, average video resolution, average bitrate, number of

stalling events, and total stalling time. These QoE factors were

computed from the application-layer information logged for

every streaming session.

IV. EVALUATION OF IMPACT ON QOE FACTORS

The impact of the independent variables (protocol, network,

limitation) on the six QoE factors is evaluated based on two

statistical methods. First, the Kolmogorov-Smirnov (KS) test

is applied, which decides on the null hypothesis that two

samples were obtained from the same distribution, i.e., they

cannot be distinguished statistically, based on the maximum

vertical distance between the cumulative distribution func-

tions (CDFs). If streaming over QUIC affected the streaming

sessions differently than streaming over TCP, i.e., it would

result in different QoE factors, the resulting distributions of

the measured samples of the QoE factors would be different,

and the null hypothesis would have to be rejected.

As a second method, Analysis of Variance (ANOVA) is

conducted to identify differences between groups of measured

samples based on the variation within and between different

groups. In a post-hoc analysis based on Tukey’s Honestly

Significant Difference (HSD) test, the means of the groups

are compared. If QUIC showed a significant performance

improvement over TCP, the QoE factors of the QUIC sessions

would have significantly “better” means compared to those of

the corresponding TCP sessions. Here, “better” means lower

in terms of initial delay, number of quality changes, number

of stalling events, and total stalling time, but higher in terms

of average resolution and average bitrate.

A. Kolmogorov-Smirnov Test

As each combination of network and limitation contains two

sets of exactly the same videos, one with videos streamed over

QUIC and one with the same videos streamed over TCP, the

distributions of the QoE factors of these corresponding sets

can be compared. Figure 1 shows these compared cumulative

distribution functions (CDFs) of the initial delay, the number

of quality changes, the average video resolution, and the

average bitrate in the case without any bandwidth limitation

(unlimited). Note that in this condition, no stalling occurred.

Therefore, the QoE factors number of stalling events and total

stalling time are omitted. Each plot in Figure 1 shows eight

CDFs. The different networks are distinguished by color from

orange (M1), light brown (M2), dark brown (F1) to black (F2).

For each network, the dashed line depicts the CDF of the

QUIC sessions, and the solid line is the CDF of TCP sessions.

Figure 1a shows the CDFs for the initial delays, i.e., the

time from the start of the browsing until the playback start of

the video, which are at least 2.5 s for all conditions, but can

range up to 13.6 s in case of QUIC (F1). It can be seen that the

CDFs show a very similar shape. A two-sample Kolmogorov-

Smirnov (KS) test was conducted on the null hypothesis that

the QUIC initial delay samples and the corresponding TCP

initial delay samples were obtained from the same continuous

distribution. The p-values of KS test are 0.514 for M1, 0.029

for M2, 0.363 for F1, and 0.034 for F2, as indicated in the

legend for each of the four networks. The p-values for M1 and

F1 are high, in particular higher than a typical significance

level of 5% (0.05), which means that the hypotheses that the

distributions of the corresponding QUIC and TCP samples are

the same cannot be rejected. However, a significant difference

was detected for M2 and F2. Inspecting the corresponding

CDFs, M2 in light brown and F2 in black, the distributions of

QUIC are located slightly more towards higher initial delay

times, which indicates that QUIC actually performs slightly

worse than TCP for most of the sessions in these networks.

Nevertheless, the horizontal shift between the QUIC and TCP

CDFs is at most 0.5 s and according to the results in [16],

this slightly larger initial delay should have no impact on the

resulting video streaming QoE.

Figure 1b shows the CDFs for the number of quality

changes. It can be seen that the measured sessions contain

almost no quality changes. Only very few TCP sessions (less

than 5%) show one or two quality changes. As all p-values are

1, the KS tests indicate that the corresponding QUIC and TCP

CDFs cannot be considered as being significantly different.

Figure 1c investigates the average video resolution of the

video streaming sessions. Several plateaus can be observed in

the CDFs, which correspond to the different YouTube quality

levels at 240p, 360p, 480p, and 720p. While all CDFs are

very similar, for all networks, more QUIC sessions can be

streamed in the highest resolution of 720p than TCP sessions.

However, the KS test and its maximum p-values of 1 again

do not indicate any differences between the two protocols. A

similar observation can be made for the average bitrate of the

streaming sessions as depicted in Figure 1d. Again, all KS

tests cannot reject the null hypothesis that the QUIC and TCP

samples were obtained from the same distribution.

Figure 2 holds the corresponding results for the bandwidth

limitation of 1 Mbps. Figure 2a investigates the initial delay.
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(a) Initial delay. (b) Number of quality changes.

(c) Average resolution. (d) Average bitrate.

Fig. 1: QoE metrics for different networks and protocols in

case of no limitation. Note that no stalling occurred.

All CDFs show a very similar shape starting from around 14 s

and increase up to more than 50 s. Only some QUIC sessions

in M1 show a smaller initial delay below 14 s. However, when

looking at the p-values of the KS test, again the null hypothesis

cannot be rejected, which indicates that there is no significant

difference between the two protocols.

In contrast to the unlimited condition, the sessions streamed

with a bandwidth limitation of 1 Mbps face a considerable

number of quality changes as depicted in Figure 2b. Again, the

differences between QUIC and TCP sessions are not signifi-

cant, which is confirmed when investigating the average video

resolution in Figure 2c or the average bitrate in Figure 2d.

Both figures show that the bandwidth limitation decreases the

average video resolution, even down to the lowest YouTube

quality level, and accordingly the average bitrate, which is

closely linked to the video resolution. Again, the CDFs show

a highly similar behavior, which is confirmed by the high p-

values of the KS tests.

Figure 2e shows that with a bandwidth limitation of 1 Mbps

stalling could not be completely avoided. The ratio of stream-

ing sessions with stalling ranges from 13% for TCP (M2) up

to 29% for QUIC (M2). Figure 2f shows the corresponding

CDFs for the total stalling time. It can be seen that stalling of

more than 35 s could occur, which is a considerable amount for

a total streaming duration of 180 s. The KS tests for both the

number of stalling events and the total stalling time result in

high p-values, such that the distributions cannot be considered

as significantly different.

All in all, except for the initial delays in two networks

without bandwidth limitation, the results of all Kolmogorov-

Smirnov tests show that the null hypothesis (the measured

samples of QoE factors from QUIC sessions and TCP ses-

sions are from the same distribution) cannot be rejected.

The significant differences for the initial delay indicate that

streaming over QUIC might lead to a higher initial delay,

(a) Initial delay. (b) Number of quality changes.

(c) Average resolution. (d) Average bitrate.

(e) Number of stalling events. (f) Total stalling time.

Fig. 2: QoE metrics for different networks and protocols in

case of limitation to 1 Mbps. Here, stalling occured.

which contradicts its design goals. However, the differences

are very small, and should have a negligible influence on

the QoE [16]. Thus, in the measured video sessions there is

no strong indication that streaming over QUIC results in a

different QoE than streaming over TCP.

B. Analysis of Variance

To complement the results of the KS test, the impact of

the independent variables on the QoE factors is investigated

using multi-factor analysis of variance (ANOVA). A three-

factor ANOVA was conducted for each QoE factor, to analyze

the individual and combined influence factors of the three

independent variables, namely, protocol (QUIC/TCP, degrees

of freedom: 1), network (M1/M2/F1/F2, degrees of freedom:

3), limitation (unlimited/1 Mbps, degrees of freedom: 1). As

the bandwidth limitation has a huge effect on the streaming

performance (cf. Figures 1 and 2), additionally, separate two-

factor ANOVAs were conducted for each bandwidth limitation

condition. In these ANOVAS, only protocol and network are

considered as independent variables.

The results of the ANOVAs for the different QoE factors

are presented in Table III. It shows the F statistic and the p-

value of the ANOVA. Three significance levels will be applied,

and significant p-values will be highlighted and underlined

according to their significance level in dark brown with a

dotted line (5%), light brown/dashed (1%), or orange/solid

(0.1%). Moreover, the effect size is quantified in terms of
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TABLE III: Results of ANOVAs for all six QoE factors (three-factor, and two-factor for both bandwidth limitations).

initial delay number of quality changes average resolution

F p ω
2
p

F p ω
2
p

F p ω
2
p

protocol 0.006 0.939 −0.002 0.017 0.895 −0.002 0.032 0.859 −0.002

network 0.686 0.561 −0.002 1.178 0.317 0.001 2.043 0.107 0.006

limitation 1083.688 5 · 10
−126

0.682 373.088 4 · 10
−62

0.425 1022.088 9 · 10
−122

0.670

protocol*network 0.066 0.978 −0.006 0.963 0.410 −2·10
−4

0.035 0.991 −0.006

protocol*limitation 0.012 0.913 −0.002 0.468 0.494 −0.001 0.400 0.528 −0.001

network*limitation 1.568 0.196 0.003 1.434 0.232 0.003 4.337 0.005 0.019

protocol*network*limitation 0.022 0.996 −0.006 0.701 0.552 −0.002 0.031 0.993 −0.006

bandwidth limitation: none
protocol 0.706 0.407 −0.001 2.674 0.103 0.007 0.271 0.603 −0.003

network 15.554 3 · 10
−9

0.149 0.559 0.643 −0.005 5.299 0.001 0.049

protocol*network 0.464 0.707 −0.006 0.559 0.643 −0.005 0.016 0.997 −0.012

bandwidth limitation: 1 Mbps

protocol 2 · 10
−6

0.998 −0.004 0.160 0.689 −0.003 0.113 0.737 −0.004

network 1.009 0.389 1 · 10
−4

1.337 0.263 0.004 0.224 0.880 −0.009

protocol*network 0.041 0.989 −0.011 0.846 0.470 −0.002 0.057 0.982 −0.011

average bitrate number of stalling events total stalling time

F p ω
2
p

F p ω
2
p

F p ω
2
p

protocol 0.001 0.977 −0.003 0.092 0.762 −0.002 0.609 0.435 −0.001

network 4.778 0.003 0.028 0.976 0.404 −1·10
−4

0.340 0.796 −0.004

limitation 374.321 2 · 10
−58

0.485 36.931 2 · 10
−9

0.067 27.561 2 · 10
−7

0.050

protocol*network 0.053 0.984 −0.007 0.268 0.849 −0.004 0.208 0.891 −0.005

protocol*limitation 0.067 0.795 −0.002 0.129 0.720 −0.002 0.701 0.403 −0.001

network*limitation 6.160 4 · 10
−4

0.038 1.103 0.347 6 · 10
−4

0.399 0.754 −0.004

protocol*network*limitation 0.032 0.992 −0.007 0.273 0.845 −0.004 0.168 0.918 −0.005

bandwidth limitation: none
protocol 0.015 0.903 −0.005 - - - - - -

network 5.334 0.002 0.064 - - - - - -
protocol*network 0.033 0.992 −0.016 - - - - - -

bandwidth limitation: 1 Mbps
protocol 0.438 0.509 −0.003 0.092 0.762 −0.004 0.610 0.438 −0.002

network 0.461 0.710 −0.008 1.048 0.372 6 · 10
−4

0.373 0.773 −0.007

protocol*network 0.478 0.698 −0.008 0.272 0.845 −0.009 0.190 0.903 −0.010

partial omega squared (ω2

p
), which maps the effect size to a

range from -1 to 1. A small effect is indicated by values larger

than 0.01 (dark brown with dotted line), a medium effect by

values larger than 0.06 (light brown/dashed), and a large effect

by values larger than 0.14 (orange/solid).

The results for initial delay are displayed in the top left

part of Table III. The first seven rows show the results

of the three-factor ANOVA, and thus, the effect of all

three independent variables (protocol, network, limitation),

all combined effect of two independent variables (proto-

col*network, protocol*limitation, network*limitation), as well

as the combined effect of all three independent variables (pro-

tocol*network*limitation). It can be seen that only limitation

shows a large effect. However, no effect of the transport

protocol is visible (p = 0.939, ω2

p
= −0.002). The following

lines display the results when the two limitation conditions

are analyzed by separate two-factor ANOVAs. First, there are

three lines with the results of the ANOVA for the unlimited

streaming sessions for the two individual factors protocol and

network, and the combined factor protocol*network. Here,

only the network shows a significant, large effect on the initial

delay. This contradicts the findings of the KS test, which

showed a significant difference between QUIC and TCP for

some networks. However, in the results of the ANOVA, the

combined factor protocol*network is not significant. In case

of the bandwidth limitation of 1 Mbps, the same factors are

analyzed, and the results are shown in the last three rows.

Here, all p-values are high, which means that no significant

difference can be detected, which is in line with the KS test.

The ANOVA results for the number of quality changes

(top middle), average video resolution (top right), and the

average bitrate (bottom left) are next. For all three QoE

factors, limitation has a large effect with very high values of

ω2

p
. Network*limitation also showed small effects for average

video resolution and average bitrate, just as network for

average bitrate. When conducting the two-factor ANOVAs on

the dataset for each limitation condition, only network showed

a small effect on the average video resolution (ω2

p
= 0.0049)

and a medium effect on the average bitrate (ω2

p
= 0.064) when

the bandwidth was not limited. This effect is not visible for

number of quality changes. Also no effect can be observed

when the bandwidth was limited to 1 Mbps, which means that

networks cannot be distinguished in terms of visual quality

metrics if a bandwidth limitation is applied.

The bottom middle and bottom right part of the table show

the results for the number of stalling events, and the total

stalling time, respectively. In case of the three-factor ANOVAs,

again, only the limitation is a significant influence factor, and

shows a medium effect on the number of stalling events (ω2

p
=

0.067), and a small effect on the total stalling time (ω2

p
=

0.050). As stalling only occurred for a bandwidth limitation
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of 1 Mbps, only these results can be evaluated by a two-factor

ANOVA. However, none of the investigated factors showed

any effect on the stalling QoE metrics, like in the KS test.

Although protocol as an independent variable never showed

a significant difference between the QUIC and TCP groups, a

post-hoc analysis of the ANOVA results was conducted using

Tukey’s HSD test for the sake of completeness. It checks the

null hypothesis that the means between the QUIC and TCP

group are from the same population. As expected, for all QoE

factors, including for the slightly controversial initial delay in

the unlimited condition, the results of the test could not reject

the hypothesis. This means that, in the conducted measurement

study, there is no evidence that video streaming over QUIC

and video streaming over TCP result in a different QoE.

V. CONCLUSION

This paper investigated the performance differences between

video streaming over QUIC and video streaming over TCP,

which are perceivable by end users and affect their QoE.

An automated measurement framework was used to stream a

defined set of videos from YouTube both via QUIC and TCP,

while monitoring corresponding QoE factors (initial delay,

number of stalling events, total stalling time, number of quality

changes, average video resolution, and average bitrate). The

measurements were conducted in four different access network

using two bandwidth limitation conditions.

The impact of the three independent variables (protocol,

network, limitation) on the six streaming QoE factors was

analyzed statistically using a distribution-based and variance-

based method. While bandwidth limitation obviously had

significant effects on the QoE factors, the choice of network

only exerted an influence when bandwidth was not throttled.

This means that YouTube is able to deliver a homogeneous

streaming experience over different networks when throughput

is limited. However, regarding our main research question, i.e.,

the influence of the transport protocol (QUIC vs TCP), no

evidence could be found that video streaming over QUIC and

video streaming over TCP result in a different YouTube QoE.

Given the performance gains promised, e.g., [13], this is a

surprising result. It raises a number of questions regarding

the general usefulness and applicability of QUIC for QoE

management and optimization in today’s and future networks,

and poses new challenges how QoE management could be

used to unlock the potential of QUIC to improve the QoE.

Nonetheless, further measurement studies are required to

provide conclusive answers. Firstly, the range of tested appli-

cation types has to be broadened, e.g., by including web and

cloud applications as they are supposed to benefit from QUIC,

too. Secondly, this study covered only network situations in

which no or just a regular (1 Mbps) bandwidth limitation was

applied. Thus, future measurements have to be extended to

situations with more volatile network conditions. This, for

example, includes configurations featuring additional packet

loss, cross-traffic, or terminal mobility. It has to be investigated

how the experience of Internet applications is affected by

these more challenging network conditions and if QUIC is

able to significantly improve QoE compared to TCP in these

situations.
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