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Abstract—Over the last years, QUIC (Quick UDP Internet
Connections) has become the default protocol for networked
communication of Google services, heralded as improved succes-
sor of the prevailing Transport Control Protocol (TCP). While
the deployment of QUIC is increasing, QUIC is also planned
to be the foundation of HTTP/3, the next generation of the
HTTP protocols, which drive almost all applications on the Web.
Given these developments, this paper aims to raise the awareness
of the QoE research community to the increasing presence of
QUIC, which likely brings implications for QoE monitoring and
management of networked multimedia applications, as well as for
the overall QoE research agenda. In particular, a major promise
during the introduction of QUIC has been the improvement of
the QoE of web-based applications (like browsing and video)
by overcoming certain limitations and inefficiencies of TCP.
In order to validate this claim, a measurement study was
conducted to test whether the promised QoE benefits of QUIC
are indeed noticeable for end users of streaming and browsing
services. Surprisingly, no evidence for any QoE improvement
of QUIC over TCP could be found. This way this paper aims
to demonstrate how QoE research can and should successfully
address relevant current and future developments on the Internet.

                                                                         

I. INTRODUCTION

QUIC (Quick UDP Internet Connections) [1] is a new

transport protocol, introduced by Google in 2013, which

was designed to reduce the connection and transport laten-

cies inevitable in the prevailing TCP (Transmission Control

Protocol). It is based on UDP (User Datagram Protocol),

but adds a cryptographic handshake to allow for zero round

trip time (0-RTT) connection setup to known servers and

connection migration. Moreover, it implements loss recovery

over UDP, supports multiplexed connections without head-of-

line blocking, and moves congestion control to the application

and the user space, which enables a rapid evolution for the

protocol, as opposed to kernel space TCP [2].

One advertised main reason behind the introduction of

QUIC was the possibility to obtain a higher Quality of

Experience (QoE) for customers of Google services, achieved

by faster page load times [3] for web browsing based services

like Google Search or Google Docs, and less stalling and a

higher visual quality [4] for video streaming service YouTube.

These services are used by billions of users every day, and it

was shown that a reduced QoE results in a reduction of service

revenues [5]. Google announced first results [6], [7] that QUIC

makes page loading 5% faster on average and 1 s faster for

web search at the 99 percentile. Moreover, according to [7],

users reported 30% fewer stalling events for YouTube video

streaming. Given these results, deliberate usage of the QUIC

protocol classifies as effective form of QoE management.

Today, QUIC is still an experimental protocol, which is cur-

rently supported only by few browsers and servers. Moreover,

firewalls are often configured to drop UDP traffic, which will

also effectively block all QUIC traffic. However, QUIC has

already become an integral part of Google services [6], as

it is the default protocol for communication between Google

Chrome browsers and Google servers. According to traffic

measurements from a backbone link and a Tier-1 ISP, which

were collected in 2017 and analyzed in [8], QUIC traffic only

accounted for less than 10% of Internet traffic. This share

was dominated by Google, which served up to 42.1% of its

traffic via QUIC. According to data gathered from 30 mobile

operators [2], QUIC accounted for 20% of the total mobile

traffic in November 2017, and its share was expected to further

grow to 32% by November 2018. Recently, it was announced

that HTTP over QUIC will become HTTP/3, the upcoming

major version of the HTTP protocol [9]. Thus, QUIC adoption

will expand beyond Google domains and affect an increasing

number of web and cloud services. Consequently, research on

QoE management and optimization has to consider it.

This paper investigates whether the usage of QUIC really

yields noticeable QoE benefits to end users. Two measurement

studies, one for video streaming and one for web browsing,

have been conducted from the perspective of a naive end user,

who just uses his or her private Internet access to stream videos

or browse a web page. Perceivable QoE factors were moni-

tored on application level, such as page load time, initial delay,

the visual quality of the video, and stalling. Corresponding

pairs of QUIC and TCP sessions were compared statistically in

terms of QoE to find significant differences between streaming

and browsing over QUIC versus over TCP.                                    

                                                                                                                                              



The remainder of the paper is structured as follows. Sec-

tion II describes related work on QoE and performance studies

for QUIC. Section III introduces the measurement setup and

the study design. The comparison of QoE factors for QUIC

and TCP is conducted in Section IV. Section V discusses

implications for QoE research and concludes.

II. BACKGROUND AND RELATED WORK

A. Video and Web QoE Metrics

Most works on QoE of (adaptive) video streaming agree

that initial delay, stalling, and quality adaptation are the most

dominant QoE factors [4]. Among these, stalling, i.e., the

playback interruptions due to buffer depletion, is considered

the worst QoE degradation [10]. Moreover, it is important to

reach a high played out video quality [11], while the initial

delay has only a small impact on the QoE [12]. Although

different QoE models were proposed in literature, the recently

standardized model P.1203 [13], [14] has gained a lot of

attention and will also be used in the context of this work.

For Web QoE, response times were identified as the most

important QoE factor [15]. This resulted in the development

of first Web QoE models based on page load time (PLT),

e.g., [12]. Recent research recognized the importance of the

“above-the-fold” (ATF) time, i.e., the time until the visible

portion of a web page has been fully loaded. This was also

utilized to develop new Web QoE metrics, such as Google’s

Speed Index, which is the integral of the complementary visual

progress that can be measured on the application level by

inspecting the rendered pixel. However, such visual metrics

might be inaccurate, when the looks of the page change, e.g.,

due to dynamic or asynchronously loaded contents. [16], [17]

developed approximations for the SpeedIndex, which can be

measured in the network. [18] combined traditional Web QoE

models with ATF metrics and [19] employed machine learning

for Web QoE models.

B. QUIC Performance Measurements

Apart from Google’s report [7], which was mentioned

above, few works have considered the impact of QUIC on

QoE. [20] measured PLTs of the YouTube website and found

that QUIC outperforms TCP in unstable networks such as

wireless mobile networks, but no obvious benefits could be

found for stable and reliable networks. [21] extended previous

works, which mainly focused on PLT experiments. They found

that QUIC could outperform TCP in terms of PLT for most

scenarios due to the 0-RTT feature. They also investigated

video streaming performance in controlled environments over

high-speed links with small packet loss and found that QUIC

can outperform TCP for video streaming only for high resolu-

tions. [22] found that QUIC achieved shorter initial delays

for YouTube than TCP especially with increasing RTT or

packet loss, but only when leveraging 0-RTT connection setup.

[23] found that QUIC provided better QoE for HAS over

uncontrolled wireless network environments in the public

Internet. In [24], the impact of TCP vs QUIC on QoE factors

of video streaming was investigated in a home setup from a
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Mobile Hotspot

(Cross-Traffic)

Video Streaming Web Browsing

Selenium
Web Browser Automation

QUIC      TCP

NetLimiter 4
(Bandwidth Limitation)
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Fig. 1: Measurement setup

naive end user QoE perspective, i.e., no control over network,

browser, or server settings was applied. From the evaluation of

the measurement study, no significant differences between the

groups of QUIC and TCP sessions were found for any QoE

factor. In this work, the study in [24] will be extended with

more detailed evaluations for video streaming based on paired

comparisons of QUIC and TCP sessions. Moreover, this work

additionally investigates the impact of QUIC vs TCP for web

browsing sessions, which was not covered in [24].

III. METHODOLOGY

The goal of the study is to investigate the impact of

the transport protocol (QUIC vs TCP) on the QoE for web

browsing and video streaming from the perspective of a

naive end user. The measurement framework of [24] was

extended, which used the Selenium browser automation li-

brary to automatically start a Chrome browser and browse to

specific webpages. JavaScript-based monitoring scripts were

injected into the page to obtain application-level QoE factors.

Moreover, the chrome browser was configured such that all

HTTP requests were logged to a file (-log-net-log), and

all network traffic was captured using tshark.

Each webpage was visited twice, once with QUIC traffic

enabled in the Chrome browser (--enable-quic), and once

with QUIC traffic disabled, i.e., the data were transmitted using

TCP. Both sessions were measured back-to-back, i.e., directly

one after the other with only a short break of 1 min between

the sessions. This should ensure that both sessions should face

similar network conditions, although this influence factor was

not controlled in the measurement setup. For each pair of

sessions, the order of the sessions (i.e., first QUIC session,

second TCP session, or vice versa) was randomized and the

browser cache was cleared after each session to avoid any

effect of the serial position.

The measurement framework was installed on a laptop in

a home setup. The measurements were taken in four different

customer access networks to obtain more generalizable results,

i.e., in a mobile network in Country 1 (M1), roaming in a

mobile network in Country 2 using the same Country 1 SIM

card (M2), and two fixed home network in Country 1 (F1) and

Country 2 (F2). For the measurements in the mobile networks,

the measurement laptop was connected via Wi-Fi to a NetGear

AirCard 785 Mobile Hotspot, which established the Internet

connection over LTE using the Country 1 SIM card. For the

measurements in the fixed networks, the measurement laptop

was directly connected to the home router via Wi-Fi. Table I

                                                                                                                                              



TABLE I: Maximum link speeds in considered mobile/fixed

access networks measured by online speed tests.

network downlink [Mbps] uplink [Mbps]

M1 22.3 7.6
M2 10.1 6.0
F1 18.4 3.4
F2 13.0 0.9

indicates the maximum down- and uplink speeds of the four

networks as observed with dedicated online speedtests, which

shows that the networks offered largely sufficient bandwidth

for the measurement client. Note again that the network was

not controlled in this study and could be subject to bandwidth

fluctuations or congestion. Only for some pairs of sessions,

a bandwidth limitation to 1 Mbps on both down- and uplink

was applied using the tool NetLimiter 4 on the measurement

laptop. The other pairs were streamed without any bandwidth

limitation (unlimited). Note that QUIC and TCP sessions

belonging to the same pair were streamed using the same

conditions in terms of network and bandwidth limitation.

A. Video Streaming

Over a period of several days in October/November 2018,

pairs of YouTube video sessions were streamed and recorded

in all four networks. For that, random YouTube video IDs were

generated and each was streamed with both QUIC and TCP

without any additional traffic on the access link. Every 250 ms,

the monitoring script [25] recorded the current timestamp, the

current video playtime, buffered playtime, video resolution,

and player state, and logged all QoE factors to a file. Inspecting

the video flows made sure that the videos were either streamed

via TCP or QUIC, just as configured by the measurement

application. Moreover, the logged streaming information were

inspected to ensure that both the corresponding QUIC and

TCP sessions did not contain any advertisement clip.

The final data set consisted of 252 pairs of YouTube sessions

in a factorial design with three independent variables, i.e.,

protocol (QUIC/TCP), network (M1/M2/F1/F2), and limitation

(unlimited/1 Mbps). This resulted in 31.5 video sessions per

combination of independent variables on average, with a

minimum of 21 video sessions per combination. The left part

of Table II shows the numbers of streaming sessions per

combination of network and bandwidth limitation in detail.

Note again that each combination of network and limitation

contains pairs of QUIC and TCP sessions, in which the same

video was streamed. Thus, this factorial design is especially

suited to compare the performance of streaming over QUIC

to streaming over TCP. Six QoE factors of video streaming

were considered as dependent variables, namely, initial delay,

number of quality changes, average video resolution, average

bitrate, number of stalling events, and total stalling time.

These QoE factors were computed from the application-layer

information logged for every streaming session. Moreover, a

QoE score was computed using the standardized P.1203 QoE

model [13], [14].

TABLE II: Number of measured streaming and browsing

sessions by access network and bandwidth limitation.

Video Streaming Web Browsing
network unlimited 1 Mbps network unlimited 1 Mbps

M1 58 52 M1 1108 1134
M2 42 62 M1 (CT) 978 852
F1 62 50 F1 1112 1034
F2 88 90 F1 (CT) 986 998

B. Web Browsing

In addition to video streaming, also web browsing was

investigated. In December 2018 and January 2019, pairs

of browsing sessions were measured and recorded with the

framework in a mobile network (M1) and a fixed network (F1).

The top 67 most popular webpages1 were selected. However,

as only the websites of Google and YouTube could be browsed

with both QUIC and TCP – the other pages only supported

TCP – only these services could be analyzed. The browsed

pages include the google.com and youtube.com main page,

Google landing pages for other top-level domains, as well as

Google and YouTube search result pages for search queries,

which were accessed using a direct URL with one of 50

random search terms. In total, 4101 pairs of browsing sessions

were measured. For roughly half of the sessions, cross-traffic

(CT) was added on the access link, to investigate whether

QUIC or TCP had advantages when directly competing with

other flows on the link. This means, three other QUIC or TCP

browsing sessions were started on the measurement laptop

100 ms before, at the same time, and 100 ms after browsing to

the measured webpage. As the presence of CT on the access

link will significantly reduce and vary the available bandwidth

for the measured browsing session, it will be considered as a

different network, i.e., M1 (CT) and F1 (CT).

This results again in a factorial design with three inde-

pendent variables, i.e., protocol, network, and limitation, as

shown in the right part of Table II. Note again that for each

pair of QUIC and TCP sessions, the browsed webpage and

the other independent variables (network, limitation, cross-

traffic) were identical. The injected monitoring script queried

the Navigation Timing API and logged all performance entries.

The time until the DOMComplete event was fired by the

browser was selected as the dependent variable, i.e., the page

load time (PLT) of the browsing session. Although other

metrics were suggested, such as time to interactive (DOM-

Interactive event, document loaded without CSS or images) or

time until the ATF part of the page is fully loaded (might be

inaccurate for dynamic or asynchronously loaded contents),

the DOMComplete event was used here. It marks the time

when the page and all sub-resources are fully loaded, which

is indicated by the disappearance of the spinning loading icon,

and thus, quite noticeable for end users. Finally, a QoE score

was computed from the PLT using the WQL PLT model

proposed in [18], i.e., QoE ∼ log(PLT ).

1https://en.wikipedia.org/wiki/List of most popular websites, source: top
50 lists published by Alexa Internet and SimilarWeb, accessed: 12/12/2018.

                                                                                                                                              



IV. EVALUATION OF IMPACT ON QOE FACTORS

This section investigates the impact of the protocol on the

QoE factors. In particular, the differences within the pairs of

corresponding QUIC and TCP sessions are analyzed. Note

again that in this work, for both video streaming and web

browsing, Google services on Google servers are accessed,

just like an end user would. Assuming that Google has already

optimized the service delivery, this avoided the need for

calibration of own QUIC servers, e.g., [21]. Also, using real

customer Internet access, no artificial network artifacts like

packet loss or delay had to be added, which was necessary in

other more controlled performance studies, e.g., [20]. Thus,

the presented results below shed light on QUIC vs TCP in the
wild, i.e., they present the situation as is for naive end users.

A. Video Streaming

For the investigated video streaming sessions, cumulative

distribution functions (CDFs) of the QoE factors were already

shown in [24] and it was reported that both Kolmogorov-

Smirnov (KS) tests and analyses of variance (ANOVAs) could

not find any evidence that video streaming over QUIC and

video streaming over TCP result in different QoE factors.

The evaluations only confirmed that the bandwidth limitation

had the strongest effect on the QoE factors. As the previous

evaluations considered differences between the whole groups,

these evaluations will be continued by focusing on pair-wise

statistical difference analysis. This means that this works

extends [24] by considering a more strict paired comparison

of QUIC vs TCP for video streaming. For each of the QoE

factors, the difference between the value of the QUIC session

and the value of the corresponding TCP session is considered.

Figure 2 shows the CDFs of these differences for initial delay,

number of stalling events, total stalling time, number of quality

changes, average video resolution (in vertical pixels [p]), and

average bitrate. Each plot in Figure 2 shows eight CDFs of

differences. Here, the different networks are distinguished by

color from orange (M1), light brown (M2), dark brown (F1) to

black (F2), and the two limitation conditions unlimited (solid)

and 1 Mbps (dashed) are distinguished by line style.

For all six QoE factors, the CDFs of differences are

symmetric around 0. The CDFs in Figure 2a indicate an

almost uniform distribution of the difference of initial delays,

i.e., the difference between the initial delay of the QUIC

session and the initial delay of the TCP session. Here, the

differences are spread over a larger interval for the 1 Mbps

limitation condition. For the remaining QoE factors, also a

little spread can be observed for the 1 Mbps limitation, while

for unlimited bandwidth the differences are mostly 0 for most

of the sessions. The differences between each pair of sessions

were also investigated statistically by conducting a paired

t-test to check for significant differences on a significance

level of 5%. For all QoE factors, the null hypothesis that the

mean of the difference is 0 could not be rejected, even when

distinguishing between both limitation conditions and all four

networks. This means, no significant difference of application-

level QoE factors between QUIC and TCP could be observed.

(a) Initial delay. (b) Number of stalling events.

(c) Total stalling time. (d) Number of quality changes.

(e) Average resolution. (f) Average bitrate.

Fig. 2: Distributions of differences between QoE factors mea-

sured in QUIC sessions and their corresponding TCP sessions

for different access networks and bandwidth limitations.

Fig. 3: Distributions of differences between P.1203 scores

calculated for corresponding QUIC and TCP video sessions.

For all sessions, a QoE score was computed using the

standardized P.1203 model [13], [14], which indicates the QoE

on a continuous scale from 1 (bad) to 5 (excellent). Figure 3

depicts the CDFs for the differences of the P.1203 score within

the pairs of video streaming sessions. Again, for unlimited

bandwidth, the CDFs are almost vertical, but for a limitation

of 1 Mbps a small symmetric spread can be observed. In the

corresponding t-test over all pairs of sessions, there is no

significant difference on the P.1203 score between QUIC and

TCP. When distinguishing the limitation conditions, only the

unlimited bandwidth condition showed a significant difference

for the P.1203 score. However, the mean difference here is

−0.04 on the P.1203 scale, which can be neglected in terms

of QoE. Thus, no impact of the transport protocol can be found

when comparing the QoE of the same video sessions.

                                                                                                                                              



(a) Unlimited. (b) 1 Mbps.

Fig. 4: Distributions of page load time (PLT).

(a) Measured PLT. (b) Calculated WQL PLT scores.

Fig. 5: Distributions of differences between corresponding

QUIC and TCP web browsing sessions.

B. Web Browsing

Figure 4 shows the CDFs for the page load time (PLT) in

all web browsing sessions for both unlimited bandwidth and

a bandwidth limitation of 1 Mbps. The different networks are

visualized by different colors, namely, M1 (black), F1 (light

brown), M1 (CT) (dark brown), and F1 (CT) (yellow). The

PLTs of QUIC sessions are plotted with solid lines and the

corresponding TCP sessions with dotted lines. It can be seen

that the PLTs are well below 10 s for unlimited bandwidth, but

they can extend up to 100 s in case of a bandwidth limitation

to 1 Mbps plus additional cross-traffic. For some conditions,

e.g., for M1 or F1 for 1 Mbps, it is nicely visible that the

PLTs follow a bimodal distribution, which is caused by the

different complexity of Google and YouTube search result

pages. Moreover, it can be seen that the CDFs of QUIC

sessions and their corresponding CDFs of TCP sessions are

very close, which indicates that the distributions are similar.

Only for some conditions, namely, M1 (CT) with unlimited

bandwidth, and M1 and F1 for 1 Mbps, the KS-test rejects

the null hypothesis that the distributions are identical for a

significance level of 5%. Nevertheless, ANOVA found no

significant differences between the groups of QUIC and TCP

sessions. Thus, the differences within a pair of sessions have

to be investigated in more detail in terms of PLT and QoE.

Figure 5a presents the CDFs for the differences within a pair

of sessions, i.e., the PLT of the QUIC session minus the PLT

of the corresponding TCP session. In the unlimited conditions,

the CDFs again look symmetric around 0 with only small

deviations. However, for 1 Mbps, it can be seen that the distri-

butions are shifted more towards negative differences, which

indicate the QUIC sessions have a shorter PLT. Especially, for

1 Mbps conditions with cross-traffic, it is clearly visible that

around 75% of the pairs of sessions have a negative difference.

When conducting the t-test, a significant difference can be

found. Here, the mean difference in PLT is −365ms for all

sessions. When separating the different limitation conditions,

no significant difference can be found for unlimited bandwidth.

However, for 1 Mbps the difference is significant and has a

mean value of −762ms. This suggest advantages of QUIC in

low bandwidth conditions, however, as observed in Figure 4b,

absolute PLTs are already very high here. Thus, the QoE might

nevertheless be low.

To quantify the impact of the PLT in terms of QoE,

the WQL PLT model from [18] is used, namely, QoE =
−0.5368 log(PLT )+7.9035. It maps the PLT to a QoE score

on a continuous scale, where 1 indicates bad and 5 indicates

excellent QoE. Figure 5b presents the CDFs of the differences

of the WQL PLT score within a pair of sessions. Again, very

symmetric CDFs can be found, which are located around 0

with little spread. When conducting the t-test for all sessions,

also no significant differences can be found. Only for both

limitation conditions individually, the tests indicate significant

differences. However, in both cases, there are only marginal

mean differences of −0.01 (unlimited) and 0.01 (1 Mbps) for

the WQL PLT score, which can be neglected in terms of the

QoE perceived by end users. Thus, also no impact of the

transport protocol can be found when comparing the QoE of

the same browsing sessions.

V. DISCUSSION AND CONCLUSION

The previous section presented the results of our measure-

ment studies to compare the performance of QUIC and TCP

on application- and QoE-level. As regards video streaming, we

could not find any significant performance gain of QUIC over

TCP (despite having measured a high number of sessions), ex-

cept for conditions without bandwidth constraints where statis-

tically significant QoE improvements were detected. However,

even in these cases, the mean calculated QoE score difference

(0.04 based on P.1203) actually is too low to be perceivable

at all. Thus, one can safely conclude that no QoE-relevant

improvement by QUIC could be found for video streaming.

Also in the case of web browsing, where QUIC exhibited PLT

performance gains only with bandwidth limitations, the mean

QoE score differences are too small (0.01) to be relevant.

We conclude from these results that we could not detect any

QoE-relevant advantages of QUIC over TCP, contradicting

the claims in related work like [6], [7]. In different words:

according to our results, the use of QUIC instead of TCP per
se does not yield any noteworthy QoE improvements.

These results raise a number of questions regarding the

validity and generalizability of the results. In this respect,

our measurement study was limited in terms of volume and

scope due to practical constraints. One could argue that only

YouTube videos were streamed and the YouTube and Google

(search) pages were browsed for testing. However, these

services represent a considerable share of Internet traffic, they

were claimed to significantly benefit from QUIC (cf. [6], [7]),

and we can assume that Google’s implementation of QUIC is

technically correct and sufficiently optimized. Nonetheless, we

see a necessity for future studies that benchmark TCP vs QUIC

                                                                                                                                              



using a wider variety of content (e.g., featuring a wider variety

of technical properties like number and size of web objects)

and services (e.g., Google Docs or Google Maps) in order

to obtain a more comprehensive overview of configurations

where QUIC might truly outperforms TCP in terms of QoE.

Furthermore, one could object that our measurements were

conducted in the wild, i.e., using Google services accessed via

the public Internet and different ISPs’ access networks. While

such an approach generally tends to increase levels of noise

and variability of measurements compared to a controlled lab

testbed (e.g., [21]), it is the more ecologically valid option

since our goal was to assess QoE improvements for real

users under real-world conditions. In addition, we addressed

this aspect by using a fairly high number of measurements,

which can be expected to be high enough to provide our

study with sufficient statistical power. Still, we see value

in conducting similar measurement studies that feature a

controlled setup with self-hosted web applications in order

obtain a further reference and more conclusive answers on the

technical reasons behind the presented results, which could

be similar congestion control algorithms used by TCP and

QUIC, ineffective implementations of 0-RTT, or suboptimal

configurations of QUIC.

Finally, there remain open issues regarding the general use-

fulness and applicability of QUIC for QoE management and

optimization in today’s and future networks. In general, our

study demonstrates the importance of including an end-user

QoE perspective in evaluating new technologies and changes

proposed to the Internet ecosystem. We could show that –

beyond latency and throughput – not only choosing the right

user-facing application-level metrics (like PLT, initial delay,

stalling) can provide a solid basis for benchmarking, but also

that the application of QoE models (like WQL, P.1203) leads

to further relevant insights, as they cover interactions between

QoE factors and their mapping to human perception. Still,

the fact that we could not find any evidence that switching

from TCP to QUIC (in its current implementation) in practice

leads to noteworthy QoE improvements, leaves us with the

question of how QoE and networking research could be used

to unlock the potential of QUIC to truly improve the QoE of

web-based services. On the one hand, QoE testbeds (like [21])

and field measurement setups (like the one presented in this

paper) could be used not only for benchmarking, but also for

promoting QoE-centric tuning of the different performance and

implementation parameters of the QUIC protocol (balanced

with other relevant aspects like bandwidth efficiency and

robustness). On the other hand, the fact that QUIC is an

open source application-layer protocol could be leveraged

for implementing and trialling advanced QoE management

approaches (like SAND [26]) that can be utilized in existing

operating and experimental future networks. The goal would

be to consistently achieve – also in the wild – the promising

QoE improvements by QUIC, which some other studies have

found. This way, the multimedia quality research community

could take on an even more visible and active role in realizing

the vision of a QoE-enabled Internet.
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