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Abstract—Software Defined Networking (SDN) is a major
paradigm in the field of current communication networks. SDN
is used as the basis of many new networks although few
performance models are available in the literature, and the
majority of performance evaluations are based primarily on
practical measurements. To fill this gap, we develop an analytical
model to assess SDN control plane traffic as well as the occupancy
of the flow table of an SDN switch. The contribution of this work
is the formulation of the model for the performance-decisive
parameters control-plane traffic and flow table occupancy and
the application of the model for different data plane traffic
characteristics. In the end, there is a discussion about the setting
of time-out values for storing flow entries in the switch flow table
depending on the traffic characteristics in the data plane. The
trade-off between the signaling traffic in the control plane and
the occupancy of the flow table is discussed to minimize both.

I. INTRODUCTION

Software Defined Networking (SDN) is one of the ma-

jor trends of current communication networks. It allows the

decoupling of the control and data plane for the switching

devices. With this simple principle, new networking scenarios

are possible, facilitated by the introduction of increased control

capabilities for access networks, data center networks, and

metro networks [1, 2, 3].

The question is how traffic in SDN networks affects the

SDN environment with controller, control plane, data plane,

and switch. A performance analysis of the SDN technology is

thus essential if the operator wants to understand the network

in control and data plane, and yet, does not want to miss the

improvements and advantages of the new technology.

From the perspective of performance analysis, analytical

models are important to estimate and assess the performance

of the control and data plane. In the end, they give guiding

paradigms for managing, structuring, and deploying an SDN-

based network. Closely linked to this, analytical models for

SDN also enable a broader, more holistic understanding of

the factors that influence the performance of SDN networks.

From a technical perspective, currently, two modes of

operation are discussed for SDN-based networks: proactive

and reactive forwarding mode. In proactive mode, most of the

traffic traversing the topology is assumed to be known, e.g.,

in a data center. Consequently, traffic flow rules can be pre-

installed in the network. Reactive mode, in contrast, is ideal

for highly dynamic traffic where no information on the traffic

mix are previously known. In such a scenario, SDN rules are

pushed to the switch based on incoming flows on the data

plane. Typically flow rules are then provided in a network-

wide manner, i.e., controller traffic is not induced at every

switch, but only at the first one. Thus, each new arriving flow

at the switch triggers a request to the controller. The controller

defines a route through the topology and installs the new flow

in the devices of the topology.

Since the flow table space is limited in terms of TCAM

(ternary content-addressable memory) and CAM (content-

addressable memory), unused flow rules should be removed.

This is done with the help of a time-out value which can be

configured at installation time of the flow. A flow is removed

depending on the inter-arrival times of packets within the flow.

If the packet inter-arrival time is larger than the time-out, the

flow entry will be discarded. In case of additional new packet

arrivals of this flow, the controller is then again involved in

the forwarding decision resulting in additional control plane

traffic and waiting times for the data plane traffic.

In this paper, an analytical model is given to analyze SDN

in reactive mode. We investigate a scenario in which network

flows are installed upon packet arrival by the controller and

are discarded after a certain time-out period. We create an

analytical model for the control plane traffic between the

controller and switch. Following the same principle, we also

derive the utilization of the flow table in the switch. We then

use these models and examine in detail the impact of different

flow time-out values and their impact on the occupancy of a

flow table in comparison to different data plane traffic types.

The contribution of this paper is threefold. We provide the

analytical model as a tool ready to use for a network operator

to analyze control plane traffic and flow tables utilization.

Furthermore, we show the impact of traffic flow characteristics

on control plane traffic. Finally, we extend the scenario to

multiple concurrent flows in the network.

The remainder of the paper is structured as follows. In

Section II, related work on SDN and network performance

analysis is discussed. Section III presents the analytical SDN

model as well as the used methodology. In Section IV we

evaluate the impact of different TCP flow characteristics and

time-outs on the controller traffic and the flow table occupancy

in a realistic scenario. Finally, Section V concludes the paper.

II. RELATED WORK

This section features work and research with the focus

on modelling switch-controller traffic and/or the impact of

different time-out values.
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The authors of [4] modeled the basic OpenFlow switch

model based on M/M/1-S queues for switch, controller, and

the interaction between these two elements, in order to analyze

forwarding speed and blocking probabilities. Their results

indicate, that the packet sojourn time in an OpenFlow-enabled

network is mainly dependent on the controller. Mahmood et

al. extendend this work, as it is only viable for one single

forwarding element and lacks correctness for highly bursty net-

work traffic [5]. [6] created an OpenFlow-bases queuing model

that provides the average packet sojourn time trough a switch

in large-scale OpenFlow networks. Their numerical analysis

concludes, that the packet sojourn time mainly depends on the

packet processing capability of the controller. To demonstrate

the correctness of their model, multiple measurements have

been conducted, matching the results. All three papers did not

analyze neither flow time-out, nor table occupancy.

The impact of flow table time-out length on performance

and table occupancy through measurements is analyzed in

[7]. Additionally, multiple caching algorithms for a flow table

are compared and evaluated. Their results indicate that, with

an increasing time-out, the probability of an arriving packet

triggering an request to the controller decreases exponentially,

whilst the table size grows linearly. Depending on the char-

acteristics of the data-plane traffic, the authors are also able

to identify good starting points for the time-out value: 5 and

10 seconds. These values, though, are not put in relation

to the characteristics of the analyzed traffic. Based on their

observations, the authors propagate a dynamically chosen

time-out value. According to [8], one of the main scalability

problems of SDN controllers is that the controller is often

simply overwhelmed by the number of requests. To overcome

this issue, the authors propose to adjust flow time-outs based

on the mean inter-arrival time of packets per flow. Their results

indicate that the dynamic modification of the time-outs, in

dependence of the quality of their prediction, may decrease

the controller load by almost 10%. Zhu et al. point out the

importance of suitable time-outs for each flow as well as a load

awareness of the flow table in [9]. They propose a mechanism

to assign flow time-outs according to flow characteristics.

Additionally, a feedback control to dynamically adjust the max

time-out value according to the current load of the flow table

is presented. Kim et al. [10] choose an LRU caching algorithm

to reduce the table-miss rate of the switch. Thus, the controller

load can be reduced. In [11], rule-caching is also used to

increase the flow table-hits. Their design is based on four

criteria: elasticity, transparency, fine-grained, and adaptability,

and satisfies their requirements.

[12] describe important performance characteristics of flow-

tables from different manufactures by measurements. Their

goal is to make controllers use of flow-tables more efficient.

The main outcome of this work is that OpenFlow switches,

although implementing the same OpenFlow protocol version,

differ widely.

Several important work has been done in the area of mod-

eling network traffic, which lays the foundations for analyzing

the impact of flow-entry time-out on the overall performance in

SDN. In 1998 and 2000, Feldmann et al. presented fundamen-

tal work for modeling WAN traffic [13] [14]. The approach we

are presenting in the next chapter features a universal analysis

and is easily modifiable to a custom architecture. In order to

imitate different general arrival processes, we adopt a two-

moment substitution as proposed in [15], using Markovian

arrival processes. In contrast to the Markov property, it has

been shown that there is a long-range dependency in network

traffic, as noted in [16]. Andersen et. al. have created a

model to represent these findings in superpositions of two-

state Markov-modulated Poisson processes [17]. Whitt et. al.

also present a candidate for source traffic models [18], [19].

III. MODELING CONCEPT, METHODOLOGY AND

ANALYSIS

A. Scenario Description

For this analysis, we consider a single SDN switch, which is

connected to a reactive SDN controller, cf. Figure 1. Multiple

TCP flows are active in the network, thus, packet streams

arrive at the SDN switch and have to be forwarded. The

presented model can be applied for any flow-based traffic with

known packet-inter-arrival time. In this paper we focus on TCP

flows.

SDN 
Controller

Switch

Packets
Packet 
arrival streams

Flow
Table

Fig. 1: SDN switching Model

At the start of operation the SDN switch has no knowledge

on how to handle any arriving packet. When the first packet

of a TCP flow arrives, the SDN switch produces a flow

table miss and sends a request on how to handle the new

flow (Packet_In message) to the SDN controller. The

SDN controller replies with a flow rule, which is stored in

the flow table of the SDN switch. Any successive packet

belonging to the same flow can now be processed by the switch

independently. Due to the limitations in flow table size, flow

rules cannot be kept forever by the switch. Therefore, current

implementations of SDN switches discard entries after these

entries have been rendered useless.

Therefore, the arrival of a packet starts a time-out period T0

for the given flow rule. If the next packet of the flow arrives

before T0, the time-out period is restarted. If no packet arrives

within T0, the flow rule is discarded by the switch. If another

packet of this flow arrives after T0, the packet will cause a

flow table miss, and thus, the described procedure repeats.

T0 can be set to an arbitrary time-out value between 0 and

Integer max. A value 0 indicates an infinite idle time-out

(no idle time-out condition), any other value a time-out value

in seconds [20].
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A A (packet inter-arrival time)

T0 (time-out period)

Y (duration of subflow)

N (number of packets in subflow)

TCP flow

resulting
subflows

Fig. 2: Illustration of resulting subflows and their character-

istics, i.e., number of packets N and duration Y , based on

the inter-arrival time distribution A of the TCP flow and the

time-out period T0 of the SDN switch.

B. Single Flow Model

First, we investigate the situation in which a packet stream

of a single TCP flow arrives at the SDN switch. Figure 2

illustrates the situation and introduces the used variables. We

assume that the inter-arrival times of the packets of the TCP

flow follow a general independent distribution A with A(t) =
P (A ≤ t). We divide the TCP flow into subflows, which are

characterized as the time periods, from the setting of the flow

rule to its time-out to the subsequent setting of the flow rule.

This means, based on the time-out T0, the subflow contains

packets with inter-arrival times smaller than T0 until the time-

out of the flow rule, and continues until the next packet starts

a new subflow.

As a subflow starts with one packet and every subsequent

packet belongs to the same subflow if it arrives within the

time-out period T0, and else the subflow ends, the number

of packets in a subflow N follows a geometric distribution.

For shortening reasons, we introduce α as the probability

that the inter-arrival time is less or equal than T0, i.e.,

α := P (A ≤ T0) = A(T0). Throughout this paper, we

assume α < 1, otherwise the single resulting subflow would

be identical to the original flow. Eventually, the distribution of

N is given by Equation 1.

P (N = k) = αk−1 · (1− α), k ∈ {1, 2, . . .} (1)

A1 A1 A1 A1 A1

A2 A2 A2 A2 A21- 1- 1- 1- 1-

Fig. 3: Phase diagram for the composition of Y .

This insight helps to derive the duration of a subflow

Y . We define A1 :=
A·1{t≤T0}

α as a random variable with

the truncated conditional distribution, which gives the inter-

arrival time of the packets in case the arrival is less or

equal to T0. Moreover, we define A2 :=
A·1{t>T0}

1−α as the

corresponding random variable in case the arrival is greater

than T0. Then, we consider the subflow duration Y as depicted

in Figure 3. Y can be iteratively composed of A1 phases, such

that with probability α an A1 phase is added to Y , until the

subflow times out with a phase A2 with probability 1 − α.

Consequently, the random number of A1 phases in Y follows

the shifted geometric distribution N ′ := N − 1. Thus, Y can

be written as a sum of a random number of random variables:

Y = A1(1) +A1(2) + . . .+A1(N ′) +A2 (2)

A1 A2
1-

Fig. 4: Feedback loop for subflow duration Y .

Figure 3 can be transformed into a feedback loop as depicted

in Figure 4. This can be handled by means of standard control

theory, which gives the Laplace transform ΦY (s) as presented

in Equation 3.

ΦY (s) =
(1− α) · ΦA2

(s)

1− α · ΦA1(s)
(3)

We can now compute the moments of Y to obtain the

expectation and coefficient of variation of Y in Equation 4

depending on A1 and A2. The signaling rate ηY , indicating

the rate of Packet_In messages arriving at the controller,

is thus the inverse of the average subflow duration. It can

be seen that the characteristics of Y depend on the moments

of A1 and A2. Obviously, these moments are influenced by

the characteristics of the packet arrival process A of the TCP

flow and the threshold T0 of the switch. We will investigate

this relationship in detail in Section IV by utilizing substitute

arrival processes, which are introduced in Section IV-A.

E[Y ] = −Φ′Y (0) =
α

1− α
E[A1] + E[A2]

ηY =
1

E[Y ]
=

1
α

1−αE[A1] + E[A2]

E[Y 2] = Φ′′Y (0)

=
2α2E[A1]

2

(1− α)2
+

2αE[A1]E[A2] + αE[A2
1]

1− α
+ E[A2

2]

V ar[Y ] = E[Y 2]− E[Y ]2 =
αE[A2

1]− α2V ar[A1]

(1− α)2
+ V ar[A2]

cY =

√
V ar[Y ]

E[Y ]

=

√
V ar[A2](1− α)2 + αE[A2

1]− α2V ar[A1]

αE[A1] + (1− α)E[A2]
(4)

The removal of each subflow from the switch table after

the time-out T0 has the characteristics of an on-off-process.

The on-phase represents the time in which the flow rule is

stored in the switch table, and its random variable Yon can be

computed by substituting A2 in the above calculations with

the deterministic random variable of the time-out T0. The off-

phase, being the time in which the flow rule is not stored in the

switch table, is given by the random variable Yoff := A2−T0.
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Consequently, Y = Yon+Yoff , and the switch table utilization

ρY for a subflow Y , i.e., the percentage of time a flow rule is

present in the flow table, can be computed by Equation 5.

ρY =
E[Yon]

E[Y ]
=

α
1−αE[A1] + T0

α
1−αE[A1] + E[A2]

(5)

C. Composite Model - The Case with Multiple TCP Flows

After characterizing the subflows of a single TCP flow, we

now transfer our findings to the case with multiple TCP flows.

Typically, not all users in a network topology are active at the

same time. Based on the analysis in the previous subsection

about the arrival-rate and the service time of a single user, we

now draw conclusions about the number of simultaneous users

in a system.

Therefore, we assume a memoryless arrival process of

TCP flows with rate λ, each being active for a certain time

following a general independent distribution B. Moreover, we

assume that no TCP flow has to wait or is blocked, which

resembles an M/GI/∞ queuing discipline. Thus, the number

of currently active flows F follows a Poisson distribution given

in Equation 6 with mean E[F ]. The generated signal traffic

at the SDN controller is a superposition of all Packet_In
messages created by the subflows of the set of active TCP

flows. This means, the total rate η at which Packet_In
messages are generated is the sum of the rates of each active

TCP flow. In case all TCP flows follow the same characteristics

and have the same signal rate ηYi
= ηY , ∀i ∈ F , E[η] can be

computed directly from the expected number of active TCP

flows E[F ].

P (F = k) =
(λE[B])ke−λE[B]

k!
E[F ] = λE[B]

η =
∑
F

ηYi

If ηYi = ηY , ∀i ∈ F :

η = F · ηY
E[η] = E[F ] · ηY = λE[B]ηY

(6)

The occupancy of the flow table at the SDN switch, i.e., the

number of entries in the table T , has to be expressed as sum

of a random number of indicator variables. They indicate for

each of the F active flow whether it is in the on-phase, and

thus, a rule is stored in the flow table. The distribution of the

occupancy of the flow table in case of F = k active flows, i.e.,

P (T = m|F = k), can be expressed by means of the Poisson

binomial distribution as presented in Equation 7, where Fm is

the set of all subsets of m integers that can be selected from

k ≥ m integers. This formula can again be simplified with a

binomial distribution in case all TCP flows follow the same

characteristics, which also gives an expectation for T .

In Section IV, the deduced characteristics for a single and

multiple TCP flows will be evaluated in a realistic environ-

ment. In particular, the rate of Packet_In messages at the

SDN controller and the occupancy of the flow table at the

SDN switch will be analyzed.

T =
∑
F

1Yi,on

P (T = m|F = k) =

=

{
0, k < m∑

M∈Fm

∏
i∈M ρYi ·

∏
j∈M (1− ρYj

), k ≥ m

If ρYi = ρY , ∀i ∈ k :

T = F · 1Yon

P (T = m|F = k) =

(
k

m

)
· ρmY · (1− ρY )

k−m

E[T ] = E[F ] · ρY = λE[B]ρY
(7)

IV. EVALUATION

We evaluate the impact of different TCP flow characteristics

and SDN time-outs on the SDN controller traffic and the SDN

flow table occupancy in a realistic scenario. Studying the work

in [21], we find Table I, which gives inter-arrival time of TCP

flow characteristics of four diverse mobile applications. It can

be seen that the mean inter-arrival times of packets E[A] can

be as low as tens of milliseconds, e.g., in case of the music

streaming service Aupeo, but can also extend to the order of

some seconds, e.g., in case of browsing the social network

Twitter. Also, the coefficient of variation cA is application-

specific and rather low in case of video chat application Skype.

In contrast, very bursty arrivals with high cA were measured

for the game app Angry Birds and Aupeo. Thus, we will focus

the evaluation on the observed ranges of E[A] and cA. To

demonstrate the correctness of our result, each result has been

cross-validated by simulation. These results perfectly fit the

analysis but have been omitted from the figures as the results

only showed minor, insignificant differences.

A. Substitute Arrival Processes

To imitate different general arrival processes for packets of

a TCP flow, we adopt a two-moment substitution as proposed

in [15]. This means, to obtain a desired expectation E[A] and

coefficient of variation cA of packet arrivals, the following

substitute distribution functions are used:

Case 1: 0 < cA ≤ 1

A(t) =

{
0, 0 ≤ t < t1

1− e−(t−t1)/t2 , t1 ≤ t

where t1 = E[A](1− cA) and t2 = E[A]cA.

Case 2: 1 < cA

A(t) = 1− p · e−t/t1 − (1− p) · e−t/t2

where t1,2 = E[A]

(
1±

√
c2A − 1

c2A + 1

)−1

and p = E[A]/2t1, pt1 = (1− p)t2.

(8)
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Fig. 5: Arrival rate η of Packet_In messages at SDN

controller for fixed T0 = 10s depending on characteristics of

TCP flow, i.e., the packet arrival processs A.

The advantage of these substitute arrival processes is their

mathematical tractability, thus, the moments of A1 and A2 can

be calculated based on three parameters E[A], cA, and T0 as

presented in Equation 9. This allows to obtain the signaling

rate at the SDN controller from Equation 4 and the flow table

occupancy from Equation 5.

Case 1: 0 < cA ≤ 1

E[A1] = t2 + T0 +
t1 − T0

1− e−(T0−t1)/t2

E[A2
1] = t22 +

(t1 + t2)
2 − (T0 + t2)

2e−(T0−t1)/t2

1− e−(T0−t1)/t2

E[A2] = T0 + t2

E[A2
2] = (T0 + t2)

2 + t22

Case 2: 1 < cA

E[A1] =
p(t1 − (T0 + t1)e

−T0/t1)

1− pe−t/t1 − (1− p)e−t/t2
· · ·

· · ·+ (1− p)(t2 − (T0 + t2)e
−T0/t2)

1− pe−t/t1 − (1− p)e−t/t2

E[A2
1] =

p(2t21 − ((T0 + t1)
2 + t21)e

−T0/t1)

1− pe−t/t1 − (1− p)e−t/t2
· · ·

· · ·+ (1− p)(2t22 − ((T0 + t2)
2 + t22)e

−T0/t2)

1− pe−t/t1 − (1− p)e−t/t2

E[A2] = T0 +
pt1e

−T0/t1 + (1− p)t2e
−T0/t2

pe−t/t1 + (1− p)e−t/t2

E[A2
2] = T 2

0 +
2pt1(T0 + t1)e

−T0/t1

pe−t/t1 + (1− p)e−t/t2
· · ·

· · ·+ 2(1− p)t2(T0 + t2)e
−T0/t2

pe−t/t1 + (1− p)e−t/t2

(9)

B. Single Flow Model Analysis

Using the above described substitute arrival processes, we

analyze the resulting SDN controller traffic and the SDN flow

table occupancy for different packet arrival streams and time-

outs.

Figure 5 shows the arrival rate η of Packet_In messages

originating from a single TCP flow on the y-axis. The mean

packet inter-arrival time E[A] is depicted on the x-axis, and

Fig. 6: SDN controller traffic arrival rate η depending on SDN

switch time-out T0 for fixed E[A] = 0.55s.

the different curves depict the results for different coefficients

of variation cA ranging from 0 (black) to 51 (yellow). The

time-out T0 is set to 10s, which is a typical default value

set by SDN controllers, e.g., NOX [22], and is also used as

the default value in the Stanford OpenFlow deployment and

DevoFlow [23]1. In the deterministic case (cA = 0), no flow

ever times out when its packet inter-arrival time E[A] is lower

than T0, and thus η = 0. However, if E[A] > T0, every

packet will start a new subflow, but because η = 1/E[A] in

this case, the traffic at the SDN controller will decrease with

increasing E[A]. For very large E[A] � T0 (not depicted),

all curves will eventually approximate η = 1/E[A], as each

arrival is increasingly more likely to be larger than T0 and start

a new subflow. For 0 < cA < 1 and cA = 1, the signaling

rate increases monotonically to a maximum before the rate

merges (0 < cA < 1, e.g., cA = 0.5 at E[A] = 20) or

converges (cA = 1) towards η = 1/E[A], respectively. In

the hyperexponential case (cA > 1), we observe that η has

a first local maximum for small E[A], then decreases to a

local minimum, and increases to a second maximum before it

eventually converges for large E[A]. The higher cA, the more

the first maximum is shifted to smaller E[A], and the smaller

the first and second maxima. With increasing cA, the curves

converge, which can be seen from the overlap of cA = 24 and

cA = 51 for E[A] > 3. The envelope of these curves gives the

maximum η for E[A] < T0 independent of cA. Thus, we see

that different TCP flow characteristics influence the arrival rate

of Packet_In messages at SDN controller in case of a fixed

T0. In the interesting region for E[A] smaller or slightly higher

than T0, we observe that burstiness can decrease the SDN

controller traffic for high E[A], while burstiness increases η
for flows with small E[A].

1The latest SDN controllers OpenDaylight and ONOS use different values
in their default configuration: 1800 seconds and ∞, respectively.

TABLE I: Mean inter-arrival time E[A] and coefficient of

variation cA of packet arrivals for different applications [21].

Application E[A] cA
Angry Birds 0.66 24.09

Aupeo 0.06 51.00
Twitter 8.91 4.95
Skype 0.55 3.55
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Taking a look at the impact of the time-out T0, we fix

E[A] = 0.55s (cf. Skype in Table I) in Figure 6. The time-out

T0 is varied on the x-axis and the different curves indicate

again different coefficients of variation cA of the packet

arrivals in the TCP flow. All curves show a monotonically

decreasing behavior towards 0 when T0 becomes larger than

E[A]. In the deterministic case cA = 0, the signaling rate

drops from a constant η = 1/E[A] = 1.82 to 0 at T0 = E[A],
because no flow will time out if T0 > E[A]. Starting from

that asymptotic curve, for hypoexponential arrival processes

(cA < 1), the gradient will become smaller if cA increases and

the rates will coverge slower towards 0. In the exponential and

hyperexponential cases (cA ≥ 1), two intertwined effects cause

the non-intuitive behavior visible in Figure 6 that the curves for

very small and very high cA show a fast convergence towards

the asymptotic function, while the curves in between form an

envelope and coverge more slowly. First, when cA increases

from 1, the gradient of the curve transforms more quickly from

a larger descent into a flatter slope. This will slow down the

convergence towards 0, and can be seen when comparing the

curves for cA = 1, cA = 3.5, and cA = 5. At the same time,

when cA increases, the descent starts earlier, which brings the

curves’ points closer to the asymptotic function (cA = 0). This

will speed up again the convergence towards 0 for high cA
and can be observed when comparing the curves for cA = 5
and cA = 24. The envelope function of this group of curves

constitutes an upper limit for the signaling traffic for given

E[A] and T0.

Based on these two figures several observations can be made

concerning the dimensioning of T0. As long as E[A] < T0

the signaling rate of an application flow is acceptably small,

especially for E[A] 	 T0. The coefficient of variation cA
only seems to play a minor role in these constraints, especially

for really high values of cA the signaling load is negligible.

Therefore, controller interaction for processing this flow is

kept to a minimum. In general, a higher cA of an applications

flow renders lesser load on a controller.

Fig. 7: SDN switch flow table occupancy ρ for time-out T0 =
10s and different TCP flow characteristics.

The flow table at the SDN switch is occupied by a flow rule,

when the TCP flow is in an on-phase, i.e., a subflow of the TCP

flow has not timed out. Figure 7 depicts the table occupancy

ρ for an SDN switch with time-out T0 = 10s depending on

the mean packet inter-arrival time E[A], which is plotted on

the x-axis, again for different values of cA. Two effects can

be clearly seen. First, all curves are monotonically decreasing,

such that a higher E[A] leads to a lower occupancy ρ in the

flow table. This is due to the fact that a higher E[A] increases

the probability of a flow time-out when the next packets arrives

later than T0. Larger E[A] will also contribute to longer off-

phases, which decreases the flow table occupancy. Second,

the higher cA, i.e., the more bursty the packet arrival process,

the lower ρ, because of longer periods between two bursts,

which will more likely cause a flow time-out and a long off-

phase. In the extreme case of cA = 0, the occupancy ρ is 1

if E[A] < T0, and decreases hyperbolically with ρ = T0

E[A] if

E[A] ≥ T0, which is the asymptotic function in this plot. In

the hypoexponential case (cA < 1), the larger the deterministic

share of the substitute process (i.e., the smaller cA), the sooner

the convergence occurs. In the plot, the convergence for cA =
0.5 is visible, when the curve overlaps with the asymptotic

function for E[A] > 18. Eventually, the higher cA, the earlier

the drop of table occupancy and the more inert the convergence

towards the asymptotic function.

Figure 8 investigates the impact of the time-out T0 on

the flow table occupancy of a single TCP flow for a fixed

E[A] = 0.55s. The x-axis shows the time-out T0, and the

y-axis presents the resulting occupancy ρ for different cA.

The smaller T0, the more often TCP flows will time out and

free the occupied space in the flow table. It can be seen that

the choice of T0 has more impact for TCP flows with small

coefficient of variation. The resulting occupancies for small cA
range up to 1, i.e., there are time-outs T0, for which the flow

rule will never be discarded. For TCP flows with high cA, the

occupancy will increase very slowly for increasing T0 because

the flows are generally more likely to time out. For example,

a flow with cA = 51 does not reach a higher occupancy than

50% throughout the investigated range of T0.

Figures 7 and 8 demonstrate that a change in the parameter

T0 also has a significant impact on the switch table occupancy

ρ. The general conclusion is that a lower T0 value decreases

the occupancy. Keeping the previous results for the signaling

rate η in mind, it is beneficial to choose a trade-off between

signaling rate and table occupancy. For the values investigated,

T0 = 3s offers a good solution: independent of the mean

Fig. 8: Impact of time-out T0 on SDN switch flow table

occupancy of a single TCP flow with E[A] = 0.55s.
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Fig. 9: Composite signaling rate at SDN controller depending

on flow time-out T0 for the four applications in the evaluation

scenario.

inter-arrival time E[A] of an application and its coefficient

of variation cA, both signaling load and table occupancy are

at acceptable levels. A higher T0 would lead to a higher

occupancy, a lower value to higher signaling towards the

controller, which, in turn, may bring up another undesirable

effect: overload at the controller.

C. Trade-offs between Signaling Load and Table Occupancy

in the Case of Multiple Flows

At the SDN switch, typically multiple TCP flows arrive,

which will contribute to the signaling rate at the SDN con-

troller and the occupancy of the flow table. In this section, we

will investigate this behavior and the resulting trade-offs for

the four apps described above (cf. Table I). From a previous

work [24], we have taken several numerical values for the

composite model. Based on an extensive measurement of

Internet access in dormitories, the authors observed an arrival

rate of TCP flows of λ = 158.73 and a mean TCP flow

duration of E[B] = 234.95s. The numbers from [24] are

used in our composite M/M/∞ model to compute the average

number of active TCP flows E[F ] = 37293.6 in the evaluation

scenario. In the following figures, we will consider the simple

case that all TCP flows are from the same type of application.

Figure 9 shows the composite signaling rate ηTotal at the

SDN controller in the evaluation scenario depending on the

time-out T0. It can be seen that a very low time-out value T0

will cause a significant amount of signaling at the controller,

which will put it at risk of overload. Especially, applications

like Aupeo, Angry Birds, and Skype will often time out and

start a new subflow, which results in frequent Packet_In
messages at the SDN controller. However, we see that, for the

bursty applications Aupeo and Angry Birds, a large enough

T0 ≥ 2s will make sure that the SDN controller traffic

becomes very low. The signaling rate caused by applications

like Twitter and Skype will decrease more slowly when T0

increases. Nevertheless, a higher time-out value T0 generally

decreases the traffic at the SDN controller. Thus, the default

value T0 = 10s is a good choice to relieve the SDN controller.

Figure 10 investigates the flow table occupancy in the given

scenario for different T0. In general, the flow table occupancy

increases with the time-out T0, as TCP flows are discarded

Fig. 10: Flow table occupancy at SDN switch depending on

flow time-out T0 for the four applications in the evaluation

scenario.

later from the table. This results in the monotonic increase

of all curves in the figure. Low table occupancies can only

be achieved by very low T0. We see that the less bursty

applications like Skype and Twitter continue to have a high

gradient when T0 increases. Thus, setting a high T0 will cause

a high table occupancy for these applications. In contrast, the

occupancy of bursty applications Angry Birds and Aupeo only

increases very flatly for high enough T0 ≥ 2s.

All in all, we see that a very low T0 is required to reach a

low occupancy of the flow table. However, this will cause a

huge signaling rate at the SDN controller. Vice versa, a high T0

will cause a low signaling rate but a high table occupancy. Still,

some room for trade-off is left by setting T0 to a value around

2-3s. For the investigated applications Twitter and Skype, this

will result in a reduction of the flow table occupancy compared

to the default time-out of T0 = 10s, but will only cause a

negligible increase of signaling at the SDN controller. Bursty

applications like Aupeo and Angry Birds, are not negatively

affected much by such choice of T0.

D. Lessons Learned for Dimensioning T0

(a) Deterministic cA (b) Hypoexponential cA

(c) Exponential cA (d) Hypoexponential cA

Fig. 11: Joint evaluation of signaling rate η and table occu-

pancy ρY for fixed E[A] = 0.55s and cA = [0, 0.5, 1, 3.5].
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Figure 11 summarizes the above findings by opposing sig-

naling rate η and table occupancy ρY for fixed E[A] = 0.55s.

Four qualitatively different cases are distinguished. Figure 11a

shows the deterministic case with cA = 0. If the time-out T0 is

larger than E[A] the signaling rate is 0 and the table occupancy

is 1. The smaller the time-out is set, the less the table

occupancy. However, the signaling rate will not be affected by

the choice of T0. For the hypoexponential example cA = 0.5,

Figure 11b illustrates that the choice of T0 influences both

η and ρY . Starting from η = 0, ρ = 1, a decreasing T0

will slowly decrease the table occupancy, but faster increase

the signaling rate. When the signaling rate has reached its

maximum, lowering T0 will still decrease the table occupancy.

While cA = 1 in Figure 11c shows a balanced behavior,

it constitutes the transition to the hyperexponential case for

which the example cA = 3.5 is presented in Figure 11d.

Here, we see that decreasing T0 can significantly reduce

the table occupancy ρY , while only negligibly affecting the

signaling rate η. Only if T0 becomes too small, the signaling

rate will increase. As most applications produce traffic with

hyperexponential cA this behavior can be exploited.

All in all, a smaller T0 decreases the switch table occupancy

whilst increasing the signaling load on the controller. The

biggest optimization potential can be observed especially for

flows with small, hyperexponential cA. If the time-out T0 was

optimized for these applications, the highest gain of table

occupancy could be reached. Revisiting the results described

above, a trade-off between these two metrics can be found for

T0 = 2 − 3s: beyond that point, the switch table occupancy

only increases marginally (in average), whilst the signaling

load is at an acceptable minimum and decreases in small terms.

In general, an application specific T0 value would be prefer-

able, though a smaller T0 value already offers a good starting-

point. For setting an application specific value, additional

traffic characterization mechanisms have to be deployed within

the network. A possible integration could start with a small T0

value whilst the application is still unknown and not enough

packets were yet received. After successful characterization,

the T0 value can be changed dynamically. Another influencing

factor on the the current T0 values should be the overall table

occupancy of a switch. If a flow table is full, no new flow can

be installed. As most current SDN-controllers do not have a

failure handling for this case, they simply retry to install that

flow for each incoming packet until the action completes or no

more packets of a flow arrive at the switch or at the controller.

A beneficial factor for the controller load could also be to

enable caching at the switches. As soon as a flow times out

due to its T0 value, it could be marked as to delete, but

yet still left active within the flow table. Now, if a packet

matching that flow arrives again at the switch, the packet can

immediately be forwarded and the entry and its timer can be

reset to the initial setting. This would reduce the controller

load, nevertheless, the controller should be notified, such that

it maintains a coherent view of the network. If the flow table

is full, to delete entries can be deleted from the flow

table and replaced by new rules. Caching algorithms for flow

tables in an SDN environment have been researched by various

authors, as presented in Section II. Nevertheless, an analytic

approach has not been taken yet.

V. CONCLUSION

This paper presented an analytic model of SDN controller

traffic and switch table occupancy. The model focuses on the

reactive operation mode of a controller, thus, incoming and

unknown traffic at a switch generates a request towards the

controller. With our presented model it is possible, for a given

application with the packet arrival process parameters E[A]
and cA, to analytically model these effects for both single

and multiple flows. We start by modeling a single flow to

understand its impact on the flow table occupancy and the

resulting controller traffic. Based on these results, we adapted

an M/M/∞ queuing system and extended our model to

understand the implications when multiple users, i.e. multiple

flows, in the system.

The results, which have been cross-confirmed with simula-

tions, deliver two main conclusions. First, application specific

parameters, such as the inter-arrival time of packets E[A] and

its coefficient of variation cA, have a non-negligible impact

on both the signaling rate and the table occupancy. However,

the time-out value T0 introduces an opportunity for trade-

off. Consequently, our results show that the default value of

T0 = 10s is too large. This is comparable to the findings of

Zarek et al. in [7], which proposes a static time-out value

of 5s. Based on our observations, the best trade-off could be

reached by decreasing T0 down to 2-3s. With these values, e.g.,

the flow table occupancy of Skype flows could be reduced by

around 25%, while the controller traffic would only slightly

increase. The best results, in terms of signaling rate and flow

table occupancy, could be achieved for an application specific

T0 value, e.g., as presented by Vishnoi et al. [25]. This,

however, renders the requirement for identifying applications

or collecting flow statistics based on the packet stream, which

can pose quite new challenges. Additionally, the model itself

can also be applied to a composed network. However, the

impact of switch-controller-interaction on the packet inter-

arrival times of a flow are not covered by the current model.

How this affects the accuracy in a composed network has to

be covered by future research.

One migth argue that the new generation of switches, has

much bigger flow-table sizes, and, therefore, the importance of

this work could decrease in the future. But, as the size of flow-

tables increase, more fine-granular flow rules are possible, and,

thus, the flow-table size could become and issue again.
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[12] M. Kuźniar, P. Perešı́ni, and D. Kostić, What You Need to Know
About SDN Flow Tables. Cham: Springer International Publishing,
2015, pp. 347–359. [Online]. Available: http://dx.doi.org/10.1007/
978-3-319-15509-8 26

[13] A. Feldmann, A. C. Gilbert, and W. Willinger, “Data networks as
cascades: Investigating the multifractal nature of internet wan traffic,”
in ACM SIGCOMM Computer Communication Review, vol. 28, no. 4.
ACM, 1998, pp. 42–55.

[14] A. Feldmann, “Characteristics of tcp connection arrivals,” Self-similar
network traffic and performance evaluation, pp. 367–397, 2000.

[15] H. Gold and P. Tran-Gia, “Performance analysis of a batch service queue
arising out of manufacturing system modelling,” Queueing Systems,
vol. 14, 1993.

[16] T. Karagiannis, M. Molle, and M. Faloutsos, “Long-range dependence
ten years of internet traffic modeling,” Internet Computing, IEEE, vol. 8,
no. 5, pp. 57–64, 2004.

[17] A. T. Andersen and B. F. Nielsen, “A markovian approach for modeling
packet traffic with long-range dependence,” Selected Areas in Commu-
nications, IEEE Journal on, vol. 16, no. 5, pp. 719–732, 1998.

[18] N. Duffield and W. Whitt, “A source traffic model and its transient
analysis for network control,” Stochastic Models, vol. 14, no. 1-2, pp.
51–78, 1998.

[19] K. Sriram and W. Whitt, “Characterizing superposition arrival processes
in packet multiplexers for voice and data,” Selected Areas in Communi-
cations, IEEE Journal on, vol. 4, no. 6, pp. 833–846, 1986.

[20] O. S. Specification-Version, “1.4.0,” 2013.
[21] C. Schwartz, T. Hossfeld, F. Lehrieder, and P. Tran-Gia, “Angry Apps:

The Impact of Network Timer Selection on Power Consumption, Sig-
nalling Load, and Web QoE,” Journal of Computer Networks and
Communications, 2013.

[22] N. Gude, T. Koponen, J. Pettit, B. Pfaff, M. Casado, N. McKeown, and
S. Shenker, “Nox: towards an operating system for networks,” ACM
SIGCOMM Computer Communication Review, vol. 38, no. 3, pp. 105–
110, 2008.

[23] A. R. Curtis, J. C. Mogul, J. Tourrilhes, P. Yalagandula, P. Sharma, and
S. Banerjee, “Devoflow: scaling flow management for high-performance
networks,” in ACM SIGCOMM Computer Communication Review,
vol. 41, no. 4. ACM, 2011, pp. 254–265.

[24] S. Gebert, R. Pries, D. Schlosser, and K. Heck, “Internet Access Traffic
Measurement and Analysis,” in Traffic Monitoring and Analysis (TMA)
workshop co-located with the 13th Passive and Active Measurement
(PAM) conference, Vienna, Austria, Mar. 2012.

[25] A. Vishnoi, R. Poddar, V. Mann, and S. Bhattacharya, “Effective switch
memory management in openflow networks,” in Proceedings of the
8th ACM International Conference on Distributed Event-Based Systems.
ACM, 2014, pp. 177–188.

117                
                                                                                                                                              



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


