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Recent advancements in artificial intelligence make its use in education

more likely. In fact, existing learning systems already utilize it for supporting

students’ learning or teachers’ judgments. In this perspective article, we want

to elaborate on the role of humans in making decisions in the design and

implementation process of artificial intelligence in education. Therefore, we

propose that an artificial intelligence-supported system in education can

be considered a closed-loop system, which includes the steps of (i) data

recording, (ii) pattern detection, and (iii) adaptivity. Besides the design process,

we also consider the crucial role of the users in terms of decisions in

educational contexts: While some implementations of artificial intelligence

might make decisions on their own, we specifically highlight the high

potential of striving for hybrid solutions in which different users, namely

learners or teachers, are provided with information from artificial intelligence

transparently for their own decisions. In light of the non-perfect accuracy of

decisions of both artificial intelligence-based systems and users, we argue

for balancing the process of human- and AI-driven decisions and mutual

monitoring of these decisions. Accordingly, the decision-making process

can be improved by taking both sides into account. Further, we emphasize

the importance of contextualizing decisions. Potential erroneous decisions

by either machines or humans can have very different consequences. In

conclusion, humans have a crucial role at many stages in the process of

designing and using artificial intelligence for education.

KEYWORDS

technology enhanced learning, artificial intelligence (AI), machine learning (ML),
adaptivity, digital technologies, education

Introduction

Imagine participating in an online course hosted on an automated AI-supported
learning management system (LMS). After you have completed the latest chapter,
the LMS points out that you failed to understand a specific issue in the learning
material. Consequently, the system automatically repeats the latest course section you
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had already studied. Critically, the judgment of the system is
wrong. Such a situation might demotivate you to continue with
the course, or you might have lost your trust in the system.
The AI-supported LMS drew wrong conclusions based on the
available data about you and your learning process, recognized
an incorrect pattern in your data, and failed to adapt the system
to your actual needs.

With this simplified example of a learning situation in
digital learning environments, we want to illustrate that AI-
based systems typically do not have 100% accuracy in their
judgment. This might lead to devastating results on the learners’
or the teachers’ end. In the current article, we want to emphasize
that the accuracy of predictions of AI-based systems depends on
several steps that make up such a system and that humans can
and should play a critical role as decision-makers along those
steps and along the learning process. Specifically, we argue that
AI-supported learning systems can be described as a closed-loop
system (see Figure 1) as we know it from other feedback-rich
learning systems such as neurofeedback (e.g., Ninaus et al.,
2013), brain-computer interfaces (e.g., Liarokapis et al., 2014;
Kober et al., 2018) and learning analytics systems (e.g., Clow,
2012). In particular, we suggest a closed-loop system for AI-
supported learning systems, which consists of the following
steps: (i) data recording, (ii) pattern detection, (iii) adaptivity. In
the following, we will briefly highlight each of those steps with a
particular emphasis on the critical role of humans.

Data recording

Today’s hardware, network technologies, and data
processing methods allow for the recording and processing
of highly heterogeneous and multi-modal data (e.g., Di Mitri
et al., 2018). Sensors can provide us not only with contextual
data such as time, temperature, or location, but also with very
personal data. The latter can be divided into behavioral (e.g.,
“clicks,” comments, time spent on a page) and physiological data
(e.g., heart rate, electrodermal activity, brain activity). These
data are particularly well suited for mapping processes because
they can be recorded at a high sampling rate. Accordingly,
the data can provide a (more) comprehensive picture of the
learning process itself (for a review see Baker et al., 2020).

Nowadays, many people already use physiological sensors to
track physical activity (for a review see, e.g., Gal et al., 2018).
In contrast, the use of physiological and behavioral data to
record and optimize learning activities is still rare in learning
contexts, especially related to personalization of learning tasks
in real-time. Undoubtedly, this will change in the future, as
a growing number of studies show that physiological and
behavioral data of learners are valuable for generating user
models and fostering learning (for reviews see Mangaroska and
Giannakos, 2019; Ninaus and Nebel, 2021). For instance, Li et al.
(2020) used behavioral clickstream data from an LMS to predict

performance in a course. Appel et al. (2021), on the other hand,
used eye movement parameters to predict learners’ cognitive
load in a game-based simulation. Compared to traditional
performance data available after completing a learning task
(e.g., scores, grades), continuously recorded physiological and
behavioral data can provide deeper insight into cognitive,
emotional, and motivational processes.

Even if the pure recording of data is automatic and
thus purely machine-based, humans as decision-makers play
a crucial role in (i) selecting appropriate sensors and metrics
promising for the learning context, (ii) choosing data to
be recorded, and (iii) implementing hardware and software
architecture to record the data (see Di Mitri et al., 2018). In all of
these steps, data handling has to be considered to be sustainable,
responsible, and ethical (for a comprehensive discussion
see Hakimi et al., 2021). This includes the transparency
of data collection, appropriate communication with relevant
stakeholders (see Drachsler and Greller, 2016), the use of
established theoretically sound approaches for data selection,
and the recording of data that indeed has the potential to
foster learning. These aspects require expertise from a wide
range of disciplines, such as computer science, psychology,
and educational science as well as the collaboration between
practitioners and researchers.

Pattern detection

The selection of sensors and data to be recorded leads
directly to the next step in our closed-loop system. Learning
is a complex and dynamic process. Thus, it is unlikely to map
and explain such a process using single data points, such as
exam grades or a summative score. Accordingly, large amounts
of data are necessary to better understand the learning process.
However, as human perception and processing capacity cannot
monitor numerous data sources simultaneously, interpretation
of large amounts of data and metrics is difficult. Therefore,
the focus of the next step in the loop is the identification of
patterns in data using ML methods. Specifically, establishing
a relationship between different parts of data (e.g., interaction
duration with certain learning material) and a target variable
(e.g., correct response).

For example, Brandl et al. (2021) recorded each click in a
simulation for learning to diagnose patients with diseases. They
were able to predict correct or incorrect diagnoses by using ML
algorithms. The ML algorithm was used to identify activities that
had the greatest influence on correct or incorrect diagnoses. In
another study, automated facial emotion detection together with
ML was used to classify whether individuals engaged in a game-
based or a non-game-based mathematics learning task (Ninaus
et al., 2019). Even though the prediction was successful, the used
ML algorithm did not provide information on which emotions
or magnitude thereof were relevant for successful prediction.
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FIGURE 1

Closed-loop system for AI in education, including the steps (i) data recording, (ii) pattern detection, and (iii) adaptivity.

In both of these studies, ML was used to identify
patterns in the recorded data. However, their approaches and
interpretability of the results differed clearly. This can be
partially attributed to the ML algorithm used (Random Forest
Model vs. Support Vector Machine). The selection and decision
for or against a particular ML algorithm is another key aspect
in AI-supported learning systems, which should not only be
data-driven but also informed by theory and determined by
the overall goal.

Furthermore, differences between supervised and
unsupervised ML algorithms should also be considered.
The primary goal of supervised ML is to establish a relationship
between different parts of the data (e.g., different activities
in a simulation) and a target variable (e.g., correct/incorrect
response; see Brandl et al., 2021). In unsupervised ML methods,
the focus is on exploratory data analysis and clustering of data.
Typically, there is no specific outcome variable, such as study
success. Instead, one of the aims is to identify subgroups from a
set of existing data which can be used for further analysis (e.g.,
Huijsmans et al., 2020).

However, as mentioned above, learning is a complex and
dynamic process. Thus, learning processes might not be simple
enough to be represented in a model that humans can always
understand (for a comprehensive discussion, see Yarkoni and
Westfall, 2017). For instance, ML and AI could be used to
predict dropout rates in college or learning success for a course,
but the underlying mechanisms might remain hidden from
us. Nevertheless, the recent trend toward interpretable ML
addresses the criticism of conventional ML of merely providing

predictions and emphasizes transparency of the inner workings
of ML models to better understand ML-guided decision-making
(for a deeper methodological discussion, see Hilbert et al., 2021).
This is especially relevant when studying learning processes, as
it is crucial to find out which individual variables or aspects of an
intervention positively or negatively influence learning success.
This information can inform and influence the adaptation of a
digital learning environment.

Adaptivity

The next step in our proposed loop concerns the question
of how the automatically detected pattern can be used in
a learning environment to foster learning. One option is to
directly provide detected information to different stakeholders
involved in the process: learners and teachers. Learners can
receive information about the detected sequences or patterns
as feedback on the current performance. This information
might be further processed in digital learning environments and
provide learners with suggestions on how to adapt to certain
problems that might have occurred in their learning process (see
Plass and Pawar, 2020).

Similarly, teachers can also receive information about
detected sequences and patterns of the learners’ learning
process. This can help them improve their judgments based on
the information received and eventually initiate support. One
way is the use of teacher dashboards, which provide teachers
with elaborated information about students’ learning processes.
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Further, teacher dashboards can automatically suggest support
measures for specific learners (see Wiedbusch et al., 2021).

While in the two examples above, learners or teachers
are responsible for making decisions, a third option is to
leave the decision about adapting the learning environment to
the learning environment itself. The idea of this approach of
adaptivity in learning contexts is to provide learners with the
exact learning experience and support that learners need in a
particular situation to successfully achieve intended learning
goals (Plass and Pawar, 2020).

By adapting learning environments and the therein
contained support structures to the learners’ needs, personalized
learning becomes possible (Bernacki et al., 2021). Reviews show
that personalized learning in adaptive learning environments
can have a positive impact on student learning (see Aleven
et al., 2016; Bernacki et al., 2021; Ninaus and Nebel, 2021).
However, more specific questions, such as which aspects of
learning environments and according to which variables should
be adapted to in order to foster learning remains largely
unresolved.

Regarding adjustments of learning environments, macro-
level and micro-level adaptivity can be distinguished (Plass and
Pawar, 2020). On the one hand, macro-level adaptivity refers to
adjustments regarding general categories of the wider learning
context like the provision of suggestions for suitable learning
material or courses based on the aggregation of events in
learning environments (Sevarac et al., 2012; Mah and Ifenthaler,
2018). On the other hand, micro-level adaptivity focuses on
currently processed learning tasks and thus on adapting the
learning environment to the learner’s needs just-in-time (Plass
and Pawar, 2020). If we consider the question of how micro-
adaptivity can be established in learning environments, feedback
approaches (Hattie and Timperley, 2007) and scaffolding
approaches (Belland et al., 2017) stand out.

Especially for complex learning tasks, providing feedback
on process or self-regulation level is necessary to master the
necessary steps for solving a problem or to effectively monitor
task performance (Wisniewski et al., 2020). Adaptive feedback
might be especially promising on process or self-regulation
level to develop an understanding of the current state of
knowledge and identify the differences to an optimal state of
knowledge. Further, adaptive feedback can feed back flawed
task processing just in time (Narciss et al., 2014; Bimba et al.,
2017). While some of this ideas have been tested in the context
of intelligent tutoring systems, which are based on logfiles
and closed-end questions (Graesser et al., 2018), AI-based
methods can also provide a merit when complex tasks require
students to write open text answers. AI-based approaches like
Natural Language Processing (Manning and Schütze, 2005)
can automatically analyze written text and allow for adaptively
activating different feedback elements or different solutions
based on the students’ answers (Zhu et al., 2017, 2020; Sailer
et al., 2022).

Besides adaptive feedback, different forms of adaptive
scaffolding are promising in the context of AI. The basic idea of
scaffolding is to support learners in their problem solving, thus
promoting their acquisition of knowledge and skills (Belland
et al., 2017). As the need for support can vary between and
within learners during task processing, the idea of adaptive
scaffolding is to provide students with the support they need
in specific situations at a specific time (Radkowitsch et al.,
2021). Cognitive, meta-cognitive (see Belland et al., 2017),
socio-cognitive (see Radkowitsch et al., 2020), and affective-
motivational scaffolds (see Schrader and Bastiaens, 2012) can
profit from the use of AI as they can be precisely faded
in or out depending on learners needs. However, also other
types of adaptive scaffolds that address the complexity of
the learning environment or the salience of particular aspects
of a learning environment or a learning task might profit
from the use of AI. This form of indirect support can be
referred to as representational scaffolding (Fischer et al., 2022).
Representational scaffolds can be used to systematically vary the
complexity of the learning environment and the salience of its
aspects relevant to learning (Stadler et al., 2019b; Chernikova
et al., 2020) in order to enable learners to solve problems
according to their respective levels of knowledge and skills (e.g.,
Stadler et al., 2019a).

Closing the loop

As highlighted above, AI-supported learning systems rely
on decisions made in several steps along the proposed loop
(see Figure 1). In a nutshell, user data is recorded, from which
relevant data can be pre-selected using theoretical (human
decision) as well as data-driven (machine) selection processes.
In a next step, relevant patterns in data are detected by
specifically selected ML algorithms. Based on successful pattern
detection, suggestions regarding adaptations of the learning
environment to the learners needs are provided to teachers or
learners or decisions about adaptations are directly executed
by the system. Finally, the result of this personalization affects
the users’ learning process, which will be reflected in the data.
This new user data can be used to refine the overall process,
for instance, by identifying patterns that indicate potential
improvements of the user and their learning process, which in
turn will affect personalization procedures.

The proposed closed-loop highlights the complexity of AI-
supported learning systems. Some of the manifold decisions
described in the different steps can be automated using digital
technologies and AI. There is also evidence that users prefer
judgments from algorithms instead of judgments of people,
despite blindness to the algorithm’s process (Logg et al., 2019).
However, in many respects, human decisions are essential
in the process (see Baker, 2016; Ritter et al., 2016; Holstein
et al., 2017, 2020) and require expertise and perspectives
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from various disciplines (e.g., Sailer et al., 2022). In this
perspective article, we want to emphasize the crucial role of
human decisions in the design and implementation process of
AI in education. Accordingly, we suggest striving for hybrid
solutions by balancing the process of human- and AI-driven
decisions and mutual monitoring of these decisions, which is
in line with current discussions and frameworks on AI use
in education (see Holstein et al., 2020; Molenaar, 2021) and
beyond such as medicine (e.g., for detecting tumors, Topol,
2019) and autonomous driving (Awad et al., 2018; Ning et al.,
2022) where AI is already more established. In these latter
domains, AI technology is still mainly used to support or
assist humans but has not replaced them. In fact, intricate
moral decisions (Awad et al., 2018) and discussions revolving
around bias, transparency, privacy, and accuracy are at the
center of AI applications in these domains (Topol, 2019), which
will also increasingly accompany the use and implementation
of AI in education (for a detailed discussion see Akgun
and Greenhow, 2021). Furthermore, as learning is a highly
complex process, we would argue that in education, we still
have a very long way to go to utilize AI in a balanced way,
and – similar to medicine and autonomous driving – hybrid
solutions will be dominant. The boundaries between AI and
human decision-making, however, will definitely fluctuate (see
Molenaar, 2021).

In the context of education, we believe that AI will change or
shape the responsibilities and tasks of the different stakeholders
involved in the educational process (see Molenaar, 2021 for a
more detailed description of the teachers’ role in hybrid human-
AI systems), which might differ across learning domains,
contexts, situations. Accordingly, we want to emphasize the
critical role of human decisions in high stake situations. Let us
think back, for instance, at the example in the beginning using
the AI-supported LMS that drew the wrong conclusions and
thus provided you with an incorrect adaptation. Let us add to
this a situation with more serious consequences: It has been
argued that AI-supported systems might be useful for grading
(e.g., Rus et al., 2013; Timms, 2016; Chen et al., 2020), selection
of promising candidates for a job (e.g., Black and van Esch,
2020), or even for healthcare decisions (e.g., Pakdemirli, 2019).
In fact, AI-supported systems can be a massive support for all
those circumstances, but we need to be aware that those systems
are not 100% accurate but can commit errors.

We can contextualize these decisions or erroneous
conclusions, for instance, within statistician hypothesis testing
and differ between type I (e.g., the system classifies a pupil
to be not ready for higher secondary education when they
actually are) and type II errors (e.g., the system predicts
someone to pass the class when indeed the person will fail).
Type I or type II errors can have very different consequences,
and accordingly, one has to decide on a case-by-case basis
how much decision-making power is given to an AI. In most
cases, a hybrid decision-making process will probably be most

correct and fair. In particular, AI in education might be used
to support decision making, i.e., basing the decision process
on insights or even recommendations provided by the AI and
your own experience, impressions, and conclusions (Ritter
et al., 2016; Holstein et al., 2020). While neither the AI nor
the humans involved will always make correct decisions, the
decision-making process can be improved by taking both sides
into account. For instance, when an AI comes to the same
conclusions as a teacher, correct conclusions are more likely. In
contrast, disagreements between AI and the teacher might shed
led on potential erroneous conclusions that otherwise would
have remained hidden. We hope that by showing the steps of an
AI-supported system, we demonstrated that humans can have a
crucial role at many stages in this process and that we can use
AI to support our capacities.
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