Oscillatory brain activity associated with skin conductance responses in the
context of risk
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INTRODUCTION

Peripheral responses, such as changes in skin conductance
(SC), reflect emotional states and are correlated with aspects
of behavior. For example, in the Iowa Gambling Task (IGT),
healthy control participants produce skin conductance
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responses (SCRs) preceding disadvantageous decisions (1).
Related, but in very different fields of behavior, it has been
observed that false somatic feedback can alter individual
judgments: listening to dummy heart beats, for example,
changes both attractiveness ratings of erotic images (2) and
ethical behavior (3). Peripheral responses have broadly proven
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to be useful indicators of various cognitive and emotional
processes including threat conditioning, attention, and cogni-
tive effort (4, 5). Considering the correlative nature of this
relationship, it appears relevant to identify the central nerv-
ous basis of peripheral responses, that is, the cortical corre-
lates of their generation and reafferent representation.
Understanding the cortical correlates of peripheral responses
can provide insights into their connection to behavior and to
emotional and cognitive processes (6). In this study, we focus
on SCRs in the context of risk.

Insights into the central nervous basis of SCRs have been
gained from studies involving patients with brain lesions (7-
9), direct electrical stimulation of specific brain regions (10,
11), and functional imaging studies (12-16). In a nutshell,
these studies suggest that several neural pathways appear
capable of producing SCRs and the related brain activity
depends on the type of stimulus and on the SCR function
(for more detailed information please see, Refs. 4 and 5).
Patients with brain lesions of the amygdala or ventromedial
prefrontal cortex (VMPFC), for example, fail to produce an-
ticipatory SCRs in the IGT (i.e., to motivationally relevant
stimuli) but not to noise bursts (i.e., to physical stimuli) (9).
Moreover, patients with VMPFC lesions generate SCRs at the
outcome phase of the IGT (i.e., when rewards or losses are
revealed and processed) but not preceding the card selection
(i.e., at the moment where SCRs potentially indicate disad-
vantageous decisions) (1).

Studying fluctuations of electrical cortical activity using
electroencephalography (EEG) or magnetencephalography
(MEG) provide insights into the central nervous basis of cog-
nition and behavior (17). Neural oscillations, the fluctuations
of cortical excitability of neuron populations, are present all
over the cortex and are relevant to most, if not all, cortical
functions. They bias input selection, influence sensory proc-
essing, and support information transfer between cortical
areas (18). Importantly, specific frequencies of neural oscilla-
tions have been implicated in decision making (e.g., p-band,
12-24 Hz; 19), attention and stimulus selection (e.g., a-band,
8-12Hz; 20), and reflect arousal (e.g., o- and B-band; 21 and
22). With respect to risk perception, an EEG study found a
reduction of a-band power before feedback in social high-
risk decisions (23). However, little is known about the spec-
tral fingerprints of the cortical correlates of risk-sensitive
SCRs.

The present study aims at contributing to our understand-
ing of the cortical correlates of risk-sensitive SCRs. Risk sen-
sitive in our context refers to SCRs that were generated after
processing information about the occurrence of a future
aversive event. In contrast to previous studies, we applied
methods with a high temporal resolution to account for the
original properties of underlying sympathetic activity, that
is, a stable zero baseline with fast single bursts of increased
activity (24, 25). Continuous decomposition analysis of elec-
trodermal activity results in precise information about the
temporal position of these bursts (26), which in our study
served as event markers for the subsequent analyses of elec-
trical cortical activity from EEG data. We did not study the
form of the SCR but used temporal information about the
SCR peak to assess neural oscillations related to this activ-
ity. Electrodermal activity and high-density EEG data
were simultaneously recorded during the anticipation of

unpleasant but not painful electric shocks with a varying
probability of occurrence in a card game. Previous research
suggests that SCRs during the anticipation of electric shocks
are asynchronously distributed during the anticipation phase
(27). Thus, brain activity related to SCRs in such a design
should not be systematically related to stimulus processing.

METHODS
Participants

Twenty-five right-handed male undergraduate psychology
students (age: M=23.7yr, SD=4.8) took part in the current
study as part of their educational program. All participants
gave written informed consent and could decide to discon-
tinue participation at any time. The local Ethics Committee
of the University Hospital in Kiel, Germany, approved the
research design, and the study was performed in agreement
with the 2008 Declaration of Helsinki. Six participants had
to be excluded due to too few detected SCR peaks, reducing
the final sample to 19 participants (age: M =23.7 yr, SD =5.2).

Experimental Procedure

The threat-of-shock task, which is inspired by Preuschoff
et al. (28) and has been used in previous studies (27, 29), had
two stages (Fig. 1). In the first stage, the probability of receiv-
ing an electric shock was revealed. In the second stage, the
electric shock was either applied or not depending on the
previously announced probability. The information about
the shock probability in the first stage was coded as a combi-
nation of a bet type (higher or lower) and a card value (1 to
10). The bet type was displayed during card selection as an
arrow in the middle of the screen (1 = higher card wins, | =
lower card wins) and alternated in each round. The card
value was revealed after the participant had drawn 1 out of
10 facedown cards using computer keys with the dominant
hand. This was followed by the anticipation phase that was
indicated by lighter colors of the face-down cards. After an
anticipation phase of ~8s, the computer drew 1 out of the
remaining 9 cards. If the participant had lost the bet, an elec-
tric shock was applied in 50% of the cases. First, based on
the card values and second, based on the 50% shock proba-
bility, there were 10 different combined electric shock proba-
bilities (in percent, rounded to the next integer): 0, 6, 11, 17,
22,28, 33, 39, 44, and 50. Because participants were informed
that the card values in the initial deck ranged from 1 to 10
and each value existed only once, the first stage revealed the
probability of receiving an electric shock. At the end of each
round, participants were asked to answer a control question
to control for attention. Wrong answers or failing to respond
within a 1.5-s time interval led to an electric shock. In 98% of
the cases, participants answered the control questions cor-
rectly. We, therefore, included all trials in the subsequent
analysis. In Fig. 1, the experimental design is graphically
illustrated. In this example, the higher card won, which was
indicated by an upward arrow during the card selection. The
participant drew a card value of 3, indicating a 78% probabil-
ity of the computer drawing a higher card, that is, a shock
probability of 39% (78% x 50%). Here, the computer-drawn
card had a value of 9. Because the computer had the higher
card value, the participant lost this round and—with a 50%



Figure 1. Experimental design. Participants
chose 1 out of 10 cards. The card value
together with information about the bet
type (1 = higher card wins, | = lower card
wins) indicated the probability of recei-
ving an electric shock after an anticipation
phase of ~8s. Electric shock was applied
when the second card was revealed.
Subsequently, participants were asked to
answer a control question.

probability—received an electric shock when the second
card was revealed. In previous studies, it was reported that
this experimental design resulted in risk-sensitive SCRs
during the anticipation phase, that is, SCRs that correlated
positively and significantly with the shock probability (27,
29, 30).

Participants played two blocks with 30 rounds each. The
card values were arranged such that each shock probability
occurred three times within a block. The software package
Psychtoolbox-3 (www.psychtoolbox.org) running on MATLAB
2012b (MathWorks Inc.) was used for stimulus presentation
and response acquisition.

Electric Shock Stimulation

Electric shocks were given via two Ag-AgCl electrodes
(10 mm diameter) attached to the medial phalanges of digits
IT and III of the dominant hand. The electrodes were con-
nected via BNC cables to the electrostimulator (Rehastim,
HasoMed GmbH, current=0-126 mA, pulse width =500 ps,
frequency =100 Hz). Shock levels increased linearly in milli-
ampere and number of single bursts, that is, level 1=1 burst
with 1mA, level 2 =2 bursts with 2mA, etc. As the time inter-
val between the single bursts was very small (100 ps), partici-
pants perceived them as a single event. Participants were
told that we were looking for an intensity of shock that was
unpleasant but not painful. We started with level 1 (usually
not yet perceived by the participant) and then increased the
level until the participant indicated that this was a painful
experience. Then, the previous level was used during the
experiment. As participants potentially got used to the level
of shock intensity, the shock intensity was calibrated again
for the second block of the card game.

SC Measurements

We used a 10-channel bioamplifier (Nexus 10; Mind Media
B.V.) and the corresponding recording software BioTrace
(Mind Media B.V.) to record electrodermal activity.
Following a standard protocol (4), two flat Ag-AgCl electro-
des (10 mm diameter) were placed at the medial phalanges of
digit IT and III of the nondominant hand, and the electrode
sites were prepared with an isotonic paste (TD-246,
Discount Disposables). As generally recommended by
Boucsein (4), there was a 5-min pause between attaching
the electrodes and starting the recording. SC data were
sampled at 32 Hz.

Analysis of SC Data

SC data were analyzed using the software package Ledalab
(V3.4.8), applying continuous decomposition analysis to dis-
entangle phasic components from tonic activity (26). This
procedure aims at providing a continuous and temporally
precise indicator of sympathetic activity that reflects the
original properties of the underlying sudomotor nerve activ-
ity, that is, a stable zero baseline with single bursts of
increased activity. This so-called phasic driver has the same
unit as the original raw data (microsiemens, puS). The time of
interest is the anticipation phase (i.e., the phase before the
computer’s card draw) of the above-outlined card game (see
Experimental Procedure). SCR peaks with minimum ampli-
tude of 0.05 uS were identified as events (4). Because we
were interested in brain activity before and after SCR peaks,
we had to make sure that brain activity was risk sensitive,
that is, related to the electric shock probability, and at the
same time not contaminated by the electric shock
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application itself. Therefore, in a first analysis, we only con-
sidered SCR peaks that occurred more than 1.5 s after reveal-
ing the first card value and more than 1.5s before revealing
the second card value. The identified SCR peaks provided
event markers for the subsequent event-related analyses.
Due to this approach, it was possible that more than one
peak from the same trial was selected for the further analy-
sis. Figure 2 shows a graphical representation of our
approach exemplary for one participant.

To verify that our experimental task was successful in
electing risk-sensitive SCRs, we tested whether the shock
probability had an impact on various SCR measures (inte-
grated SCR, sum of SCR amplitude, and number of SCR
peaks). To account for the dependencies among repeated
data, we used random intercept models (package Ime4 in
R), which allow each participant to have a unique inter-
cept (32).

EEG Measurements

EEG data were recorded using a potassium chloride saline
solution soaked 256-channel geodesic sensor net (EGI GES
300 system, EGI, Eugene, OR) at a sampling rate of 1,000 Hz,
with 0.1 to 250 Hz online bandpass filters and vertex refer-
ence. EEG preprocessing and analysis was performed using
the open-source MATLAB-toolboxes FieldTrip (33), EEGLab
(34), and customized functions for single-trial source projec-
tion (available at https://github.com/juliankeil/VirtualTools/).

Analysis of EEG Data

Analysis of EEG data was performed on SCR peaks during
the anticipation phase in the above-outlined card game (see
Experimental Procedures). These brain processes are not
only related to SCRs but also reflect general activity due to
shock anticipation. To differentiate brain processes related
to SCRs and general activity, we applied the following
method: for each participant, we generated two sets of SCR
peaks. Set 1 contained real SCR peaks, which were identified
based on the above-outlined method (see Analysis of SC
Data). Set 2 contained dummy SCR peaks. Dummy SCR

Figure 2. Phasic skin conductance response (SCR) driver for one partici-
pant after turning the first card (t=0). SCR peaks within the time interval |
were most likely not related to risk processing as they occurred too early.
SCR peaks within time intervals Il and Ill were considered to reflect risk-
sensitive SCRs. For the analysis, only SCR peaks within period Il were
used (see red circles), because brain activity after SCR peaks in period Il
was most likely contaminated by processing of the second card. SCR
peaks within time interval IV were due to turning of the second card and
sometimes due to electric shock application and hence excluded from the
analysis.

peaks of a certain shock probability were generated by taking
the real SCR peaks from all other participants for the same
shock probability and applying their latency to the current
participant. To control for habituation, we did so only for
trials of the same sequential trial position. Moreover, to
avoid oversampling of identical data segments later on, we
excluded dummy SCR peaks *1s around real peaks and
+0.5s around other dummy peaks. Thus, dummy SCR
peaks have identical distributional characteristics as real
SCRs, but they are not related to real SCR peaks of the current
participant (see Supplemental Fig. S1; all Supplemental mate-
rial is available at https://doi.org/10.17605/0SF.IO/BWSE4).
Brain activity related to dummy SCRs should capture the gen-
eral activity due to shock anticipation, whereas the difference
in brain activity between real and dummy SCRs should cap-
ture brain activity specifically related to SCR peaks. Due to
this procedure, any differences in EEG data between real and
dummy SCR peaks reveal only information about the occur-
rence of a risk-sensitive SCR peak and nothing about the level
of threat anticipation per se, because the level of threat antici-
pation was perfectly balanced between the two sets of events.
The two sets of SCR peaks provided the event markers for the
subsequent analyses.

The EEG analysis pipeline consisted of three steps
(Supplemental Fig. S2). The first step intended to remove
well-known sources of artifacts in EEG data, such as low-fre-
quency drifts, high-frequency muscular artifacts, eye-move-
ment artifacts, and line-noise. First, voltage offsets were
removed by subtracting the mean from that data. Data sub-
sequently were filtered using two-pass Hamming-windowed
FIR filters, with an order of 3301, a —6-dB cutoff frequency of
0.5Hz, and a passband edge of 1Hz for the high pass; an
order of 133, a —6-dB cutoff frequency of 112.5 Hz, and a pass-
band edge of 100 Hz for the low pass; and an order of 3301,
—6-dB cutoff frequencies of 49.5 and 50.5Hz, and a stop
band from 49 to 51Hz for the notch filter (35). Next, bad
channels were interpolated, data were rereferenced to the
common average using robust rereferencing implemented
in the PREP toolbox (function “performReference.m”; 36),
and the sampling rate was reduced to 250 Hz. After initial
processing of the whole data set, 3-s segments around real
SCR peaks (means = SD: 60 +20.76 segments) and dummy
SCR peaks (171+25.76) were extracted. Segments that
exceeded a threshold of #150 uV were rejected automati-
cally. Independent component analysis using an extended
infomax algorithm (37) was performed on the truncated
data and components that represented artifacts were
removed automatically as implemented in the SASICA
toolbox (38). To ensure proper functioning, automatic
component removal was manually screened. To ensure
similar signal-to-noise ratios, we equalized segment num-
bers between peak and dummy segments by randomly
sampling the lower number of segments from the larger
set, and only participants with at least 20 segments for the
two conditions were retained (see Participants; segments:
mean =49, SD =19.11; see Supplemental Table S1).

The second step involved the source projection of the sig-
nal of interest related to real and dummy SCR peaks and
focused on low-frequency oscillations (2-35Hz). The reason
behind this choice was that higher frequencies in scalp-level
EEG recordings without proper shielding for environmental
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influences are often affected by artifacts (e.g., power line-
noise at 50 Hz). Moreover, ongoing fluctuations in cortical
activity are often found in lower frequencies, whereas the
v-band above 35Hz is often associated with bottom-up stimu-
lus processing (17). For each participant, single-segment data
were projected into source space. To this end, a three-dimen-
sional grid was calculated with a resolution of 15 mm covering
the entire brain volume of the Montreal Neurological Institute
standard brain (MNI; http://www.mni.mcgill.ca). To project
raw data onto the grid points, they were multiplied with
accordant spatial filters, thereby creating so-called virtual
electrodes (39). This was done separately for each participant
and grid point using a realistic three-shell boundary-element
volume conduction model based on the MNI standard brain.
Using a linear constrained minimum variance beamformer
(40), a common filter was constructed across peak and
dummy segments from the covariance matrix of the averaged
single segments at sensor level and the respective leadfield.
The filter was calculated for the entire 3-s segment ranging
from —1.5 to 1.5s around real SCR or dummy SCR peaks,
respectively. The L regularization parameter was set to
10%. The anatomical regions of the source localization
were determined based on the automated anatomic label-
ing (AAL) atlas (41).

The third data analysis step consisted of the analysis of os-
cillatory power. To this end, the source-projected data seg-
ments at virtual electrodes were split into three consecutive
1-s intervals before (—1.5 to —0.5s), around (—0.5 to 0.5s),
and after (0.5 to 1.5s) real and dummy SCR peaks and trans-
formed into the frequency domain using multitaper fast
Fourier transformation (FFT; 42). The frequency band of
2-35Hz was divided into steps of 1Hz. Discrete prolate sphe-
roidal sequence (DPSS) tapering was used with a spectral
smoothing of +2Hz. The rationale for studying the above-
mentioned 1-s time intervals (—1.5to —0.5s; —0.5t0 0.5s; 0.5
to 1.5s) was that Benedek and Kaernbach (26) show that SCR
peaks occur around 2 * 0.5s after external events (noise
bursts). Assuming that the time lag between an external
event and the SCR peak should be larger than the time lag
between an internal event and the SCR peak, we expected
that the internal event responsible for the SCR peak should
be captured within 1 £ 0.5s before the SCR peak. To capture
possible reafferent processes following the SCR peak, we
applied the same window after the SCR peak. For complete-
ness, we also studied the time interval around the SCR peak.

Statistical Analysis

To differentiate brain processes related to SCRs and gen-
eral activity due to shock anticipation, we assessed differen-
ces in oscillatory power between real and dummy SCR
peaks. To this end, we conducted a nonparametric cluster-
based permutation test that addresses the multiple-compari-
son problem by clustering together samples adjacent in fre-
quency and space (43). The experimental cluster-based test
statistic was evaluated against a permutation distribution to
test the null hypothesis of no difference between brain proc-
esses related to SCRs and general activity using a two-tailed
dependent-samples test. The critical a-level was adjusted for
three consecutive comparisons to 0.05/3=0.016. In short,
this approach compares power for each frequency at each

virtual electrode. To control for multiple comparisons across
the two-dimensional matrix of 463 (virtual electrodes) x 34
(frequencies) comparisons, the clustering algorithm searches
for neighboring elements below the critical a-level and sums
the ¢ values in these clusters. Then the condition labels are
shuffled, and the same comparison is computed on the shuf-
fled data. This shuffling step is repeated for 5,000 iterations,
and for each iteration, the largest sum of ¢ values is retained
(“maxsum” setting). Finally, the t value sums in the clusters
of the empirical data are compared with the distribution of
the clusters obtained in iterations. The P value for each em-
pirical cluster, thus, is a percentile indicating the likelihood
to obtain a cluster of this size based on randomly shuffled
data. Importantly, the clusters obtained in this analysis are
not due to any a priori selection of a frequency band but are
solely based on the empirical data.

To illustrate the statistical results in more detail, we com-
puted parametric dependent-samples ¢ tests and Bayes fac-
tors (BF10; 44) as an indicator of the relative evidence for the
HO and H1 on the power averaged within the clusters identi-
fied in the previous steps. BFs between 1 and 3 indicate anec-
dotal support for the alternative hypothesis (H1), whereas
BFs between 3 and 10 and above 10 indicate, respectively,
moderate and strong support for H1. BF =1 indicates equal
support for H1 and null hypothesis (HO), whereas BFs
between 1/3 and 1, 1/10 and 1/3, and below 1/10 provide,
respectively, anecdotal, moderate, and strong support for HO
(45). Finally, we related single-segment oscillatory power
based on the result of the comparison between real and
dummy SCR peaks to the SCR peak amplitude. To this end,
we used a random-intercept model (package Ime4 in R) to
account for the dependencies among repeated data.

Analysis scripts and stimulus material are available at
https://doi.org/10.17605/0SF.I0/BWSE4.

RESULTS
Influence of Shock Probability on SCR Measures

We verified that our experimental task was successful in
eliciting risk-sensitive SCRs, as suggested by the previous lit-
erature with this particular design (27, 29, 30). To account for
the dependencies among repeated data, we used random
intercept models (package Ime4 in R), which allow each par-
ticipant to have a unique intercept (32). The models showed
that the shock probability had a positive and statistically sig-
nificant impact on various SCR measures (integrated SCR:
B =2.965, SE=0.317, P < 0.001; sum of SCR amplitude: p =
0.783, SE=0.081, P < 0.001; number of SCR peaks: § = 1.011,
SE=0.135, P < 0.001; see Table 1). The averaged integrated
SCRs for the different shock probabilities can be found in
Fig. 3. We can, therefore, conclude that our experimental
design was successful in eliciting risk-sensitive SCRs. The
distribution of SCR peaks across the different shock proba-
bility levels is reported in Table 2. Please note that the gener-
ated dummy SCR peaks had the exact same distributional
characteristics as the real SCR peaks.

Oscillatory Power

Surface-level EEG data were projected onto 463 virtual
electrodes in source space. We tested for a difference in
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Table 1. Regression analyses of various SCR measures on shock probability

Dependent Variable

Integrated SCR (1)

Sum of SCR Amplitudes (2) Number of SCR Peaks (3)

Shock probability 2.965"7 (0.317)

Constant 0.559™" (0.200)
Observations 1,500
Groups 25

0.7837 (0.081) 1.0117 (0.135)

sokok

0.108" (0.055) 0.558™"" (0.099)
1,500 1,500
25 25

Standard errors are given in parentheses. SCR, skin conductance response. *P < 0.05; **P < 0.01; ***P < 0.001.

oscillatory power (2-35Hz) in the three intervals (1.5 to
—0.5s, —0.5 to 0.5s, and 0.5 to 1.5s) around the identified
SCR peaks and the dummy SCR peaks assigned artificially.
The cluster-based permutation test revealed a significant dif-
ference in power between the real and dummy SCR peaks in
the first interval (cluster-P = 0.0072) but not in the other two
intervals. The difference visible in the first interval was most
pronounced in occipitotemporal cortical areas, in the fre-
quency range of 3-17Hz. Comparison with the AAL atlas
indicated the left lingual gyrus as the source of the peak dif-
ference. The power averaged over the significant channel-
by-frequency cluster before the SCR peaks (means * SD:
0.7154 x 107+0.3760 x 107) was lower than before the
dummy SCR peaks (means + SD: 0.7821 x 107 + 0.4447 x 107)
[t(18) = —2.5699, P = 0.0193, CI = (—0.1210 x 107 to 0.0121 x
10”), BF10=2.27, see Fig. 4]. For exploratory purposes, we
examined the time course of the a-power in the identified
source space cluster. In this post hoc analysis, we found that
the a-power was reduced for real compared with dummy
SCR peaks from around —1.6 to —0.4s before peak onset,
indicating the robustness of our results with respect to exact
time windows.

To estimate the relationship between the single-segment
oscillatory power and the SCR peak amplitude, we averaged
the power across the cluster identified in comparison
between real and dummy SCR peaks within each segment
and participant. Then, we used a random-intercept model
(package Ime4 in R) to account for the dependencies among
repeated data. The model showed that the oscillatory power
averaged across 3-17Hz had a small but statistically signifi-
cant negative impact on the SCR peak amplitude (B =

257 }
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Figure 3. Averaged integrated skin conductance responses (SCRs) by
shock probability. Error bars indicate the standard errors of the mean.

—0.464, SE=0.131, P < 0.001), indicating that reduced power
was associated with increased SCR peak amplitudes.

DISCUSSION

Understanding the neural correlates of risk-sensitive skin
conductance responses can provide insights into their con-
nection to emotional and cognitive processes. Therefore, we
studied oscillatory brain activity based on event-related
analyses of asynchronously distributed SCR peaks to identify
cortical processes associated with risk-sensitive SCRs and
their possible reafferent representation. In contrast to previ-
ous studies, we applied methods with high-temporal resolu-
tion, that is, EEG analysis for brain activity and a temporally
precise decomposition method for electrodermal activity.
We, thus, took advantage of the temporally precise nature of
sympathetic activity (24, 25). Fluctuations in SCRs were eli-
cited while participants played a threat-of-shock card game.
To exclude brain activity related to electric shock anticipa-
tion, we generated dummy SCR peaks, which had identical
distributional characteristics as real SCR peaks but no tem-
poral connection to real SCR peaks. Brain activity related to
dummy SCR peaks was compared with activity related to
real SCR peaks. Within the time interval of —1.5 to —0.5s pre-
ceding real SCR peaks, we observed reduced oscillatory
power in the frequency range between 3 and 17 Hz in occipi-
totemporal cortical areas. Comparison with the AAL atlas
indicated the left lingual gyrus as the source of the power dif-
ference. However, labeling of deep cortical generators is not
exact due to the low-spatial resolution of EEG data. In inter-
vals following SCR peaks, we did not find systematic differ-
ences between real and dummy SCR peaks. Reduced single-
segment occipitotemporal oscillatory power was related to
increased SCR peak amplitudes.

Table 2. Distributional characteristics of SCR peaks
depending on the shock probability

Shock Probability, % Share of Total SCR Peaks, %

0 8.6
6 6.6
" 8.6
17 9
22 9
28 9.6
56 10.6
39 il
44 12
50 15

SCR, skin conductance response.



Oscillatory brain activity, particularly in the o-band (8-
12Hz), has been implicated in regulating selective attention
(20, 46, 47). More precisely, it has been argued that a-activity
is important for attentional inhibition. Increased a-band
power has been linked to suppressing information that is
irrelevant and potentially distracting. In turn, reduced
a-band power is related to the processing of relevant infor-
mation: reduced a-power allows to sequentially process bits
of information and prioritize the resulting objects according
to salience, which can then capture attention based on sub-
jective relevance (20). A study on social decisions found that
a-band power was reduced before feedback in high-risk sit-
uations, suggesting a sensitivity to risk perception (23). In
our experiment, before an electric shock, we observed
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reduced power in the frequency range between 3 and 17 Hz,
which comprises the 6 (4-7Hz), o (8-12Hz), and B (13-30 Hz)
ranges, but appears to be maximal for the a-band (Fig. 4A).
However, the reduced power was not due to the anticipation
of the shock itself. Since real and dummy SCR peaks were
perfectly matched in terms of shock probabilities, the
reduced power before threat-related SCRs in visual process-
ing areas might be an expression of attention, that is, the
processing of task-relevant information in threat situations.
A related finding has been reported by Lim et al. (48) who
observed a significant negative correlation between the loga-
rithm of the SCR amplitude and EEG-a activity in an audi-
tory oddball task without threat processing. Similarly, we
found a small but significant negative correlation between
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Figure 4. Results of the analysis of oscillatory power in the first interval. A: averaged power spectrum for the cluster identified in the comparison
between real (R-SCR) and dummy (D-SCR) SCR peak segments. The box highlights the frequency range (3—17 Hz) in which a significant difference was
found. B: oscillatory power averaged over the frequency range highlighted in A for real (R-SCR) and dummy (D-SCR) SCR peak segments. C: spatial
extent of the cluster identified in the comparison between real and dummy SCR peak segments for the frequency range highlighted in A. Colors repre-

sent t values. SCR, skin conductance response.



the occipitotemporal a-band amplitude and the SCR peak
amplitude.

In addition to attention, arousal appears to lead to reduced
a-band power. For example, resting-state a-band power has
been reported to be correlated negatively with arousal (21),
and stimulus-induced o-band power reduction possible
reflects emotional arousal (22). Thus, our findings of reduced
a-band power before SCRs may indicate intensified atten-
tional and emotional processing of task-relevant information
in threat situations. Two alternative hypotheses could
explain this finding. On the one hand, it is conceivable that
a-power signals fluctuating attention during threat situa-
tions. If attention is high, the threat perception will elicit
sympathetic response. This hypothesis is also supported by
the delay of the SCR peak after the a-power reduction. Since
electrodermal activity is transmitted via slow, unmyelinated
fibers (49), SCR peaks will occur with a delay after attention
pushes the threat signal across a threshold. On the other
hand, it is conceivable that a common process influences
cortical o and sympathetic responses. If a threat is perceived,
this bottom-up information could capture attention and lead
to an SCR peak. Because the sympathetic response is trans-
mitted slower than the cortical activation, the o-power
decrease will precede the SCR peak. To differentiate between
these two hypotheses, future research is needed to examine
the temporal profile of a-power changes in more detail and
to study the underlying functional connectivity networks.
One starting point could be using invasive electrophysiologi-
cal recording (electrocorticography) directly from the occipi-
tal cortex while simultaneously recoding SCRs to track the
temporal dynamics.

The largest difference in observed SCR-related oscillatory
power in visual-processing areas was localized in the lingual
gyrus. The lingual gyrus has been implicated in the process-
ing of complex visual stimuli (50). Moreover, functional MRI
(fMRI) and EEG studies reported increased activation during
working memory tasks and emotional processing (51, 52).
Activity in visual areas, especially the lingual gyrus, preced-
ing discrete SCRs has also been reported in an fMRI study by
Critchley et al. (12), indicating converging findings across
modalities. This finding was interpreted to represent modu-
lation of areas involved in processing the visual stimuli that
carry information about reinforcement by arousal. Varying
activity in higher-order visual processing areas may be due
to processing of the visual stimulus (in our case the card
value) reflecting its fluctuating salience. Thus, the reduced
a-band power in lingual gyrus could be a sign that SCRs indi-
cate the increased processing of the cards’ information in
the context of the task setting as well as the emotional proc-
essing of the threat probability. It would be interesting to see
if in a study without ongoing visual stimulus, similar brain
areas are part of the network. Moreover, it is known that SCR
peaks occur delayed after the onset of an external event (26,
53). In the current experiment, no such external events were
presented, but SCR peaks were examined during the antici-
pation of an electric shock. Therefore, it would be interesting
to examine the cortical generators of SCR peaks with a
known eliciting event such as noise bursts.

We did not observe activity in the VMPFC, which has been
identified by Bechara and Damasio (54) as an important
brain area related to SCRs, and we did not find any

differences after SCR peaks that would have indicated reaf-
ference processing. As outlined above, the neural correlates
of SCRs depend on the type of stimulus and on the SCR func-
tion. Patients with lesions of the amygdala or VMPFC, for
example, fail to produce anticipatory SCRs to motivationally
relevant stimuli but not physical stimuli. Furthermore,
Damasio and colleagues (1, 55) stress the role of the VMPFC
in storing implicit knowledge about the anticipated value of
a choice. In our experiment, however, shock probabilities
were explicitly stated and did not depend on participants’
decisions. Therefore, associations between the VMPFC and
bodily responses might have been less important in our con-
text. Another perspective on this might be given by Tomb et
al. (56), suggesting that VMPFC activity signals not the va-
lence but the variance (risk) of payoffs driving SCR responses
in the IGT. Since in our study, real and dummy SCR peaks
were perfectly matched in terms of risk, VMPFC signaling
might be canceled out. All in all, it is left for future research
to carefully identify different “types” of SCRs, their exact
functioning, and their neuroanatomical basis.

In conclusion, this study characterized the cortical corre-
lates of risk-sensitive SCRs. Our results suggest an interac-
tion between attention and emotion such as threat
perception reflected in skin conductance responses.
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