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Non-linear dynamic state-space 
network modeling for decoding 
neurodegeneration

Neurodegenerat ive disorders  represent a 
pervasive global health challenge, yet therapeutic 
options remain conspicuously limited. These 
disorders are inherently dynamic processes within 
the central nervous system, unfolding across 
distinct sub-stages: initial structural neuronal 
alterations (sub-stage 1), functional impairment 
(sub-stage 2), and culminating in neuronal death 
(sub-stage 3). Previous studies have revealed 
shared pathological features between amyotrophic 
lateral sclerosis (ALS) and Parkinson’s disease (PD) 
(van Rheenen et al., 2021; Mantle and Hargreaves, 
2022) including common genetic risk factors 
identified through genome-wide association 
studies (van Rheenen et al., 2021). Both disorders 
manifest similar neurodegenerative mechanisms, 
such as oligomer formation, aberrant protein 
accumulation, and protein misfolding-specifically, 
superoxide dismutase 1 in ALS and α-synuclein in 
PD. Mitochondrial dysfunction further serves as a 
common denominator in the pathogenesis of ALS 
and PD (Mantle and Hargreaves, 2022). 

Early and accurate diagnosis is imperative to 
mitigate the rapid progression inherent to 
neurodegenerative diseases. Recent advancements 
in machine learning have shown promise in 
this regard. For instance, a convolutional neural 
network-long short-term memory model achieved 
a 99.42% accuracy in differentiating between ALS, 
PD, and Huntington’s disease, as well as healthy 
controls, based on gait signal analysis (Amooei et 
al., 2023). Similar success has been reported in 
PD detection through speech signal analysis using 
neural networks and long short-term memories 
(Er et al., 2021). Moreover, convolutional neural 
network-long short-term memory outperformed 
traditional methods like support vector machines 
and standard deep neural networks in classifying 
these diseases based on speech data recorded 
during three different tasks such as spontaneous 
speech, diadochokinetic rate and sustained 
phoneme production (Mallela et al., 2020).

In our recent work, we employed state-space 
models to demonstrate the involvement of 
the ipsi lateral motor network in voluntary 
movements (Ding et al., 2023). The dynamic 
nature of neurodegenerative processes involves 
instantaneous state transitions at each sub-stage. 
Correctly identifying and associating features from 
these critical states at varying temporal scales 
using non-linear state space models would uncover 
a unique and comprehensive framework to study 
neurodegeneration. The spatial and temporal 
features, when used to train convolutional neural 
networks, hold the potential for individualized 
patient outcome predictions. Such an approach 
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sub-stages that are common and distinct in 
neurodegenerative diseases; (2) Develop a 
state space model to extract state changes and 
factors driving neurodegeneration; (3) Use a 
deep learning neural network to identify critical 
windows for individualized disease prediction; 
(4) Ultimately, utilize the model to generate 
personalized prognosis, facilitating the selection 
of lifestyle modifications and potential therapeutic 
options.

I d e n t i f i c a t i o n  o f  c r i t i c a l  s u b - s t a g e s : 
Neurodegenerative diseases, for which no 
definitive cure exists, comprise a diverse spectrum 
of disorders characterized by progressive neuronal 
dysfunction and death within the central nervous 
system. The etiology of neurodegeneration is 
inherently complex, dynamic, and influenced 
by a confluence of both micro-level factors, 
such as genetics,  protein,  s ingle-cel l ,  and 
electrophysiology, and macro-level elements, 
including systemic conditions, environmental 
exposures, and lifestyle choices (Bertram and 
Hampel, 2011). This multifactorial landscape 
contributes to disease susceptibility and disrupts 
the homeostatic equilibrium of neural networks.

Predominant neurodegenerative disorders, 
including ALS and Parkinson’s, and their respective 
disease subtypes, often exhibit paradoxical profiles 
owing to their commonly overlapping profiles 
resulting from their closely allying multifactorial 
nature. Yet, even within a disease category, 
inter-individual variability exists in the distinct 
clinical and pathological features. A hallmark 
of the pathophysiology of these diseases is the 
abnormal accumulation of proteins, implicated 
in neuronal injury and death. Intriguingly, some 
neurodegenerative diseases share common 

Figure 1 ｜ The four primary components of the proposed research framework. 
The first block is identifying the sub-stages using multimodal data such as genetics, structural magnetic resonance 
images, neuronal signals, or connectivity matrix. The second block is the model framework using the state space model 
for extracting the features namely the state and causality changes. The extracted features will be fed in the third block 
for the individualized prediction and finally therapeutic option depicted in the fourth block. Created with Inkscape 
software. 

would pave the way for personalized prognosis, 
selective lifestyle modifications, and targeted 
therapeutic interventions.

Concordantly, given the intricate complexity 
of neurodegenerative processes, a holistic, 
system-level biological approach is warranted. 
Such methodologies, both experimental and 
computational, offer great opportunities to 
uncover fundamental  ins ights into neural 
network dynamics and their interactions. This is 
particularly important for the mechanism-based 
molecular signatures of disease hallmarks across 
varying pathological stages, potentially leading 
to personalized interventions such as lifestyle 
modifications and the possibility to direct patients 
towards new treatment concepts, aligning with the 
emerging paradigm of precision medicine (Morello 
et al., 2020).

This paper proposes a new framework that 
synergistically combines state-space modeling 
with deep learning techniques to  enable 
individualized disease prediction and to identify 
optimal time windows for therapeutic options and 
lifestyle modifications. The unique contributions 
of this work can be summarized by four aspects, 
i l lustrated in Figure 1: (1) Identification of 
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proteinopathies, such as Tau pathology in both ALS 
and Parkinson’s diseases, with varying degrees of 
aggregation demarcating different disease stages.

Current investigations into the fundamental 
mechanisms and molecular  s ignatures  of 
neurodegeneration are constrained, particularly 
in the context of mechanism-based classification 
and tailored interventions. Despite the inherent 
non-linearity in disease progression, molecular 
signatures of neurodegeneration tend to spread 
across brain regions in a stereotypical manner. 
Recent studies have also elucidated variations 
in neural network characteristics at different 
disease stages and in association with distinct 
neurodegenerative factors (Koirala et al., 2017; 
Muthuraman et al., 2018). Therefore, accurate 
modeling of these distinct factors could lead to 
reliable characterization of disease stages and 
accurate predictions of the intrinsic processes that 
culminate in neurodegeneration.

Building a state-space model framework: The 
state-space model serves as a robust mathematical 
framework for conceptualizing the brain as 
a dynamic system, characterized by intricate 
regional interactions. In this context, each point 
in a multidimensional space represents a specific 
configuration of the brain at a given time. Here, 
the spatial dimensions correspond to distinct brain 
regions, while the states are indicative of various 
disease stages. State space modeling provides 
a formalized approach to representing a system 
through its inputs, outputs, and internal states. 
These state variables are governed by difference 
equations, which can be conveniently expressed in 
matrix form in the case of linear systems.  In state 
space modeling, we can estimate the dynamical 
state changes (disease stages) and simultaneously 
estimate the causality (network interplay) 
(Muthuraman et al., 2018). 

Individualized prediction: The changes between 
different stages of neurodegenerative diseases, as 
captured by state-space models, can be effectively 
used as input variables to build a convolutional 
neural network (ConvNets) (LeCun et al., 2015). 
ConvNets, a specialized form of deep learning 
algorithm, are designed to mimic certain features 
of natural systems, using them as inductive biases, 
namely shared weights, pooling of data, and use 
of many layers to extract complex features from 
the input data. Depending on the data modality, 
these features can be represented in various 
array formats: 1D for signals, 2D for images, and 
3D for volumetric images. The architecture of 
ConvNets typically comprises two foundational 
layers in its initial stages: convolutional and 
pooling layers. Outputs from these layers undergo 
a non-linear transformation via, e.g., a rectified 
linear function, which offers advantages in terms 
of computational efficiency and suitability for 
unsupervised learning. The pooling layer serves to 
consolidate similar features and render the model 
invariant to small shifts and distortions. ConvNets 
have gained prominence for image segmentation, 
particularly for connectomics (Sengur et al., 2017), 
owing to their ability to excel in prediction tasks 
and improved computational efficiency due to 

advances in GPU computing. These networks can 
be individually trained for each neurodegenerative 
disease, enabling the subsequent application of 
the trained model for data-driven, individualized 
data-driven patient prediction.  

Lifestyle modifications and therapeutic options: 
Once the individualized prediction model has 
been established and the various sub-stages 
of neurodegeneration have been delineated, 
targeted windows for therapeutic interventions 
can be identified. These windows can be fine-
tuned on daily life activities, which serve as 
modifiable factors influencing the efficacy of 
therapeutic responses. Such lifestyle adjustments 
may encompass increasing daily physical activity 
and managing hypertension, optimizing vitamin 
levels, and mitigating smoking. Additionally, the 
model enables the identification of specific spatial-
temporal patterns that characterize the interplay 
between cortical and subcortical networks. These 
identified patterns can be used in therapeutic 
trials. As a result, the predictive model is able 
to isolate precise time frames that are most 
conducive for targeted treatments. 

In summary, we have presented a comprehensive 
methodology  that  integrates  state  space 
modeling with deep learning models to achieve 
precise disease prognosis in neurodegenerative 
condi t ions .  Th is  approach fac i l i tates  the 
identification of optimal time windows for 
implementing therapeutic interventions and 
lifestyle modifications. The recommendations from 
this proposed algorithm have great potential to 
reduce the effect of neurodegenerative diseases in 
patients.   
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