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Abstract: Whenever learners produce text, natural language processing (NLP) has great 

potential to improve learning. Theories from learning sciences should guide the implementation 

of NLP into concrete learning scenarios. However, theoretical concepts are much more abstract 

than the targets and inputs NLP can work with. Therefore, a process is needed which translates 

theory into NLP tasks. As such a process is missing, we propose a terminological and procedural 

scheme which researchers and practitioners can employ to develop NLP-based adaptive support 

measures for learning processes. It defines a sequence of leverage points, support measures, 

adaptation targets, automation goals, data, prediction targets, input, intrinsic metrics, NLP 

model, and extrinsic metrics. To illustrate it, we apply it to peer-feedback as a use case. 

Problem statement 
Recent developments in artificial intelligence (AI) promise to foster various learning processes (Dawson et al., 

2019). Yet, to do so, theories of learning are indispensable (Wise & Shaffer, 2015). For example, peer-feedback 

is assumed to boost learning because, among other reasons, it provides feedback which can be easier to understand 

than teacher feedback and constitutes an additional learning opportunity (Li et al., 2020). However, for this 

purpose, learners should provide high-quality feedback (Patchan et al., 2016), but not all learners have the 

necessary prior knowledge and skills. Consequently, AI might support the learners when composing their 

feedback. As feedback often is written text, natural language processing (NLP) is the most relevant field of AI for 

this task. Yet, applying NLP to peer-feedback is complex: NLP and learning sciences have their own 

terminologies and approaches to conceptualize phenomena. Hence, mapping the theoretical learning process to 

NLP becomes a complex endeavor of synchronizing terminology, goals, and procedures. A guiding framework 

that helps researchers and practitioners through this development process is missing. For this reason, in this 

conceptual paper, we propose a terminological and procedural scheme to guide the development of NLP support 

measures and exemplify it for peer-feedback. 

Crossing disciplinary boundaries 
When investigating learning processes employing NLP methods, the usual textual data investigated is much more 

complex than traditional quantitative data. It might seem tempting to engage in purely exploratory data mining. 

However, it has been repeatedly argued that theory is needed to inform data analysis, especially if the amount of 

data is large. For example, Wise and Shaffer (2015, p. 9) argue that, among other functions, “theory gives a 
researcher guidance about which variables to include in a model”, “[…] about how to make results actionable”, 
and “[how to] generalize results to other contexts and populations”. The Learning Sciences provide such theories. 
However, concepts from the Learning Sciences are not immediately usable to build NLP models to address them. 

For example, empirical findings might state that the quality of a peer-feedback message is crucial to ensure 

learning success. Learning scenario designers might then ask how NLP should be implemented to foster feedback 

quality. Obviously, this question cannot be answered immediately. First, we need to answer more specific 

questions: By which means can peer-feedback quality be improved? How can these means be operationalized in 

textual data? Which goal should NLP achieve? For which instructional purpose? Which NLP task architectures 

are most suitable for this? We designed our scheme below to guide researchers in answering these questions for 

their specific purposes. To conclude, learning sciences provide theory about learning processes that can be used 

to identify which processes should be addressed by NLP to maximize positive impact on learning outcomes. 

Use case example: Outline of a peer-feedback theory 
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To illustrate how NLP-based support might be developed for a given learning process, we use the following 

outline of a peer-feedback theory as an example. A common way to employ peer-feedback in teaching roughly 

involves the subsequent steps: An instructor provides learners with a task which each learner works on 

individually to produce an initial solution. Then, learners’ initial solutions are distributed among the learning 
group such that each learner receives initial solutions from, for example, two peers. Now, the learner takes the 

role of a reviewer and examines their peers’ initial solutions to compose a feedback message for each peer. In the 
next step, each learner receives these feedback messages from their peers and, ideally, uses them to revise their 

initial solution. Obviously, producing a feedback message is crucial in peer-feedback; hence, we use this activity 

as an example in the following. 

A scheme for designing NLP-based adaptive peer-feedback support 
NLP is the primary candidate for automating and augmenting adaptive support for peer-feedback scenarios as 

products such as the feedback message most often constitute textual data. To connect theory with NLP, our 

terminological and procedural scheme (Figure 1) links concepts from the Learning Sciences with concepts from 

NLP to facilitate describing, investigating, and designing NLP-based adaptive measures for supporting peer-

feedback. Next, we will explain this scheme, starting in the upper left corner (terms from Figure 1 are italicized). 

 

Figure 1 
Terminological and Procedural Scheme for Designing NLP-Based Adaptive Support Measures 

 
 

To be effective, learning support needs to target relevant leverage points in the peer-feedback process. 

Leverage points are factors and instances in the peer-feedback process that can either facilitate or impair the 

learning process and outcomes. In the current case, the quality of the feedback message determines its 

effectiveness for facilitating learning processes and outcomes. Patchan et al. (2016) found that high-quality peer-

feedback for essay writing not only points out mistakes regarding the content but also refers to high-level aspects 

of text structure and argumentation as opposed to only low-level aspects such as grammar and spelling. 

Additionally, specifying where exactly in the essay changes need to be made helped the feedback recipients to 

implement a feedback comment. Similarly, Wu and Schunn (2020) found that specifying and explaining a problem 

in the initial solution increases the implementation rate of the respective feedback comment, besides the 

comment’s content quality. Therefore, a central leverage point for increasing the effectiveness of peer-feedback 

processes consists in advancing the quality of the peer-feedback messages regarding the relevance and accuracy 

of the feedback content and the degree of helpful elaboration (location or identification and explanation). 

Support measures target such leverage points to increase the effectiveness of a peer-feedback process by 

providing additional task-relevant information or explanations, or by exerting direct or indirect regulation. For 

example, Gielen and De Wever (2015) showed that even simple guiding questions helped educational science 

students to elaborate their feedback more and to provide more negative verifications of their peers’ draft of a 
journal article abstract. Of course, such support measures must be adapted to the task context and content area.  

Support measures can be designed such that they vary meaningfully across learners. In this case, they 

are adjusted to adaptation targets, i.e., learner characteristics, processes, or outcomes. Adaptation targets are best 

measured by observable activities and products, especially if the learner support should be adjusted to a 

dynamically changing adaptation target such as advancing skills (e.g., Tetzlaff et al., 2021). Possible adaptation 

targets for adjusting peer-feedback support to would be: (1) the reviewer’s feedback skills, indicated by a 

submitted draft of the current feedback message (e.g., for prompts concerning the feedback elaboration) or 

feedback messages from prior peer-feedback scenarios (e.g., for prompts on avoiding common structural flaws); 

(2) the peer’s task performance in the reviewed initial solution (e.g., for prompts focusing the feedback); (3) the 
reviewer’s task performance in the initial solution (e.g., for personalizing the degree of feedback support). 



 

CSCL 2023 Proceedings  © ISLS 239 

Technological advancements in AI can automate routine operations and actions (e.g., Ninaus & Sailer, 

2022). To improve the efficacy of peer-feedback messages, two kinds of automation goals can be distinguished: 

supporting individual activities (e.g., prompting to further structure insufficiently structured feedback messages), 

and modifying individual products (e.g., highlighting important flaws in the to-be-reviewed initial solution). 

Consequently, automation goals for adaptive peer-feedback support focus on automatically detecting relevant 

aspects in the feedback messages (in addition to analyzing the prior initial solution texts). 

Building on the steps outlined above, a precise formalization is possible: The general objective of NLP 

is to create computational models that make accurate predictions about a prediction target based on textual input 

according to evaluation metrics. This aim encompasses task architectures such as text and text pair classification, 

span and relation extraction, automatic scoring and ranking, text generation, and cross-document linking. 

Modern deep-learning based NLP uses pre-trained Transformer-based language models (e.g., Brown et 

al., 2020) that, based on large unlabeled textual collections, create generally applicable neural representations of 

text which can be tailored to particular end tasks. General-purpose NLP frameworks further facilitate the 

development of new NLP models (e.g., Akbik et al., 2019). NLP has been previously applied to support peer-

feedback and related scenarios like scholarly peer review (e.g., Hua et al., 2019; Kuznetsov et al., 2022), 

argumentative writing and essay grading (e.g., Zhang & Litman, 2021). While evaluation of NLP-based 

applications in small-scale user studies and limited settings is sometimes performed, no holistic framework for 

NLP-based peer-feedback support has been proposed to date which limits NLP support adoption at large. 

Translating complex real-world scenarios systematically into NLP applications is the focal point of 

Translational NLP (Newman-Griffis et al., 2021). A generic approach to NLP model development for peer-

feedback might proceed as follows. Based on the automation goal and available data, an appropriate NLP task 

architecture is chosen, along with the formal definitions of the prediction target, textual input, and evaluation 

metric. For example, solution grading (automation goal) based on task solution texts (data) can be cast as a score 

prediction task (architecture), that given plain text (input) predicts a numerical score in a given range (prediction 

target) with the aim of minimizing the deviation between the true and the predicted score (intrinsic metric). Based 

on the size and availability of the data, technical constraints (e.g., hardware limitations) and existing NLP 

resources (e.g., pre-trained language models and corpora), NLP practitioners would collaborate with Learning 

Scientists to select appropriate NLP methodology for the task. Based on that, an NLP model is created, which in 

most cases involves labeling a portion of data with the target value, applying a supervised machine learning 

algorithm that learns to predict this value from inputs, and evaluating the model on a held-out data sample 

according to the metric.  

Once the NLP model reaches adequate performance, it can be integrated into the learning environment 

to support the automation goal, either by fully automating a procedure (e.g., predicting the solution score, i.e., the 

feedback quality), or by augmenting the learner experience via continuous real-time support or via an adaptive 

scaffold (e.g., notifying the learner before submitting that the current feedback message is insufficient). A model 

might perform well intrinsically (e.g., solution score deviation is low) but fail to benefit the chosen support 

measure. Hence, extrinsic evaluation is the crucial step for measuring the adequacy of NLP-based support. 

To illustrate this scheme for the feedback production phase: NLP could use the textual data consisting 

of own and other learners’ initial solution, and the feedback message draft as input. Feedback messages are subject 
to structural analysis cast as span and relation extraction or as text classification task. Prior NLP studies have 

successfully applied discourse parsing to analyze feedback messages in scholarly peer review. For example, 

Kuznetsov et al. (2022) propose a corpus of scholarly feedback texts where each sentence is labeled with the 

pragmatic categories such as strength and weakness (feed-back), todo (feed-forward), and recap (feed-up). 

Alternatively, Hua et al. (2019) focus on extracting argumentation structures, labeling parts of peer review reports 

as evaluation, fact, request, etc. Similar efforts exist in the domain of English argumentative essay writing. For 

example, Nguyen et al. (2016) propose, implement, and deploy an instant feedback system to detect the presence 

of solutions in peer review texts. Automatic analysis of content level addressed in the feedback texts is not widely 

studied but might similarly be approached as a text classification or a span extraction NLP task. 

In conclusion, we proposed a terminological and procedural scheme that shows how, starting from a 

Learning Science theory, NLP-based, adaptive support measures might be developed systematically. Though we 

exemplified this scheme for how to improve peer-feedback quality, we believe that the scheme can also be applied 

to learning processes beyond peer-feedback. It might inspire researchers and practitioners to develop theory-

based, adaptive, and automatized support measures to maximize the effectiveness of their learning scenarios. 
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