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Real-Life Stress Level Monitoring Using Smart
Bands in the Light of Contextual Information
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Giuseppe Riva, Heather Iles-Smith, and Cem Ersoy

Abstract—An automatic stress detection system that uses
unobtrusive smart bands will contribute to human health and
well-being by alleviating the effects of high stress levels.
However, there are a number of challenges for detecting
stress in unrestricted daily life which results in lower perfor-
mances of such systems when compared to semi-restricted
and laboratory environment studies. The addition of contex-
tual information such as physical activity level, activity type
and weather to the physiological signals can improve the
classification accuracies of these systems. We developed an
automatic stress detection system that employs smart bands
for physiological data collection. In this study, we monitored
the stress levels of 16 participants of an EU project training
every day throughout the eight days long event by using our system. We collected 1440 hours of physiological data and
2780 self-report questions from the participants who are from diverse countries. The project midterm presentations (see
Figure 3) in front of a jury at the end of the event were the source of significant real stress. Different types of contextual
information, along with the physiological data, were recorded to determine the perceived stress levels of individuals.
We further analyze the physiological signals in this event to infer long term perceived stress levels which we obtained
from baseline PSS-14 questionnaires. Session-based, daily and long-term perceived stress levels could be identified by
using the proposed system successfully.

Index Terms— Commercial smartwatch, mental stress, psychophysiological, emotion regulation, heart rate variability,
electrodermal activity.

I. INTRODUCTION

WEARABLE devices help measure and reduce stress,
leading to significant improvements in human health

and well-being. Personal health monitoring is among the most
prominent ones in these fields. Researchers obtained the ability
to track physical activities, well-being, daily routines with
these devices. By using this information, we can improve
the life quality of individuals with insightful suggestions and
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interventions. Stress is one of the most severe work-related
health problems in Europe [1]; it is the second commonly seen
issue after musculoskeletal diseases which could be caused by
stress in some situations [2].

Researchers have started to use commercial smart wearable
devices for detecting the stress of individuals from physiolog-
ical signals. Heart rate variability and electrodermal activity
are the most commonly used physiological signals in the
literature [3]. Stress detection studies started in laboratory
environments. The research then directed towards controlled
real-life environments. Office, automobile, and classrooms are
selected because they can be controlled with cameras and
sensors and movements are restricted. Major research in office
environments can be listed as [4] and [5]. Campus envi-
ronments compose of both controlled and uncontrolled areas.
They are the bridge between controlled and unrestricted daily
life studies. The most prominent studies in those environments
are [6], [7] and [8]. Another work in those semi-constrained
settings was presented by Can et al. [9]. They developed
a three-class stress detection framework using commercial
smartwatches and wristbands. The proposed system was tested
in a semi-constrained real-life setting which was an algo-
rithmic summer camp. They achieved approximately 98%
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classification accuracy in the task of differentiating high stress,
medium stress and free day (relaxed sessions in the middle day
of the event).

Recently, there are a few studies in unconstrained real-life.
Gjoreski et al. [10] created a stress recognition system for
the laboratory environment with an activity recognition model.
The physiological signals were recorded during the experi-
ment. First, they asked subjects to stay relaxed. Then they gave
a mental arithmetic task to the subjects. The calibration of the
subjective assessment is made with the scores gathered from
the mental arithmetic task phase. They trained their model with
these data. The model makes a decision every 20 minutes.
Electrodermal activity (EDA), blood volume pressure (BVP),
heart rate (HR), temperature, and inter-beat interval (IBI)
data were obtained. The best performing model achieved a
70% recall and 95% precision. Gimpel et al. [11] proposed a
stress recognition method by collecting smartphone data. The
researchers declared that the most significant distinction from
the previous studies is that their method is not based on the
user declaration or supplementary wearables.

The performance of unconstrained real-life studies where
the models are self-report based is lower than those in con-
trolled environments. The reasons for this can be counted as
the subjectivity of self-reports, signal distortions caused by
unlimited movements and unknown context of the users [3].
In order to increase the classification performance of the
proposed systems, researchers added contextual information to
physiological signals. The activity type is the most commonly
used information. Gjoreski et al. [12] proposed a method for
continuous detection of stressful events using data provided
from a commercial wrist device in both laboratory and real-
life. They used the Empatica [13] wrist device. In the labora-
tory setting, a mental arithmetic task is given to the participant
in order to induce stress. Features from BVP, HRV, ST (Skin
Temperature), EDA and inter-beat (RR) intervals signals were
computed. They achieved 83% classification accuracy on the
two class problem. They achieved 72% classification accuracy
with the 3-class problem. An activity recognition model that
discriminates sitting, walking, running and cycling was used
for everyday life settings. The activity recognition model is
used to differentiate high physical activity from a mental stress
elevated case. They achieved 92% classification accuracy with
the model that includes the activity recognition. The training
data gathered from 5 participants for 11 days.

Kostopoulos et al. [14], used a smart-phone based data
collection application to assess stress levels. They also col-
lected context information and surveys from the smart-phone.
Mishra et al. [15] developed an automatic stress detection
application by using heart activity signals obtained from a
Moto360 smartwatch. They collected data from 23 subjects in
the duration of 3 days. To improve their performance, they
added activity type to physiological features. They further
investigated the time of the day and day of the week and
stress level relationship and they could not find any meaningful
correlation. However, they demonstrated that contextual infor-
mation is crucial, especially in unconstrained real-life studies.

We developed a stress level detection scheme using phys-
iological signals. We first filtered the physiological signals

to clean artifacts caused by environmental factors and the
movement of individuals by developing modality-specific
algorithms. We then extracted features from these signals and
applied different machine learning algorithms to classify stress
levels. To test our system, we collected physiological data
of 16 international PhD students during the eight days of
training. 1440 hours of physiological signals from Empatica
E4 smart bands and 2780 questions from the self-reported
questionnaires (three Nasa-TLX questionnaires and one daily
questionnaire each day from the participants) are collected.
To the best of our knowledge, this work is the first automatic
stress detection application which takes advantage of differ-
ent kinds of contextual information along with physiological
signals in the real-life environment using commercial smart
bands. The major research contributions of this study are the
following:

• Measuring the daily and session-based perceived stress
levels by using only physiological signals and combining
the contextual information (weather, physical activity
level and activity type) with them

• Developing a prescreening tool for long-term perceived
stress levels

The structure of the remaining of the paper is as follows.
In Section 2, the related work in daily life stress detection
is presented. Our method for stress level detection and man-
agement and the data collection procedure are described in
Section 3. Experimental results and discussion are presented
in Section 4. We present the conclusion and future works in
Section 5.

II. PROPOSED SYSTEM

A. Unobtrusive Stress Detection System
With Smart Bands

The stress detection mechanism implemented in this work
offers the flexibility of informing the users about their stress
levels in their everyday activities with no extra interruptions or
constraints created by the system. The only obligation is the
use of a wearable smart wristband. These instruments were
worn on the participants’ non-dominant hand. The smart band
provides BVP, ST, EDA and 3D acceleration data. The artifacts
are identified and processed. The features are obtained from
the sensory signals and fed to the stress predictor machine
learning algorithms. Pre-trained machine learning models are
needed to use this system. Model training was performed by
running the machine learning algorithms on the feature vectors
with generated class labels. Figure 1 depicts the block diagram
of the proposed scheme.

1) EDA Preprocessing Artifact Detection and Removal
Methods: The SC (Skin Conductance) signal is highly sus-
ceptible to be contaminated by intense physical activity and
changes in temperature. Consequently, impacted segments
must be filtered out from the original signal. We used an EDA
toolkit [16] to identify the artifacts in the SC signal, this toolkit
is 95 percent accurate in the artifact detection. Technicians
have labeled the artifacts manually while developing this
tool and by using these labels, a machine learning model
has been trained. Furthermore, as well as SC signals, 3D
acceleration, and ST signals are also used to detect artifacts.
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Fig. 1. Block diagram of the stress level detection system with Empatica
E4 wristband.

Segments identified by this toolkit as artifacts were removed
from the signals. To further enhance the capabilities of the
artifact detection toolkit, we added the batch processing and
segmentation features to this tool using a custom software
built-in Python 2.7.

2) EDA Feature Extraction Methods: Features are obtained
from the EDA signals which have undergone the artifact
removal phase. Features are extracted from both components
of the EDA signal which are phasic and tonic. To decompose
the signal into these components, the cvxEDA tool [17] is
employed. This tool utilizes convex optimization to predict
the activity of the Autonomous Nervous System (ANS) using
Bayesian statistics. The extracted EDA features are the Mean
Tonic (Mean of the tonic component), SD Tonic (Standard
deviation of the tonic component), Perc20 (20th percentile
of the phasic component), Perc80 Tonic (80th percentile of

the tonic component), Quartdev Tonic (Quartile deviation
75 percentile - 25 percentile of the tonic component), Strong
Peaks (The number of strong peaks per 100 seconds) and
Peaks Phasic (The number of peaks per 100 seconds).

a) Tonic component features: In the EDA signal, the tonic
component reflects the long-term slow variations. This com-
ponent is also referred to as the skin conductance level
(SCL). It could be considered as the indicator of general
psychophysiological activation [18].

b) Phasic component features: The phasic component in
the SC signal reflects quicker variations (related to events).
In response to a stimulus, skin Conductance Response (SCR)
is the peaks of the phasic SC component [18]. The peak-related
characteristics are obtained from the decomposed phasic com-
ponent from the EDA signals.

3) Heart Activity Preprocessing Artifact Detection and
Removal Methods: Improperly worn wristbands and cease-
less movements of the subjects also contaminate the heart
activity signals obtained from smart wristbands. We cre-
ated an artifact handling tool in MATLAB with the batch
processing capacity to solve this intricacy. MATLAB built-in
tools and Marcus Vollmer’s HRV toolbox [19] are used for
processing the heart activity signal. First, with 50 percent
overlapping, the data is split into 2 minutes long segments.
After the segmentation stage, the artifact detection percentage
rule (also used in Kubios [20]) is utilized. In this rule, each
data point is compared with the local average around it.
The data point is marked as an artifact if the difference
is higher than a predetermined threshold percentage. The
common threshold value widely used in the literature is
defined as 20% difference [5]. In our physiological signal
analysis toolkit, we removed the inter-beat intervals marked as
artifacts.

a) Time domain features: HRV’s time-domain features from
the RR interval time series are calculated. The most distinc-
tive features are selected from the literature [10], [20], [21]
and [22] which are the Mean RR (Mean value of the RR inter-
vals), STD RR (standard deviation of the inter-beat interval),
RMSSD (Root mean square of successive difference of the RR
intervals), pNN50 (Percentage of the number of successive RR
intervals varying more than 50ms from the previous interval),
HRV triangular index (Total number of RR intervals divided
by the height of the histogram of all RR intervals measured on
a scale with bins of 1/128 s), TINN (Triangular interpolation of
RR interval histogram) and SDSD (Related standard deviation
of successive RR interval differences).

b) Frequency domain features: Since some of the heart
peaks are missing due to the artifacts, we first interpolated
the RR intervals to 4Hz before extracting the frequency
domain features. Then the Fast Fourier Transform (FFT) was
used. As a second option, we applied the Lomb-Scargle peri-
odogram, which is implemented to convert for non-equidistant
sampled signals to the frequency domain. We extracted fea-
tures by using both methods. Extracted frequency domain
HRV features are LF (Power in the low-frequency band
0.04-0.15 Hz), HF (Power in the high-frequency band
0.15-0.4 Hz), LF/HF (Ratio of LF-to-HF), pLF (Preva-
lent low-frequency oscillation of heart rate), pHF (Prevalent
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high-frequency oscillation of heart rate), VLF (Power in the
very low-frequency band 0.00-0.04 Hz).

c) Wavelet domain features: We also extracted wavelet-
based features. Among these features, four of them are Autore-
gressive model (AR) coefficients of order four [23]. Sixteen
features are Shannon entropy (SE) values for the maximal
overlap discrete wavelet packet transform (MODPWT) at
level 4 [24]. Two features are from Multifractal wavelet leader
estimates of the second cumulant of the scaling exponents
and the range of Holder exponents, or singularity spec-
trum [25]. Lastly, multiscale wavelet variance estimates are
extracted [26]. An unbiased estimate of the wavelet variance
is employed. It needs that only levels with at least one wavelet
coefficient unaffected by border conditions are employed in
the variance estimations. For each window, four features are
extracted with the Daubechies wavelet. In total, we have
26 wavelet-based features: 4 AR features, 16 Shannon entropy
values, two fractal estimates, and four wavelet variance
estimates.

4) Accelerometer Feature Extraction Methods: The sensor
data of the accelerometer is used for two distinct reasons.
First, we obtained the features shown in Figure 1 from this
sensor. This sensor was also used, as stated above, to cleanse
the EDA signal. Extracted accelerometer features are Mean X
(Mean acceleration over x axis), Mean Y (Mean acceleration
over y axis), Mean Z (Mean acceleration over z axis), Mean
ACC MAG (Mean acceleration over acceleration magnitude
axis) and Energy (FFT energy over mean acceleration mag-
nitude). We further obtained step count and stillness features
from the accelerometer data. Stillness, which is a value from
0 to 1 indicates the ratio of activeness throughout a session.

5) Skin Temperature: The skin temperature data is employed
for artifact detection in the EDA signal. After our data has
been split into segments, various modalities should be merged
into one feature vector. Particularly, the heart activity signal
which begins with a delay to calculate heartbeat per minute
in the beginning. All signals must be synchronized. For each
segment, we included start and end timestamps and each
modality is merged using a custom python script.

6) Machine Learning Classifier Algorithms: To discriminate
stress from the cognitive load, the Weka machine learning
toolkit [27] is employed. There are several pre-processing
features in the Weka toolkit which can be applied to the
data before beginning the classification process. Based on the
number of instances in each class, our dataset is not balanced.
By removing samples from the majority class, we resolved this
problem. Hence, the biasing of the classifiers towards the class
with more instances was prevented. In this research, we used
five distinct classification algorithms to detect distinct levels
of stress: MultiLayer Perceptron (MLP), Random Forest (RF)
(with 100 trees), K- nearest neighbors (kNN) (n=1-4), Linear
discriminant analysis (LDA), Principal Component Analy-
sis (PCA) and support vector machine (SVM) with a radial
basis function. 10-fold stratified cross-validation was used. The
machine learning algorithms’ hyperparameters are fine-tuned
with grid search. Finally, the best performing models are listed.

7) Dimensionality Reduction: We have 41 (26 from wavelet-
based, 15 from time and frequency domains) features extracted

Fig. 2. The 15 best features selected for the HRV signal.

from the HRV signal. We implemented a correlation-based fea-
ture selection (CBFS) on the combined HRV features. CBFS
is accessible via the Weka machine learning package [27]. The
CBFS technique excludes the features that are less correlated
with that of the output class. We chose the fifteen most
significant features for combined HRV features (see Figure 2).
This approach is implemented for all classifiers. We further
performed PCA-based dimensionality reduction to generate
models based on LDA and SVM, where the covered variance
is chosen as 0.95. Since we have seven features from the EDA
signal, feature selection and dimensionality reduction methods
are not implemented for EDA features.

B. Description of the Data Collection Procedure
Analysis of the data obtained during the eight-day

AffecTech training event in Istanbul-Turkey was carried out to
assess our proposed stress level monitoring system in real-life
environments. AffecTech is a Marie Skłodowska-Curie
Innovative Training Network program funded by Horizon
2020 framework funded by the European Commission. The
AffecTech initiative is an international cooperative study
network aimed at developing and improving private and
person-specific and eventually low-cost yet efficient wearable
health systems to assist people suffering from affective disor-
ders such as depression, anxiety, and bipolar disorders. We col-
lected 16 participants’ physiological data in this research. One
participant had to leave the session because of a fault on one
of the Empatica E4 devices. However, fifteen subjects success-
fully finished all stages of the data collection session. All of the
participants were PhD students with distinct areas of research
and expertise within the associated disciplines. Participants
come from various countries with different nationalities (two
from Iran, two from Spain, two from Italy, one from Argentina,
one from Pakistan, one from Switzerland, one from Belarus,
one from France, one from England, one from Barbados, one
from Turkey and one from Bulgaria). We emphasize partici-
pants’ distinct nationalities because different cultures can have
different stress responses and to the best of our knowledge,
our research is the first to evaluate this sort of diversified
data with wearable devices. This event was held for eight
consecutive days. Before the research, the 14 item version
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Fig. 3. Time-line depicting eight days of the training event. Presentations, relaxations and lectures are highlighted.

Fig. 4. Sample data collected from three different users in the presen-
tation event. The turquoise signal in the top is EDA, the purple one in
the middle is acceleration, the orange one is average HR and the bottom
signal is ST. The second signal from the top (shown in red) is the raw
blood volume pressure data.

of the Perceived Stress Scale (PSS) [28] was obtained from
each participant. This questionnaire is adopted as the baseline.
Session-based self-reports comprised of six questions from the
Nasa Task Load Index (NASA-TLX) [29], daily perceived
stress questionnaire (a mixture of questions from [30], [31]
and [32]), and the physiological signal data from Empatica E4
(see Figure 4), all were collected during the event. The gender
split is six females and nine males. The participants’ average
age is 28. A total of 2780 self-report responses were collected
(from three session-based and one daily questionnaire per day).
The training week focused on clearly specified training tasks
and pursuits. An innovative set of design and implementation
workshops and training programs were planned and imple-
mented in multiple week-long series of informative workshops
and presentations to ensure that the fellows have developed
the required target skills, knowledge, and values. Participants
obtained practical experience in installing and using wearables
and, subsequently, analyzing their sensor data. Participants
had to present their prior works to two evaluators from the

European Union at the end of the training week, where they
received feedback on their progress.

To study the impacts of the emotion regulation on stress,
sessions of yoga, guided mindfulness and mobile-based mind-
fulness were conducted. The event’s timeline is shown in
Figure 3.

C. Ethics
The procedure used in this research is endorsed with the

approval number 2018/16 by Boğaziçi University’s Institu-
tional Review Board for Research with Human Subjects. Each
participant received a consent form prior to the data acqui-
sition explaining the experimental procedure and its benefits
and implications for both the society and the subject. The
procedure was also vocally described. All data are also stored
anonymously.

D. Data Description
The psychophysiological signal data was obtained using the

Empatica E4 smart band while subjects were awake throughout
the eight days of the AffecTech training. The data included
IBI, EDA, ACC (Accelerometer), and ST. 27.39% of the data
is collected from free times (free day and after training until
subjects slept 17:00-22:00), 43.83% of the data comes from
lectures in training, 11.41% is the presentation session and
relax sessions consist of 17.35% of the data. The data is
randomly undersampled (most commonly used technique [33])
in order to overcome the class imbalance problem.

E. Measuring Perceived Stress Levels Using
Different Types of Self-Reports

The perceived stress of individuals was measured through-
out the event with two types of self-reports.

1) Session-Based Self-Report for Perceived Stress Measure-
ment: The first collected self-report is the Frustration item of
the raw NASA-TLX [34]. We asked the following question to
the participants for each session:

How irritated, stressed, and annoyed versus content,
relaxed, and complacent did you feel during the
task?

We measured the session based perceived stress levels by
using the first question. In order to validate that the partic-
ipants experienced different perceived stress levels in differ-
ent contexts (lecture, relaxation, presentation), we used the
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TABLE I
T-TEST RESULTS FOR SESSION TUPLE COMPARISON OF

PERCEIVED STRESS LEVELS USING SELF-REPORTS

Frustration item (see Section 4.5) from the NASA-TLX [34].
The distribution of answers is demonstrated in Figure 6.
We aim to demonstrate that the induced perceived stress levels
(obtained from self-report answers) differ in relaxation, lecture
and presentation sessions (high stress). Thus, we used the
t-test (in R programming language) to the perceived stress
self-report responses of relaxation types (mobile mindfulness,
yoga and traditional mindfulness) versus presentation pairs.
The paired t-test is applied to assess the separability of
relaxation (low/no stress context) and presentation (high stress
context). The degree of freedom is 15. We used the variance
test for each session tuple, and equal variance could not be
identified in any of the tuples. So, the variance is selected
as unequal. 99.5% confidence intervals were employed. The
t-test results (P-values and test statistics) are presented in
Table I. For all tuples, the null hypothesis stating that the
perceived stress of the relaxation method is not less than the
presentation session is rejected. We can infer that the perceived
stress levels of participants are reduced during relaxation
sessions and increased during presentation sessions. Different
stress levels are induced in each session of the training
event.

2) Daily Self-Report Questionnaire for Perceived Stress
Measurement: The daily self-report questionnaire was com-
prised of six questions. Two questions were measuring
rumination [32], the other two questions were measuring
worry [30] and the last two questions were measuring reap-
praisal [31]. We selected rumination, worry and reappraisal
questions from mentioned prominent questionnaires (Brief
State Rumination Inventory [32], State-Reappraisal Inven-
tory [31] and Penn State Worry Questionnaire [30]) because
they are the main components for causing stress and they
are linked to depression and anxiety [35]. We measured the
daily perceived stress levels of the participants by using the
collected daily questionnaire which is demonstrated below.
The response measure was the Likert scale with answers
from 1 to 6.
Worry Question 1 My worries are overwhelming me
Worry Question 2 I know I should not worry about things,
but I just cannot help it
Rumination Question 1 Right now, it is hard for me to shut
off negative thoughts
Rumination Question 2 Right now, I am thinking: “why can’t
I handle things better?”
Reappraisal Question 1 I’m trying to think that things could
be much worse
Reappraisal Question 2 I’m trying to think of positive aspects
of the events

Fig. 5. The data collection device is shown. The electrodes in the bottom
right image are for EDA sensors. PPG and ST sensors are presented in
the bottom middle image.

Fig. 6. The distribution of self reports for different session types.

III. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we examined the effect of context in mea-
suring session-based (3 hours) perceived stress levels and in
predicting daily stress levels separately. We further developed
and tested a long-term perceived stress level pre-screening tool
by evaluating physiological signals.

A. Measuring the Session-Based Perceived
Stress Levels

To enhance the performance of our system, we made use of
the contextual information. Weather information and known
context (activity type i.e., lecture, presentation, relaxation
activities) are added to the physiological features to improve
the performance of the session-based perceived stress level
detection system. The performance is evaluated without con-
text, in the light of weather related context and with activity
type information.

1) Measuring Perceived Stress Levels Without Context:
We collected the session-based self-reports during the event
in every session. We further asked the participants to fill
these self-reports in the evening in their free time while
wearing Empatica E4 wristbands (see Figure 5). 2-class and
3-class session-based perceived stress scores are presented
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TABLE II
PREDICTING THE 3-CLASS PERCEIVED STRESS LEVEL (PSL) FROM

THE HRV (TIME AND FREQUENCY DOMAIN FEATURES) AND THE EDA
DATA COLLECTED FROM THE EVENT. THE PSL IS CALCULATED

FROM THE FRUSTRATION SCALE. WEATHER-RELATED

FEATURES FOR THESE SESSIONS ARE ADDED

TABLE III
PREDICTING THE 2- CLASS PERCEIVED STRESS LEVEL (PSL) FROM

THE HRV (TIME AND FREQUENCY DOMAIN FEATURES) AND EDA DATA

COLLECTED FROM THE EVENT. THE PSL IS CALCULATED FROM THE

FRUSTRATION SCALE. WEATHER-RELATED FEATURES FOR

THESE SESSIONS ARE ADDED

in Tables III and II. The results obtained by adding wavelet
based features to time and frequency domains are presented
at Tables VI and VII. By using EDA and HRV signals, our
system achieved a maximum 69.62% classification accuracy
on 2-class and 53.15% 3-class classification. Another impor-
tant finding is that the HRV signal achieves higher detection
accuracies with all algorithms. Especially when we added
wavelet based features to time and frequency domain features
and applied a feature selection, maximum accuracy increases
to 73.40% for 2-class and 65.53% for 3-class classification.
Since we collected self-reports during the training event
(10:00-17:00) and free time in the evening (17:00-22:00), our
system suffered from the problems with perceived stress mea-
surement in unconstrained real-life mentioned in [9]. The neg-
ative effect of stress on memory and subjectivity of self-reports
are among the most prominent problems with self-reports and
they contributed to the decrease in the performance of our
system.

2) Session-Based Perceived Stress Measurement With
Weather-Related Context: The association of the effects of
the changes in weather conditions with stress and mood has
been demonstrated in the literature [36], [37]. We further
investigated the effect of weather-related context into our
perceived stress detection system. Air Temperature at 2 meters
high above the surface (degrees Celsius), atmospheric pres-
sures at the weather station and sea level (millimeters of
mercury), changes in atmospheric pressure over the last three

TABLE IV
PREDICTING THE 3- CLASS PERCEIVED STRESS LEVEL (PSL) FROM

THE HRV (TIME AND FREQUENCY DOMAIN FEATURES) AND EDA
DATA COLLECTED FROM THE EVENT. THE PSL IS CALCULATED

FROM THE FRUSTRATION SCALE. KNOWN CONTEXT

IS ADDED TO THE FEATURES

hours, relative humidity at the height of 2 meters above the
earth’s surface, wind speed, total cloud cover and amount of
precipitation data was extracted for each session and added to
the physiological data. Weather information is gathered from
the Windguru wind and weather forecasting website [38]. The
weather-related context information increases performance of
our system drastically as it can be seen in Tables II and III
(accuracies also increase in the wavelet added results see
Tables VI and VII). Air pressure, humidity, precipitation and
cloud ratio are selected among the top features when used
with EDA and HRV signals. These results demonstrated that
weather has an impact on the perceived stress of individuals
and provides additional information for a stress detection
system.

3) Finding Perceived Stress Levels by Adding the Known
Context: The known context of individuals can be also used for
improving stress detection systems as mentioned in Section 2.
The EU training event has a lecture, presentation, relaxation
and free (17:00-22:00) sessions. Since the context is unknown
in free sessions, we did not use these sessions for this section.
We enumerated the known context for these sessions as Relax-
ation:0, Lecture:1 and Presentation:2. We added these enumer-
ated known context information to the physiological features to
detect session-based perceived stress levels. As it can be seen
in Tables IV and V, adding the known context information
increases the system performance 20-25% (accuracies also
increase in the wavelet added results see Tables VI and VII).
These results demonstrate that the known context information
is crucial for daily stress detection systems. We presented the
best results in different forms after combining all features
(HRV, known context, weather) and selecting the best feature
set by using grid search in Tables VIII, IX, X and XI.
In these tables, we presented the best results of our system
with different metrics than accuracy such as Kappa statistics,
f-measure, ROC Area and confusion matrices for 2-class and
3-class classifications.

B. Daily Stress Level Detection
In this section, we first detected the perceived daily stress

level by using the questionnaire in Section II.D.2 as a
self-report. In the second part, we differentiated the daily
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TABLE V
PREDICTING THE 2- CLASS PERCEIVED STRESS LEVEL (PSL) FROM

THE HRV (TIME AND FREQUENCY DOMAIN FEATURES) AND EDA
DATA COLLECTED FROM THE EVENT. THE PSL IS CALCULATED

FROM THE FRUSTRATION SCALE. KNOWN CONTEXT DATA

FOR THESE SESSIONS ARE ADDED TO

THE FEATURE VECTOR

TABLE VI
PREDICTING THE 3- CLASS PERCEIVED STRESS LEVEL (PSL) FROM

THE HRV DATA COLLECTED FROM THE EVENT. WAVELET BASED

FEATURES ARE ALSO ADDED. THE PSL IS CALCULATED

FROM THE FRUSTRATION SCALE. WEATHER-RELATED

FEATURES AND KNOWN CONTEXT ARE ADDED

TO THE FEATURE SET

TABLE VII
PREDICTING THE 2- CLASS PERCEIVED STRESS LEVEL (PSL) FROM

THE HRV DATA COLLECTED FROM THE EVENT. WAVELET BASED

FEATURES ARE ALSO ADDED. THE PSL IS CALCULATED

FROM THE FRUSTRATION SCALE. WEATHER-RELATED

FEATURES AND KNOWN CONTEXT ARE ADDED

TO THE FEATURE SET

physiological signals with and without physical context infor-
mation (step count and stillness). We chose three different
days in the training event which have similar physical activity
intensity for differentiation. The effect of physical activity
related context is investigated.

1) Daily Perceived Stress Level Prediction by Evaluating
Rumination, Reappraisal and Worry Elements: We collected
self-reports every day to measure stress by evaluating

TABLE VIII
PREDICTING THE 2- CLASS PERCEIVED STRESS LEVEL (PSL) FROM

THE BEST PERFORMED FEATURE SET. THE PSL IS CALCULATED

FROM THE FRUSTRATION SCALE

TABLE IX
PREDICTING THE 3- CLASS PERCEIVED STRESS LEVEL (PSL) FROM

THE BEST PERFORMED FEATURE SET. THE PSL IS CALCULATED

FROM THE FRUSTRATION SCALE

TABLE X
CONFUSION MATRIX OF 3-CLASS PSL OF SVM CLASSIFIER

TABLE XI
CONFUSION MATRIX OF 2-CLASS PSL OF MLP CLASSIFIER

rumination, worry and reappraisal elements (see the question-
naire in Section II.D.2). These elements are selected because
they contribute to the high-stress levels most. Physiological
signals are collected from the participants and daily perceived
stress levels (DPSL) of individuals collected from self-reports
are used as ground truth labels to these signals. The 2-class
DPSL classification accuracies are presented in Table XII.
We achieved a maximum of 68.85% classification accuracy
which is similar to the reported performances in the literature.

2) Daily Physiological Stress Level Detection With Physical
Activity Related Contextual Information: Physical activity is
known to reduce stress levels [39]. We selected three days
of the training: one from the beginning (Day 2), one from the
middle (D4) and one from the end (D8) and try to differentiate
daily perceived stress levels by using the HRV features. We do
not expect considerable changes in terms of physical activity
stemming from the schedule. We further investigated the effect
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TABLE XII
PREDICTING THE DAILY PERCEIVED STRESS LEVEL (DPSL) FROM

THE PHYSIOLOGICAL DATA COLLECTED FROM THE EVENT.
DPSL IS CALCULATED FROM THE QUESTIONNAIRE

WHICH IS COLLECTED DAILY AND COMPOSES

OF RUMINATION, WORRY AND

REAPPRAISAL QUESTIONS

TABLE XIII
DAILY STRESS LEVEL DIFFERENTIATION ACCURACIES BY USING THE

ONLY HRV (TIME AND FREQUENCY DOMAIN FEATURES) AND WITH

THE ADDITION OF PHYSICAL ACTIVITY RELATED CONTEXT

DATA (STILLNESS AND STEP COUNT)

of physical activity related contextual features to the perfor-
mance of the daily perceived stress detection system. For this
purpose, we extracted stillness and step count features from the
accelerometer signal by using the EDAExplorer [16]. Stillness
measures the daily physical activity of an individual. The range
of stillness is between 0 and 1. Step count is also calculated
from the accelerometer signal. When these contextual features
are added to the signal, our DPSL detection accuracies are
increased considerably (see Table XIII). These results show
that physical activity related to the contextual features are also
important for the daily perceived stress detection schemes.

C. Pre-Screening Long-Term Perceived Stress Levels
by Evaluating Physiological Signals

Participants were asked to complete the PSS questionnaires
as baseline surveys. PSS is used to measure the monthly
stress levels of individuals. We divided the scores of the
questionnaires into high and low-stress classes. If the scale
is above 10 over 25, it is labeled as high stress and otherwise,
it is labeled as low stress. We selected 10 as the threshold
because it is the average score of all participants. When
the physiological features collected for all sessions are used,
we are able to predict the general stress level of a person
successfully. The HRV signal achieves approximately 80%
accuracy, whereas the EDA signal has a maximum of 73.59%

TABLE XIV
PREDICTING THE LONG TERM STRESS LEVEL (LSTL) FROM THE

PHYSIOLOGICAL DATA COLLECTED FROM THE EVENT. LSTL IS
CALCULATED FROM THE PSS QUESTIONNAIRE REGARDING

THE LAST MONTH BEFORE THE EVENT

accuracy of finding the general stress level of a person in
the last month (see Table XIV). These results are promising
because they demonstrated that physiological signals could be
used for pre-screening long-term perceived stress levels and
our system can advise users to see a psychologist or adopt
stress-relieving actions if it detects a high level of long-term
stress by examining their physiological signals.

IV. CONCLUSION

In this study, we developed an automatic stress detection
system which makes use of smart bands. This system is non-
obtrusive, comfortable and suitable for daily life usage. To test
our system, we collected eight days of data of 16 subjects in
the EU project training, where they faced a real-life stressor.
The participants are coming from different countries and they
have diversified cultures. The diversity is prominent because
stress reactions of different cultures could be different and
measuring the stress levels of those groups is more difficult
than homogeneous culture groups [40]. To the best of our
knowledge, this study is the first one that collects a long
time physiological data from a multicultural group and detects
their stress levels by adding different kinds of contextual
information to the physiological signals. 1440 hours of data
(12 hours in a day) and 2780 (from 3 session-based and
one daily questionnaire each day) self-report questions were
collected during this eight-day event from each participant for
measuring the perceived stress. We collected data both in the
event sessions and after the event in participants’ free times
for 12 hours a day which shows that our study monitors the
daily life stress. EDA and HRV signals are collected to detect
physiological stress. The classification performance for both
2 and 3-class session-based, daily and long-term perceived
stress levels was presented. Our long-term perceived stress
detection system predicts the PSS long term stress levels with
approximately 80% accuracy. This result is important because
it could be used as a pre-screening tool for psychologists.
It could advise people to see a psychologist if high-level long
term perceived stress level is detected. The results showed that
the selection of a stress scale has an important effect on the
performance of the system. Our results show that weather-
related, physical activity-related and activity type information
improved the system performance. When the weather infor-
mation in addition to the physiological signals is used, our
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model achieved 81% maximum classification accuracy with
HRV signal and 72% with EDA signal in 2-class perceived
stress level classification. Adding the known context (activity
type) information also increased the performance. The 2-class
classification accuracy is 79.66% with HRV signal and approx-
imately 76% with EDA signal in 2-class perceived stress level
classification. In order to increase the daily physiological stress
level detection performance, we further used physical activity
based contextual information: stillness and step count, namely.
These context data increased our 3-day daily perceived stress
level classification performance in terms of validation accuracy
to 72% with stillness and 76% with step count information.
These results might indicate the correlation between the activ-
ity level and the daily stress. As future work, we plan to
apply a long-short term memory (LSTM) classifier [41] to the
physiological data to increase the performance of our system.
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