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Abstract

Background: The Grand-AID research project, consisting of GRANDEL-The Beauty-

ness Company, the dermatology department of Augsburg University Hospital and the

Chair of IT Infrastructure for TranslationalMedical Research at AugsburgUniversity, is

currently researching the development of a digital skin consultation tool that uses arti-

ficial intelligence (AI) to analyze the user’s skin and ultimately perform a personalized

skin analysis and a customized skin care routine. Training the AI requires annotation of

various skin features on facial images. The central question is whether videos are bet-

ter suited than static images for assessing dynamic parameters such as wrinkles and

elasticity. For this purpose, a pilot study was carried out in which the annotations on

images and videos were compared.

Materials and Methods: Standardized image sequences as well as a video with facial

expressions were taken from 25 healthy volunteers. Four raters with dermatologi-

cal expertise annotated eight features (wrinkles, redness, shine, pores, pigmentation

spots, dark circles, skin sagging, and blemished skin) with a semi-quantitative and a lin-

ear scale in a cross-over design to evaluate differences between the image modalities

and between the raters.

Results: In the videos, most parameters tended to be assessed with higher scores than

in the images, and in some cases significantly. Furthermore, there were significant

differences between the raters.

Conclusion: The present study shows significant differences between the two evalu-

ation methods using image or video analysis. In addition, the evaluation of the skin

analysis depends on subjective criteria. Therefore, when training the AI, we rec-

ommend regular training of the annotating individuals and cross-validation of the

annotation.
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1 INTRODUCTION

The appearance of the human face changes throughout life. Skin physi-

ology and exposome (UV exposure, nicotine, and alcohol consumption,

stress, etc.) play an important role in this process. These two factors

influence facial structure, skin coloration, and skin sagging, which leads

to wrinkles, pigmentation, and slack skin. Depending on the extent

of the two factors, external appearance does not always correlate

with biological age.1–3 Artificial intelligence (AI) has made enormous

progress in recent years and has also become indispensable in the

pharmaceutical industry. The use of AI in pharmaceutical research and

development offers numerous benefits, such as speeding up the devel-

opment process of new drugs and improving the accuracy of disease

diagnosis, especially in the diagnosis of skin cancer.4

So far, there are few publications that use AI to assess skin charac-

teristics (e.g., skin type) as well as extrinsic skin ageing.5,6

The interest in dermatological cosmetics, measures, and interven-

tions for skin rejuvenation is increasingly growing. The development

of digital tools for skin analysis detection is helpful in this regard. In

this process, the human face becomes the subject of correction, care,

or beautification procedures. It is also possible to obtain a personalized

skin analysis and a customized skin care routine through this.

The aim of the Grand-AID research project is to develop an image-

driven tool that analyzes skin characteristics and provides individual

skin care recommendations. Artificial intelligence (AI) will be used to

automate the analysis. For this purpose, static facial photographs are

usually taken for annotation and training of the algorithm aswell as for

evaluation of the skin characteristics. Dynamic changes such as mimic

wrinkles, elasticity, and slackening of the skin can only be judged to a

limited extent on static images, especially since self-photographs are

often beautified.

For the development of the algorithm, the question arose whether

sequential individual recordings with different facial expressions or

short video sequences are more suitable for training the AI, in partic-

ular whether there are differences in the evaluation of the properties

depending on the recording mode. Videos are significantly more com-

plex than images, especially in terms of capturing, annotation, and

training the algorithm. Since the annotation of the images has a major

impact on the validity and reliability of the AI results, we also examined

whether there are inter-individual differences in the annotation of the

images.

Furthermore, the practicability of two different scoring systems 0

to 3 and 1 to 10 was investigated. The grading can generally be done

on a semi-quantitative or a continuous scale.When the results are pre-

sented to customers, a scale that allows grading from 0 to 10 might be

more understandable than a semi-quantitative scale that only shows

mild, medium, or severe expression of parameters. Changes over time

could be more visible with a more detailed scale. On the other hand,

a detailed grading from 0 to 10 could pose a problem for annotation

and then also for training the algorithm if the extremes (0= absent and

10 =maximally present) are underrepresented in the data set. There-

fore, both scales were used for annotation to check which scale was

more appropriate andwhether there were differences.

2 MATERIALS AND METHODS

A preliminary study was conducted to test the parameters for the

image capture as well as the annotation process.

First, it was discussed and determined which features of the facial

skin should be assessed. Then, two different scores were applied to

evaluate their practicability for annotation: a semi-quantitative score

ranging from0= not present to 3=maximally pronounced and a linear

score on a scale of 10 cm from 0 to 10 in terms of a visual analog score.

Static images of the face of skin-healthy subjects were taken from the

front and side, first with neutral facial expression, then with different

facial expressions (Figure 1). In addition, a short video sequence was

recorded from the front with the same facial expressions.

Four raters with dermatological expertise (physicians in further

training to become specialists in dermatology) at Augsburg Univer-

sity Hospital were selected: LG, BN, GL (all female), and JT (male). The

training of the evaluators was carried out by using already annotated

example images based on standardized photographic scales [20] and

subsequently a direct learning success control. The annotated images

from the study will then serve as a base data set to train other graders,

whowill thenannotate theentire test andevaluationdata set of several

thousand images in a standardizedmanner.

Ethical issued were discussed between the partners. This is a non-

interventional pilot study on healthy subjects, not involving patients,

drugs, or devices. The image evaluationwas carried out retrospectively

on anonymized data sets. A data protection agreement was concluded,

and the subjects gave their written informed consent to participate in

the study. Thegeneral dataprotectionaspects of the final project,when

customers upload their recordings to aplatform forAI-based classifica-

tion, were discussed intensively between the cooperation partners and

sealed with a data exchange agreement. Customers explicitly agree to

the use of their images for assessment by artificial intelligence. Other

uses are excluded.

The evaluation was based on two different scores. The score 0 to

3 was divided as follows: “0” stood for the non-existence of the men-

tioned characteristic, with “1” a mild expression, with “2” a moderate

as well as with “3” a severe expression was present. The linear score ‘‘0

to 10″ is supposed to represent the gradual presence of thementioned

characteristic on a scale of from 0 to 10. “0” stands for non-existence,
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F IGURE 1 Images of a test personwith neutral facial expression
(A), grim facial expression (B), smiling (C), frowning (D).Wrinkles and
sagging skin can be better assessed and easier annotated in the facial
expressions than in the static image.

“10” for massive expression. A total of 25 subjects with healthy skin

were recruited (23 female and 2 male). The age range was 19 to 65

years with a mean value of 36 years and a standard deviation of 12

years. All test subjects were of Caucasian origin.

Pictures and videos of all subjects were evaluated for the study. The

resolutions of the pictureswere 72DPI and of the videos: 3840×2160

pixels. To capture the pictures and videos, an Iphone 12 was mounted

ona tripod and the subjects’ imageswere takenbya third person.A ring

light was used for even lighting and care was taken to ensure that the

subjects were at an even distance from the camera. The face and the

upper part of the body up to the chest can be seen in the image details.

Exact standardization of lighting and image capture was not achieved,

but this also reflects the situationwhen customers later take their own

images.

When taking the photos and videos, care was taken to ensure

that the eight features to be evaluated were clearly visible: Wrin-

kles, redness, shine, pores, pigmentation spots, dark circles, sagging

skin, blemished skin. When taking the photos, the subjects were pho-

tographed in both frontal and side views. For the frontal photos,

subjects were asked to show the following facial expressions/grimaces

to clearly depict the features being evaluated: neutral facial expression,

smiling, frowning, grim facial expression. When recording the videos,

the head was dynamically rotated to the left and right, resulting in a

180◦ view.

The evaluation of 25 subjects was carried out by each rater. For

each rating, the two available scores (‘‘score 0 to 3″ and linear score

0 to 10) were assessed in parallel. Image annotations were performed

in a cross-over study design: Two raters initially annotated half of

the subjects to be rated in video format, while the other two raters

annotated them in image format. The assignment was done randomly.

Subsequently, this assignment was changed for the second half of the

subjects to be scored, so that the evaluators now had to evaluate

images that had previously been scored in video format and vice versa.

In each case, both scores were applied, and all characteristics were

evaluated.

Statistically, mean values and frequency distributions were calcu-

lated. In addition, comparisons between video and image recordings as

well as comparisons between the raters LG,BN, JT, andGLwere carried

out. Methodologically, theWilcoxon test for paired differences in con-

nected samples or the Friedman rank test with significance at p < 0.05

was used for this purpose.

3 RESULTS

The evaluators with dermatological expertise stated that they could

not notice any difference in labeling of images or videos. Both rating

methods could be appliedwithout anyproblems. For pictures it seemed

sufficient to use only the frontal view, a side view, and the facial expres-

sions of laughing, frowning, and grimacing to score the criteria. The

raters also indicated that both scores, the semi-quantitative score of

0 to 3 and the linear rating of 10 cm, were easy to assign.

Statistical analysis showed that the two different ratings were very

similar:

In the semi-quantitative score from 0 to 3, wrinkles (p = 0.025) and

dark circles (0.010)were rated significantly higher in the videos than in

the images (Figure 2).

For skin sagging, the scores were significantly higher in the videos

than in the pictures (p = 0.007), too. There were no significant differ-

ences between the two imagingmethods for the other parameters.

Using the linear score of 10 cm, wrinkles (p = 0.023), pores

(p = 0.028), and dark circles (p = 0.00) had significantly higher scores

in the videos than in the images (Figure 3). There were no signif-

icant differences between the two imaging methods for the other

parameters.

Furthermore, a statistical evaluationwas performedwith respect to

the four raters (LG, GL, BN, JT):

Significant differences were found between the raters, especially

between rater JT and the other three raters (Figure 4). In the semi-

quantitative evaluation, a significant differencewas foundbetween the

raters only for the skin laxity parameter. JT rated skin sagging signifi-

cantly more pronounced than the other three raters (p= 0.028). There

was no significant difference in scores for the other characteristics.

When the linear score was applied to the parameters of wrin-

kles, dark circles, and skin sagging, there was a significant difference

between the raters (Figure 5), too. JT rated wrinkles (p= 0.022) signif-

icantly less pronounced and skin sagging (p= 0.018) significantly more
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F IGURE 2 In the semiquantitative score of 0 to 3, there is a significant difference betweenwrinkles and dark circles in the videos and the
images.

F IGURE 3 Using the linear score of 10 cm, wrinkles, pores, and dark circles showed significantly higher scores in the videos than in the images.

pronounced than the other three raters. For dark circles (p = 7.08)

JT chose significantly lower scores than LG and GL. There were no

significant differences for the other features.

4 DISCUSSION

The goal of the research project is to evaluate facial features in a

selfie image using AI. Before training the AI, we performed a prelimi-

nary study to determine if there are differences in the annotation with

respect to image and video analysis, if the features can be assessed

in static images or if mimics are more useful and finally if there are

interindividual differences in annotation. The use of AI-based tech-

nologies is a relatively new approach that is predominantly used in the

medical field.7–10 In cosmetic sciences, AI-based tools for automated

quantification of skin characteristics are a growing market. Supervised

training of the algorithms requires an annotation of the features. The

reliability and validity of the annotation, which is based on subjective

criteria, has so far not been examined in detail.

The automatic evaluation system used for this purpose does not

replace a diagnostic tool. Rather, it is intended to provide advice or

guidance to customers. In previous studies, the automated assessment
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F IGURE 4 In the semi-quantitative evaluation, a significant difference was found between the raters only for the parameter skin sagging.
Rater JT rated skin sagging significantly more pronounced than the other three raters. There was no significant difference in the ratings for the
other characteristics.

F IGURE 5 When applying the linear score for the parameters such as wrinkles, dark circles and skin sagging, there was a significant difference
between the raters. Rater JT rated wrinkles significantly less pronounced and skin sagging significantly more pronounced than the other three
raters. For dark circles, JT chose significantly lower scores compared to LG and GL.

format has been shown to be robust, feasible, and in close agreement

with the clinical assessment of experts and dermatologists who have

made assessments based on images.11

In addition to the use of classic imaging techniques (standardized

photographs, videos, optical microscopy images, etc.), a few papers

describe the use of smartphone images (no selfies).12,13

Static facial photographs are usually used for annotation and train-

ing of the algorithm aswell as for evaluation of the skin characteristics.

Dynamic changes such as mimic wrinkles, elasticity, and slackening

of the skin can only be judged to a limited extent on static images,

especially since self-photographs are often beautified.

Most apps use these static “beautiful” images from image collec-

tions for the training of the algorithm. However, characteristics such

as elasticity and wrinkles are much easier to detect and evaluate in

dynamic shots. Therefore, we compared video sequences with static

facial expression sequences to assess which technique is better suited

for depicting skin characteristics in a natural way. The results of our

study confirm this assumption, with wrinkles, dark circles, pore for-

mation, and skin sagging being assessed more distinctly using video

analysis than images.

Furthermore, eight facial features were assessed in the present

study, whereas other studies have examined many more features. For
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example, Flament et al. included 23 facial features including hair to rec-

ommend make-up treatments. Certainly, the appearance of the face is

a composite of different facial features. However, for the product rec-

ommendation, the eight facial features specified were sufficient. An

extension of the facial features is thus dependent on the question.

Cosmetic products are often marketed worldwide. In order to be

able to offer adequate skin care products to the individual population

groups, the specific characteristics of the aging process in the various

geographical regions must be known. Thus, an app or platform with

integrated AI-based assessment of skin characteristics should take

this diversity of skin types into account. A fundamental problem when

using AI is that the training data does not take into account the diver-

sity of the real data. This can result in misjudgment and discrimination

against individual groups. To avoid this, the training data set should be

as diverse as possible and a representative section of the real data. It

is important for future studies to also consider data on the exposome,

that is, on the factors known to influence the skin aging process.

The influence of the annotation on the quality of the AI has so

far been little examined and considered. In our study, there were

significant differences between rater JT and the other three raters.

Specifically, in the semiquantitative score, the feature skin laxity was

rated significantly more pronounced. Semiquantitative scores allow

few gradations in the annotation, so that subjective fluctuations must

be considered here. This will naturally affect the result of the AI. This

bias should be overcome by regular review of the annotators and

follow-up training.

A possible more objective system for skin type classification was

applied by Seo et al.14 In this study, noninvasive biotechnological

devices were used to obtain measurement results on skin parameters,

which were used to train the AI. In the study by Malihi et al.,15 neural

networks were used to classify wound types, and in the Gibstein et al.

study,16 neural networks were applied to assess surgical outcomes

after face lift surgery. In our study, the AI was trained using clinical

images and facial expressions, which may be subject to significantly

more subjective variation. Amore objective skin type classification sys-

temoffers the possibility of producing reproducible results to a greater

degree and could have been a useful addition to our study.

However, studies by Flament et al.17 and Zhang et al.18 confirmed

that it is possible to have facial features accurately assessed by an AI

using selfie images. Here, a strong correlation of the AI-based evalu-

ations with the evaluations of experts or dermatologists was shown.

To ensure reproducible results with consistently high quality, regular

training of the evaluators is of great relevance. Intensive training of the

raters was also a core component of the preparation and evaluation

phase in our study.

Furthermore, in the studies by Flament et al.19 and Zhang et al.,18

the evaluation of the AIwas even slightly superior to the evaluations of

theexperts in somecharacteristics. This againemphasizes the immense

opportunities of this technology,whichwill beubiquitous anduseful for

many issues in the future. Certainly, our preliminary study also offers

an important contribution to the further development of AI.

Whatsoever, the present study owns further limitations. On the one

hand, thework, whichwas declared as a preliminary study, had a rather

short elaboration phase, which meant that further questions could not

be addressed. For example, it would be interesting to find out whether

a significantly improved precision of the AI assessment can be ensured

by more deficit-oriented training. Another problem is the small sam-

ple size of this study, which is not representative of larger populations.

In addition, our population consisted of predominantly young subjects,

who often offered less pronounced facial features such aswrinkles and

pigment spots for training the AI. Another limitation in this context is

the rather homogeneous subject cohort. Studies byFlament et al.17 can

score here with much larger subject populations and heterogeneous

factors such as large age differences.

In general, another limitation of our study is the small number of

only four raters. Accordingly, the differences between raters in the

analyseswere large.Here, the study by Flament et al.17 can contrast 50

US dermatologists of various profiles and provide amuchmore precise

data set.

However, for all other features, there were no significant differ-

ences between raters in the semiquantitative score. It can also be

assumed that the feature skin sagging is a more complex feature to

evaluate, as the individual facial anatomy of the subjects can only be

approximated on a photo sequence or video sequence. The face is one

of the most complex regions of the body and is subject to a wide vari-

ety of influences, especially in the aging process, from which many

morphologic changes result.19

In the linear ratings, there were significant differences in several

characteristics such as wrinkles, dark circles, and skin sagging. JT

rated wrinkles significantly less pronounced and skin sagging signifi-

cantly more pronounced than the other three raters. For eye circles,

JT chose significantly lower scores compared to LG and GL. One

could assume that this could be a gender-specific factor and that

men rate differently than women, but there is currently no scientific

data on this. Alternatively, this may be due to insufficient training

of the raters. In a study by Flament et al.,19 the following solution

to this problem was found: “If a dermatologist grading differed from

the trained dermatologists’ reference value by ± 0.4 grading units,

they were requested to regrade the image three times, and then

another set of previously graded images was sent to them to check

their accuracy (. . . )”. Special retraining will be useful in the future to

obtain replicable annotations. There were no significant differences

in scores for the other features. The conclusion should be that indi-

viduals should be trained on standard images whenever they mount.

Another possibility of correction is that the scores of persons who

consistently annotate lower or higher values than the average are

computationally corrected and adjusted to the mean. In addition, the

linear score has a finer gradation, so that greater variability must be

expected.

This pilot study served to evaluate possible influencing factors on

the annotation of large image data sets by numerous people. We

learned from this that the image data should be as diverse as possible

and reflect the entire variety of the target group. A regular review of

the annotation procedure and, if necessary, retraining in the event of

significant deviations is of importance to guarantee reliable results of

the algorithm.
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5 CONCLUSION

In summary, the application of AI is a useful tool not only in the medi-

cal field but also in the pharmaceutical industry and cosmetic sciences.

Our study shows that there are significant differences whether anno-

tation of skin parameters is performed on moving or static images.

Regular training of the annotating individuals and cross-validation of

the annotation allows for accurate andmeaningful assessment.
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