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1. Introduction

We study the Gross—Pitaevskii equation (GPE), a nonlinear eigenvalue problem that describes the
quantum states of bosonic particles at ultracold temperatures, so-called Bose—Einstein condensates.
Given a convex Lipschitz domain £2 C R4 (d = 1,2,3), the GPE searches for [?-normalised eigenstates
{uj :je N} C Hé (£2) and corresponding eigenvalues A; € R such that

2,
— Auj+ Vuj+/<|uj| uj = Ajuj (1.1)

holds in the weak sense. Here, V € L°°(£2) denotes a non-negative trapping potential that confines the
particles to a particular region within the domain, and « is a positive constant. Note that all eigenvalues of
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(1.1) are real and positive and that the smallest eigenvalue is simple. Assuming a nondecreasing ordering
of the eigenvalues, this means that 0 < A; <A, <....

The nonlinear eigenvalue problem (1.1) is the Euler—Lagrange equation for critical points of the
Gross—Pitaevskii energy

1 1 K 5 1
EW) = E(VV’ V)2 + E(Vv, V)2 + Z(M v,V)2, VveEH)2), (1.2)

subject to the L?-normalization constraint. Of particular physical interest is the ground state of the Gross—
Pitaevskii energy, characterised by

ue arg min EW). (1.3)
veH) () : [Vl ;2=1

We emphasise that under the above assumptions on §2 and V, the global energy minimiser exists and
is unique up to sign. Furthermore, the ground state u (up to sign) coincides with the eigenstate u;
corresponding to the smallest eigenvalue A; of (1.1). The minimal energy E is related to the smallest
eigenvalue A, by A; = 2E + ’§||u||i4. Note that the above theoretical results on the Gross—Pitaevskii
problem can be found, e.g., in Cances et al. (2010).

There are a number of discretizations in the literature to approximate the ground state of the GPE.
Such discretizations are typically based on H(l) -conforming methods, such as standard continuous finite
elements Zhou (2004); Cances et al. (2010); Chen et al. (2011), spectral and pseudospectral methods
Cances et al. (2010); Bao & Cai (2013), multiscale methods Henning et al. (2014); Henning & Wirnegard
(2022); Henning & Persson (2023); Peterseim et al. (2024) and mesh-adaptive methods Danaila & Hecht
(2010); Heid et al. (2021). Very recently, also nonstandard conforming finite element discretizations
based on mass lumping with certain positivity preservation properties were proposed in Hauck et al.
(2024); Chen et al. (2024a). Note that standard conforming discretizations have in common that the
ground state energy is approximated from above, as the energy is minimised in a subspace. In this work
we instead use a mixed finite element discretization, which allows asymptotically exact lower bounds on
the ground state energy. In the linear setting such an approach has recently been introduced in Gallistl
(2023).

In addition to the guaranteed lower energy bound, we provide a rigorous a priori error analysis
of the proposed mixed finite element method for the GPE. We prove first-order convergence for the
primal and dual variables in the L?-norm and second-order convergence for the energy and eigenvalue
approximations. So far, error estimates of this form have only been shown for conforming approximations
of the primal variable. Although there is a large body of work on mixed discretization methods for
linear eigenvalue problems (see, e.g., the review article Boffi (2010)), mixed discretizations of nonlinear
eigenvector problems have not yet been addressed. In fact, the present error analysis differs substantially
from the established techniques used in the linear case and is inspired by existing work Zhou (2004);
Cances et al. (2010) for conforming methods.

2. Mixed finite element discretization

Consider a hierarchy of simplicial meshes {7,},. of the domain §2, which we assume to be geomet-
rically conforming (cf. (Ern & Guermond, 2004, Def. 1.55)) and shape-regular (cf. (Ern & Guermond,
2004, Def. 1.107)). We denote the elements of any mesh 7, in the hierarchy by K and define the mesh size
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h as the maximum diameter of elements in 7}, i.e., # := max KeTr diam K. For the mixed discretization of
the Gross—Pitaevskii problem, we use the finite element pair (X, U, ), where X, denotes the lowest-order
Raviart-Thomas finite element space with respect to 7, (see, e.g., (Ern & Guermond, 2004, Ch. 1.2.7))
and U, is the space of 7, -piecewise constants. A discrete analogue of the gradient operator G,,: U, — X,
is defined for arbitrary v, € U, by the property

(Ghvh, Th)Lz + (diV Th, Vh)Lz = 0, (21)

for all 7, € X, The discrete gradient gives rise to the discrete energy defined for any v, € U, by

1 1 K 5
Epvy) = E(Ghvh’Ghvh)Lz + E(VVh’Vh)LZ + Z(|Vh| Vi Vi) p2-

A discrete approximation u; € U, of the ground state u in the Raviart-Thomas space is then obtained
as the solution of the finite-dimensional minimization problem

uy, € argmin &£, (vy). 2.2)
vi€Up : vill2=1

Note that in the discrete setting the boundedness of the norms of the minimising sequence directly
implies the strong convergence of a subsequence (Bolzano—Weierstrass theorem). Thus, there always
exist discrete energy minimisers u;, and —u;,. Unlike in the continuous setting, cf. (1.3), the solution u,,
to (2.2) is not unique up to sign in general. To have compatible signs of the ground state and its discrete
approximation we choose the sign of u, such that (u,u;);> > 0.

The proof of the guaranteed lower energy bound is based on certain properties of the operators
T [2(2) > U, and IT}: (L2(2))? — X, which are defined as L2-pr0jecti0ns onto U, and ¥,
respectively. By definition, m;, and [T, are bounded with respect to the L?-norm with constant one.
Moreover, for m;, we get by Poincaré’s inequality Payne & Weinberger (1960) that, for all K € 7,
and for all v € H!(K),

v —mpvll2) < ﬂ_lh”VV“LZ(K), (2.3)

where we write L?(K) for the restriction of the L?-space and its associated inner product and norm to
the element K. If no subdomain is specified, we always refer to the L2-space on the whole domain. The
following lemma from Gallistl (2023) establishes a crucial commuting property for the operators
and IT),.

Lemma 2.1. (Commuting property) Any v € Hé ($2) satisfies G,m,v = I, Vv.

Proof. Using (2.1) and integration by parts we obtain that
(Ghﬂhv, Th)LZ = —(le T/’l’ jTI’LV)Lz = —(dIV Th, V)L2 = (VV, T/’l)Lz = (Hth, Th)Lz

forany v € Hé (£2) and 7;, € X}, which is the assertion. O
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3. Guaranteed lower energy bound

The following theorem gives a lower bound on the ground state energy E := &£(u) using a modified
version of the discrete ground state energy E;, := &, (u;,). This is the first major result of this paper.

Tueorem 3.1.  (Lower bound) If the potential V is 7, -piecewise constant it holds that

mod .__ Eh

=" [ 3.1
h |+ 4i2n2E, ~ @.1)

Proof. The discrete energy of the ground state is characterised by the following pseudo-Rayleigh
quotient:

1 2 2 1 1/2 2 2 4
3 IG I vlEs 4 SV 202 vl + S vl
E, = min 7} .
vi€UR\(0) vill;2

We majorise E), by choosing v;, := 7;,u. This results in

1 1 K
Eyllviliz = S1Gwalpvallze + S IV 202 vy 17 + 7 1V s (3.2)

We bound all the terms on the right-hand side individually. Using the L2-stability of 7, we get that
vallze = lmull7s < llul7s.

Since V is assumed to be 7;,-piecewise constant we obtain that

][udx
K

2
1/2 2 1/2 2
IV 20,07, = IVmul, = D Vig
KeTy

< |V'2ull7,.
L2(K)

Lemma 2.1 and the L*-stability of 7, yield that
Gy vallz2 = 11T, Vull7, < [ Vul},.

Finally, the L*-term is bounded by Jensen’s inequality

4
vpll7a = Z/K( Kudx) dx < Z/K Nl dede = .

KeTy, KeT,

Altogether, by inserting the above bounds into (3.2) and using that |[u||;» = 1 we get that

4
Eylvpll;. < E.
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For rewriting the left-hand side we use the Pythagorean identity, which yields that
2 2
vl = (Ilmul?,)” = (1= llu — myull},) ™
Using (2.3) we then obtain the lower bound

llds = (1 = BPa =2 Vul%)? = (1 - 2022 2E),

where we have used that % Vu ||12‘2 < E. The combination of the previous estimates leads to the inequality

E,(1 —2K*n2E)* <E.
Expanding the squared brackets and estimating yields
(1 - 2027 2E)* = 1 — 427 2E + 4 B> = 1 — 4w’n F,
which implies that
E,(1 — 4h*z%E) < E. (3.3)

Elementary algebra then gives the assertion. d

4. A priori error analysis

In this section we perform an a priori error analysis of the proposed mixed finite element discretization.
We will follow an approach inspired by the analysis of conforming methods, cf. Zhou (2004); Cances
et al. (2010). However, the main obstacle is that the mixed formulation is not symmetric positive definite.
To overcome this problem, we employ a conforming lifting (see Lemma A.1) and tools from mixed finite
element theory to establish a link to conforming methods.

In mixed form, the Gross—Pitaevskii eigenvalue problem for the ground state seeks the pair (u,0) €
L?(£2) x H(div, £2) with ||u]| 12 = 1 corresponding to the smallest eigenvalue A € R such that

(o,7)p2 +(divr,u);2 =0 for all T € H(div, £2), (4.1a)

(divo,v);2 — ((/c|u|2 +WVu,v);2 = —Au,v);2 forallv e LZ(SZ). (4.1b)

Similarly, also any discrete ground state u;, € U, satisfies a mixed variational eigenvalue problem. More
precisely, there exist 0, = G,u;, € X, and an eigenvalue 1, € R such that

(Uh, Th)Lz + (le s uh)Lz =0 for all Th S Eh’ (423)

(divoy,, vy)2 — ((K|Mh|2 + WV, vip) 2 = — Ay, vy) g2 for all v, € U,,. (4.2b)

Note that A, may not be the smallest discrete eigenvalue. Similarly as in the continuous setting the
discrete energy and discrete ground state eigenvalue are related by A, = 2E), + 5|lu, ||24.
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The error analysis is based on the following elementary identity for the difference of the energies.

LemMma 4.1. (Energy error characterization) It holds that
] _ > Locip, 0
Ey— B == S1Gu, = Vula = S IV, — )iz

l — 2 _f N2 2 o) 2

+ ((V - ﬂhv)(uh — u),uh)LZ.

Proof. The definitions of E;, and E together with elementary algebraic manipulations yield that
1 1
Ey — E == 11Gyuy = Vulz, = IV, = w7, + R
with
K
R = Gy, = Vi, Gyt 2 + (V Gy = ),y 2 + 7 (g s — el 7).

From the properties of the L?-projections 7, and IT, the identity IT,Vu = G, ) u from Lemma 2.1, and
(4.2), we get that

K
+ (V= V), = w0, u) 2+ 7 gl = lulza)
= — iy, uy, — w) g2 + Ay (s ), — 1) 2

K
+ (V= V) = ), y) 2+ 7 gl s — ull 7).

Since y, and u are L?-normalised, we have A, (u,, u, — u);> = %Ahnuh - u||i2. Rearranging the terms
and using that

K K
= ki, = 02 + 7 (g s = Nulifa) = =5 (, — 0%, 3, + 2w, + %) 2

readily yields the assertion. O

REMARK 4.2. (Tilde notation) In the following, we will write a < b or b 2, a if it holds that a < Cb or
a > Cb, respectively, where C > 0 is a constant that may depend on the domain, the mesh regularity,
the coefficients V and « and on the ground state u, but is independent of the mesh size 4.

The following theorem states a convergence result for the mixed finite element approximation to the
ground state.
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THEOREM 4.3. (Plain convergence of mixed method) As 2 — 0 it holds that

lu —upll;2 = 0, NGuu, —Vullj2 =0, E,—E, X — A

Proof. We consider

up € argmin & (v) (4.3)
veHg(£2): |Vl 2=1

with the modified energy
% 1 1 ka2 1
E ) = E(Vv, Vv)2 + E(nth, V)2 + Z(|v| v, V)2, VveH$2).
Similar as for the Gross—Pitaevskii energy minimization problem (1.3) the global modified energy
minimiser exists and is unique up to sign. Note that despite the use of 4 in the notation (4.3) is a

continuous problem. To get the uniqueness of (4.3) we choose the sign of uj; such that (u,u;);2 > 0
holds. The energies E} := £, (u};) are uniformly bounded with respect to & since

~

1
Ef < &) = E+ S((mV = Viwwp STV =m Vi S 1,

where we used that £} < &£7(u) and the L*-regularity of u. The uniform boundedness of E} directly
implies that ||u ;4 is uniformly bounded. Using this, we obtain similarly as before the estimates

1
|Ejy — E(up)| = EI((ﬂhV =WV up) 2l SNV = m,Vil2 — 0,
. 1
€5 w) — E = 210V = Vw2 SV = mV2 0. (4.4)

Together with E < £(uj;) and E}; < &, (u), they imply that

0<EWuj)—E=Ew) —E, +E;, —&E W)+ & ) —E
< |E;1k — 5(MZ)| + |5]f(u) —E|— 0. 4.5)

Combining (4.4) and (4.5) we get that
|[E—E;| < |Ej —Ewp)| +1EW;) — E| — 0. (4.6)
Note that the discrete ground state can be interpreted as a discretization of (4.3). This allows us to
conclude, similarly to (3.3) in the proof of Theorem 3.1, that

E,(1 — 4h*n2E}) < E}, “.7)
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which implies the uniform boundedness of the discrete energies. As a consequence ||Gpuyll;2, 1w, |4
and A, are uniformly bounded. Furthermore, by the discrete embedding of Lemma A.4 |lu,||;6 is also
uniformly bounded.

Using the uniform bounds from above we have that

. 2
”le Ghuh”LZ = ||7Th(K|uh| uy + Vuh — )\‘huh)”LZ 5 1.

This estimate has two consequences: First, by Lemma A.2 it implies the uniform boundedness of ||u;, || ;.
Second, denoting by ij, € H*(2)N Hé (£2) the conforming lifting of u;, from Lemma A.1, we have that

Gy, — Vg2 + lluy, — a2 S hildiv Guuyllz S h, (4.8)

where we used the bound from Lemma A.1. In the following, we consider the I2-normalised version

uj, = i /||if ;2. Using elementary algebra and that ||uy[|;> = 1 one can show for the normalization

constant that
[itgll 2 — 1] = [Na 2 — lugli2| < llu, —@5ll2 S he (4.9)

which implies that ||}, — ug || g1 S Al || -
Combining (4.9), (4.8) and using the uniform boundedness of ||G,u,||;> one can show that

IGruy, — Vugllz + lluy, —upll2 S h (4.10)

holds for sufficiently small 2 > 0. Therefore, ||Vuj ;> and ||u}|l;> are uniformly bounded. By the
embedding H 1(2) — L5(2), lluf,llz6 and [|uf || ;4 are also uniformly bounded, which implies that

E, — &, (up) :%(Ghuh — Vuj, Guuy + Vui) e + %(nhV(uh —up), uy +up) 2
- §(||uh||i4 — llufllj) = 0 (4.11)

and

|Eq (up) — Euy)| = %|((7thV — Vg, up) 2| SNV —m, Vi — 0. (4.12)
The inequality E} < &, (uj,), the lower bound (4.7) and (4.11) imply that

0> Ef — & W) > E,(1 — 4*n2E}) — EF(uf) — 0,

which together with (4.6) and (4.12) gives that

|E — Ey)| < |E— Ej| + |Ej;, — & (up)| + &) (uf,) — E(uy)| — 0. (4.13)

Assuming that (u, u;;) 12 = 0 holds for & sufficiently small one can show that |lu — MZH 1 — 0 using
(4.13) and similar arguments as in the proof of (Cances et al., 2010, Thm. 1). Otherwise, one can proceed
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with v§ := —uj, which similarly yields that |u — v ||z — 0. Since on the one hand [u + u||;2 <
lu — vill2 + llug — upll;2 — 0 and on the other hand [u + uh||i2 = 24 2(u,uy);2 > 2, we geta
contradiction which shows that it must hold that (u, u});2 > 0 for & sufficiently small.

The convergence of the energies, i.e., E;, — E, follows immediately combining (4.11) to (4.13). To
show the L2-convergence of the gradient we use the triangle inequality to obtain that

Similarly, one can show that ||u — u,||;> — 0. For the eigenvalues, we get that
K 4 4
A, — Al <2|E, — E| + EHIM};”LA — llull;sl — 0. (4.14)

Algebraic manipulations and the application of Holder’s inequality for the second term on the right-hand
side prove the convergence of the ground state eigenvalue approximation. This concludes the proof. [

The following corollary is an immediate consequence of the previous proof.

CoroLLARY 4.4.  (Uniform boundedness) It holds that ||G,uy,|l;2, lluyll;~, A, and E, are uniformly
bounded with respect to 4.

For the quantification of the rates of convergence we introduce some new notation. We denote pairs
of functions in L2(.Q) x H(div, £2) by boldface Roman capital letters, e.g., U, V and W. The discrete
analogues in Uj, x X, are denoted by U,,, V, and W,,. Furthermore, we define the bilinear form B, acting
on the pairs V = (v, t) and W = (w, ¥) as follows:

B,(V,W) == (1,92 + (divd,v);2 — (divr, w2 + (Vv,w)2 + K(|u|2v, w2,

where u denotes the ground state. By rewriting (1.1) as a Poisson problem with the L?-right-hand side

Au — Vi — k|u|>u and using the embedding H'(£2) — L%(£2) for d < 3, classical elliptic regularity

theory (see, e.g., (Hackbusch, 2003, Thm. 9.1.22)) easily shows that the ground state u is H>-regular,

ie,ue H*(£2)N H(l) (£2). The embedding H%(2) — C°($2) for d < 3 then shows that u is essentially

bounded, i.e., its L°°-norm is finite. This in turn shows that the bilinear form B,, is well defined.
Similarly, denoting the ground state eigenvalue by A, we define the bilinear form J, , by

T, (VW) = B, (V, W) — A (v, w) 2 + 2k (|u|*v, w) 2.
We can then prove the following preliminary result.
Lemma 4.5. (Almost coercivity of Ju,k) For any V, = (v;,, G,v},) it holds that
Gull? 2 ST (Vi Vi) 4 B2 |div Gy, |12
1Gvpllz2 + vpllie S Jup (Vi Vi) + A7 IIdiv Gyvy I,

where the hidden constant depends on the domain, the mesh regularity, the coefficients V and «, the
ground state u and the eigenvalue X.
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Proof. By Lemma A.1 there exists for any V;, = (v,, G,v,) a pair V; = (vj, Vv;) with vj € H*(2)N
H{(£2) such that it holds

||Ghvh — VVZ”LZ + ”Vh - VZ"LZ S h||d1V GthHLZ. (415)

Using (Cances et al., 2010, Lem. 1), which provides a lower bound of J, , for conforming functions, we
obtain that

2 2 12 12 214 2
1G vl + vl S VI3 + 15112 + K div Gy 12,
214 2
S, (VS V) + B2 [[div Gy |12,

The desired result does not include the conforming counterpart V7, but V,. To go back to the original
function V;, we use (4.15), the L*°-bound for u and Young’s inequality to get that

Vg (Vis Vi) = 4,5, (Vi Vi) |
< |(VV5,, Vv, = Gpvp) 2| + [(Gyvy, VIV, — Gyvy) 2|
+ 1V + 3kt — W) — v v + vy
< hlldiv Gvy |2 (h||div Gl + I1Gyvyll 2 + ||Vh||L2)

1 .
< ? (1 + E) Idiv Gy, l17, + € (1Gvpl1 72 + vyl172).
which holds for all € > 0. Combining the previous two estimates yields
1Gvall3> + IIvyll3

1Y, .
<C (Ju,gvh,vh) + (1 + E) Idiv Gy l1%, + € (IGvall2, + ||vh||iz))

for some constant C > 0, which depends on the domain, the mesh regularity, the coefficients V and «, the

ground state u and the eigenvalue A, but is independent of /2 and v;,. By choosing € = %, the rightmost

term can be absorbed into the left-hand side. This completes the proof. (]

Let U = (u,0) and U, = (4, 0;,) denote solutions of (4.1) and (4.2), respectively. Recall that we
assume (u,u;,);> > 0 so that u and u;, have compatible signs. To simplify the notation, we introduce
the L2-norm in the product space for any V = (v, 7) as IV]? := ||v||i2 + |t ”12‘2' Let us define the pair

W, = (W, U}, as the solution to
B T2 + (divTy, W), =0 forall 7, € ¥, (4.16a)

(divd,, vp) 2 = (Au, vy, for all v, € U, (4.16b)

and set W), = (w;,,9%,) = V~Vh/||v~vh||L2. To prove an error estimate for ||[U — U, || we use the triangle
inequality and examine the two errors |[U — W, || and ||U, — W, || individually.
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Lemma 4.6. (Estimate of first term) For 2 > O sufficiently small it holds that

U= W, < h,
where the hidden constant depends on the domain, the mesh regularity and the ground state u.
Proof. A standard a priori error estimate, cf. (Boffi et al., 2013, Prop. 7.1.2), shows that
19y = Vullpz + Iy, — ull 2 < hllul 2

since (W, 15,1) is the mixed Galerkin projection of (u, Vu). The desired estimate then immediately follows
from |lull;2 = 1 and |||wyll;2 — 1| S & O

The following lemma is the final step towards the desired error estimate.

Lemma 4.7. (Estimate of second term) For i > 0 sufficiently small we have that
10, = Wil < Iy, — w1l + hllwy, — ull 2 + h,

where the hidden constant depends on the domain, the mesh regularity, the coefficients V and «, the
ground state u and the eigenvalue A.

Proof. We abbreviate Y, := U, — W, and y, := u;, — w),. Using Lemma 4.5 we obtain that
10, = Wyl S J,,(U, = W, U, = W) + B ldiv(ey, — 9117, = B, + B, + Es,
where we set
B, =J,U,—UY),), Ey=J,U-W,Y),), E;:=~nr|div(o,— ).
The term &, is rewritten as follows:
E,=8B,U,-UY,) —Au, —u,y;)2 + 2K(M2(Mh —u), Y2
= k()2 = k(W = 0y yp) 2 = MG yy) 2

— 2ty =ty y) 2+ 26 (P (uyy, — 1), yy) 2

1
= 5 Gy = Myl — s (s — )y, yp) 2 + 200y, = 1), 33) 2
_ L ) e
= 2()»;, )\)”)’h”Lz Kk (g, — w)™ (g, + 2u), y5) 12,

where we use that (uy,, y;,) 2 = (uy, u, —wy)2 = %Huh — wh||i2, and that (, o) and (u,, 0},) solve (4.1)
and (4.2), respectively. Using that |lu;, + 2ull;6 S [1Gyuyll;2 + IVull;2 S 1 (cf. Lemma A.4) we then
obtain the following estimate for B;:

1811 S g = MlyallZe + 1oy, — w) [yl 2
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For the term E, we get that

8, = B,(U—W,,Y}) — At — wy, y) 2 + 26 (u*(u — wy), yp) 12
= (U — 19/1’ oy — ﬂh)Lz + (le(Uh — l?h),u — Wh)L2 — (le(G — ﬁh)7yh)L2
+ (V4 3ku? = M) —wy), y) 2

= (div(®, — Dy, )2 + (V + 3k = 2 — wy). ) 2

1
= — (1 - ~—) ((V + ki = M, y) 2 + (VA4 3ku® — 2 — wy), y);2,
Wyl 2

where we used that (div(o — ﬁh),yh)Lz = 0and Au = «u’ + Vu — Au, as well as the identity
(0 — By, 05, — B2 + (div(oy, — ©y),u — wy);2 = 0, which is derived by integrating by parts and using
(4.16a). The estimate |||wy,||;2 — 1| < & then allows us to bound E, as follows:

85| S Allypllz + llu = wyll2 gl 2.
For the term Z; we note that
. _ 3 . _ 3 -
div oy, = 7, (kuy + Vi, — Ayuy,), div 9, = 7, (ku’ + Vie — du) /[yl 2,

where Au = ku® + Vi — Au. This gives us

div(o), — 9,) = 7, (K(uh — w) (W + wu + u®) + V@, — u) — A, — )

1
+ (= 2)u +(1— _ )Au).
hh Wyl 2

Using the Lz-stability of 7, the (uniform) L*°-bounds for « and u,, (cf. Corollary 4.4), ||u,|l;» = 1, and
that |||wy,|l;2 — 1] < & yields that

83 S (Il — ulZs + h = 2 + 7).

Combining the above estimates for Z;, 8, and Bz, we obtain that

10, = Wl < (Il — w)?lls + llu — wyll 2 + k) llyyll2
+ 1 (luy — ull7, + 2= 21> + 1),

where we absorbed the term |1, — Al] yh||i2 into the left-hand side, which is possible for sufficiently
small & > 0; see Theorem 4.3. Using Lemma 4.6 and the weighted Young’s inequality we obtain that

10, — W, Il S iy, — u)2||L3 +h+ hllu, —ull2 + A — Ayl + .
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The assertion then follows from the uniform boundedness of A; (see Corollary 4.4) and from the fact
that h*> < h for h > 0 sufficiently small. O

The following theorem gives an error estimate for the ground state, energy and eigenvalue approxi-
mations of the proposed mixed finite element discretization. It is derived by combining the two previous
lemmas. For a second-order estimate for the eigenvalue approximation, which holds under additional
regularity assumptions on V, we refer to Theorem 4.9.

THEOREM 4.8. (A priori error estimates) For sufficiently small # > 0 it holds that
IU—-U,ll <h, div(e — o)z S b+ |V — (Vi) || 2. 4.17)
The eigenvalue and energy approximations satisfy
E—El SP+hIV—=mViz, A= xl Sh (4.18)
If, in addition, V is 7, -piecewise constant or H 1 -regular, we have that
div(c —op)ll;2 S A, |E—E,| < 2. (4.19)

The hidden constants in the above estimates depend on the domain, the mesh regularity, the coefficients
V and «, the ground state u# and the eigenvalue A.

Proof. By the triangle inequality and Lemma 4.6 and 4.7 we obtain that

U =Upll = U = Wyl + U, = W, |

SNy — w?ls + hllwy, — ull2 + b
For h > 0 sufficiently small the term hl|lu;, — ul|;> is absorbed into the left-hand side, which yields that
U= Uyl S Gy, = )l + .

It only remains to bound the first term on the right-hand side. Elementary algebraic manipulations and
the triangle inequality show that

2 2 2 2
Gy — w)7llps = Ny, — ullys S llwy, — mullps + llu — myulls. (4.20)

For the first term on the right-hand side of (4.20) we get with Lemmas A.4 and 2.1 and the triangle
inequality that

2 2 2 2
”“h - 7Thu||L6 5 ||Gh(uh - ”h”)”LZ =< ||Gh”h - V””Lz + [IVu — H},VM”Lz

SN0 = U, I + 12, (4.21)
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where we used the classical approximation property
IVu — 11, Vull 2 S hllullge;

see, e.g., (Boffi ef al., 2013, Prop. 2.5.4). The second term on the right-hand side of (4.20) is bounded
using Poincaré’s inequality (Gilbarg & Trudinger, 2001, Eq. (7.45)) and applying the embedding
H'(£2) — L°(2) for d < 3 to the gradient of u. This results in

~ ~

l = el s S P2 NIVullfe S Bl (4.22)
Combining the previous estimates we obtain that
IU = Uyl S 11U =U,|1° + 4 + .

By the convergence result of Theorem 4.3 the term ||U — Uh||2 converges to zero. Since it is a higher
order term it is absorbed in the left-hand side for sufficiently small 2 > 0. Under this smallness condition
it also holds that A2 < h. The desired estimate for |U — U, || follows immediately.

The estimate for |[E — E | is an immediate consequence of Lemma 4.1, the argument used in (4.20)
and the uniform L°°-boundedness of u,,, cf. Corollary 4.4. For proving the eigenvalue approximation
result (4.18), one may proceed similarly as in (4.14) using the convergence results for |[U — U, || and
|E — E,|, cf. (4.17) and (4.18).

Let us next prove the estimate for ||div(c — o;,)||;2. We note that

dive, =m, (/cufl + Vi, — Ajuy), divo = ku® + Vu — Au, (4.23)
which implies that
div(oy, — 0) = m,(kc(uy — u) + V(@ — u) — Ay, — 1) — (rj, — Muy,)
+ (K(nhu3 - u3) + 7, (Vi) — Vu — A(ju — u)).

The desired estimate follows immediately using (2.3), the first estimate in (4.18) and (4.17). Finally,
estimate (4.19) is a direct consequence of (4.18) and (4.17). [l

For H'-regular potentials, the following theorem proves a second-order convergence result for the
eigenvalue approximation.

TueoreM 4.9.  (Improved error estimate) Let V € H'(£2) and assume that 2 is a d-dimensional brick.
Then, for sufficiently small 2 > 0 it holds that

lu—wuyllg SH A=A, S A2, (4.24)

where the hidden constant depends on the domain, the mesh regularity, the coefficients V and «, the
ground state « and the eigenvalue A.

Proof. We begin with the proof of the H~!-norm estimate. For mixed finite elements, such error
estimates were introduced in Douglas & Roberts (1985). In the following, we use this well-known
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technique with the auxiliary dual problem of (Cances ef al., 2010, Eq. (70)). Given a test function
w e H(l) (£2), it seeks z € H(l) (£2) such that

— A7+ (V43 — Nz =26, 2) jou +w — (w,u) j2u (4.25)

holds in H~1(£2). This problem is solved by the unique solution z € ut = {ve Hé(.Q) SRR
0} C Hé (£2) satisfying

(V&, V)2 + (V4 3ku® — Mz, v) 2 = w,v)2 - forallv e ut.

The well-posedness of the latter problem is a consequence of the Lax-Milgram theorem using the
coercivity of the bilinear form on the left-hand side, cf. (Cances er al., 2010, Lem. 1), and the fact that
u' is a complete subspace of Hé (£2). Assuming that V € H!(£2), elliptic regularity theory implies that
z € H3(£2) with the estimate ||z| w3 S Wl 1. To prove the H3-regularity, we recall the assumption that
£2 is a d-dimensional brick and apply a prolongation by reflection argument, noting that the right-hand
side of (4.25) satisfies zero Dirichlet boundary conditions; see (Cances et al., 2010, p. 107) for more
details.
Considering the mixed form of problem (4.25), the pair (z, ¢) satisfies

(9, T)p2 +(divt,z);2 =0 for all T € H(div, £2), (4.26a)
(div g, v);2 — (V4 3cu® — Mz, v) 2 = (FL0))2 forall v € L*(£2) (4.26b)
for the source term
f = —2/<(u3,z)Lzu — w4 (W, u)2u.

To derive the desired H~'-norm estimate, we fix a test function w € Hé (£2) and test (4.26b) with
U, —ue Lz(.Q) and (4.26a) with o), — 0 € H(div, £2) and add up the equations. After rearranging the
terms, we obtain that

(= up, W) = 81 + 8

with the expressions

&3]

1 :=(p,04, — )2+ (div(oy, — 0),2);2 + (dive — (V + 3icu? — Mz, uy, — u)p2,

g, :=2/<(u3,z)Lz(u, up — w2 — W, w2 (U, u, — u)pa.

In the following, we will add and subtract the term él defined by

el

1= (@, 0, —0) 2 + (div(oy, — 0),2,) 2 + (diveg, — (V + 3kcu? — Mzp,uy, — Wp2

with (z,,¢;,) = (m,2, G,m,2). Let us first show that |é1| is in fact a second-order term, i.e., |é1| <
W |w - To see this, we seek a different representation of ;. Adding up (4.1a) tested with ¢, and
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(4.1b) tested with z;, yields that
(@ @p)p2 + [ive, e + ([dive,z) 2 — (V +kud)u,z,) = —A,2,) 2.
Similarly, we get by adding up (4.2a) tested with ¢, and (4.2b) tested with z;, that
(07, @) 2 + (div gy, u) 2 + (divoy,, z,) 2 — (V + Ku%)uh,zh)Lz = =y, 2) 2.
Using these identities we can rewrite £, as
E = K((ui + upu — 2u2)(uh —u),z,) 2 + (A — Ay, 25) 2. (4.27)

Since it holds that (u,zl + upyu — 2u2)(uh —u) = (uy + 2u)(uy, — u)2, we obtain for the first term on the
right-hand side of the previous equation that

2 2 2 2
[y + e = 2u7) (uy, — 1), 2) 2] S Gy — w7 N3 llzpll 2 S A Iwllgp,

where we proceeded similarly as in (4.20) and used Lemma A.4. For the second term on the right-hand
side of (4.27) we get with (z,u);2 = O that

()‘h - )\)(uh,Zh)LZ = ()‘h - )‘)(”h —Uu, Zh)LZ - ()‘h - AU,z — Zh)Lz,
which, using (2.3), (4.18) and (4.17), yields that

|Gy = M)Wy ) 2] S BRIzl 2 + PPzl S B2 Wl

Let us next estimate |2 — él |. We use elementary algebraic manipulations to get that

o

=
=

1— 81 =(¢— g0 — U)LZ + (div(oy, — o),z — Zh)Lz + (div(p — @), uy, — ”)L2

— ((V +3ku® — W)y, — u), 2 — 2) 2

In the following we estimate all terms on the right-hand side separately. For the first term we get with
Lemma 2.1, a classical approximation result, cf. (Boffi et al., 2013, Prop. 2.5.4), and (4.17) that

(@ = @0 — )2l < llp — M@l 2llo — oy ll2 S A lIwlgp-

For the second term a similar estimate can be obtained using (4.19) and (2.3).
Denoting by I, : H(div, £2) — X, the Raviart—-Thomas interpolation operator, cf. (Boffi et al., 2013,
Sec. 2.5.2), we obtain for the third term that

(div(p — @), — u)y2 = (div(g — [@).wy — )2 + [V — Ty@).uy — 1)
=dive —m,dive,u, —u) ;2 — (¢ — Ip,0 —op)2 + (9 — [Typ, 0 — 03);2.
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Using classical approximation results for I, and [T, cf. (Boffi et al., 2013, Prop. 2.5.4), and (2.3) and
(4.17), we obtain the estimate

(div(p — @), u, — w) 2] S HIU=Uplllele S HIwlg.
For the last term we get using (2.3) and (4.17) that

(V4 31 = )y — w).z = 2) 2] S bl — |2 19202 S B2 wlg.
Combining the previous estimates yields that

~

= 2
18, — &\ S A2 Iwlgp.
For the term &, we get with (u, u;, — u);» = —%Huh - u||i2 the estimate

= 2 2
12,1 < (Nzllgz + 1wl lluy, — ull;> S A lIwllg
L

~

&l

Using that |(u — u;, w)2| < |8+ |8; — E| + |Eyl S A |wlyp yields the desired estimate

lu—uyll g1 = sup (uy, — u, W) 2 §h2.
weH} (2) : [wll ;1 =1

Finally, to prove the second-order estimate for [A — A, | we introduce the notation ¢ := ku®> +V and
¢, = KM;Zl + m, V. Using the identities

2 2 2
lo 1% = llo — 0,12 + 200, 03) 12 — oyl

1/2. .12 1/2 2 1/2 2
le'2ull2, = 12— up) |17, + 2(cu, u) 12 — e uy 17,

and (4.1a), (4.1b), (4.2a) and (4.2b), algebraic manipulations yield that
A—=X, = (=dive + cu,u);2 — (—divoy, + cpuy, up);2
= llo 1% + I 2ul2s — Nl 1% — lley *uy 1%
= llo — ol + "2 — w7,
+2(0 — 0p,,0p) 2 + 2(cu, up) 2 — (Cupy, up) 2 — (Cplty, U)o
Using (4.1a), (4.2a) and (4.2b), we get that
(0 — 04,02 = (—=divoy, u — up) 2 = Ay (uy, Tpu — up) 2 — (Cpity, T — Uy) 12

h 2
= —?”M - uh”Lz — (cpitp, u — up)p2,
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which yields the identity

2 1/2 2 2
A=A, = llo —Uh”Lz + ||C/ (M—“h)”Lz —)Mh”M—MhHLz

+2((c — )W — up), up) 2 + ((c — cp)uy, up) ;2.

Noting that ¢ — ¢, = k(u — uy)(u + u;,) + V — 7,V and using (2.3) as well as the uniform L°- and
L®°-bounds for u,, (cf. Corollary 4.4), one obtains similarly as in (4.20) that

|((c = ) — ), ) 2] S 1.
Therefore, in order to show the second-order estimate for |A — 4,,|, it only remains to consider the term
((c — cpup,up) 2 = K /Q(u + ) (u — wp)up dx =: K E.
Regularising u;, with the averaging operator J from Lemma A.4 yields that
E= /Q(u — ) (uy, — Juy)ui dx + /Q(u — wy) (Juy, + w) (i — (Juy)?) dx
+ /Q(u — uy) Juy, + ) (Juy)? dx.

Noting that the gradient of (Ju;, + u) (Juh)2 can be computed as
V((Juy, + u)(Juy)?) = GBJug, + 2uduy) Vi, + (Juy)*Vu,
we obtain with Lemma A.3 and the uniform L°°-bound of u;, that
1ty + 1) )l S 1.

With this, using the uniform L°°-bound of u,, and Ju,,, as well as the approximation error estimate ||u;, —
Juy|l;2 and ||u — uy|l;2, and the first estimate in (4.24), we obtain that

= 2
18] S hllu—upllp2 + lu—uyllg—1 S h°.

Combining the above estimates, the desired second-order approximation for |A — A;| immediately
follows. (]

5. Numerical experiments

Having laid the groundwork with our theoretical framework and error analysis for the mixed finite
element discretization of the Gross—Pitaevskii eigenvalue problem, we now shift our focus to numerical
experiments. These experiments are essential both to validate our theoretical insights and to demonstrate
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the practicality of our approach. For the implementation we have chosen solvers tailored to the finite-
dimensional nonlinear eigenvector problem (2.2), with the goal of aligning our numerical methods with
the theoretical principles previously discussed.

In the realm of suitable methods, the discrete normalised gradient flow method referenced in Bao &
Du (2004) is a notable choice. This method is part of a diverse array of gradient flow approaches, each
varying in their choice of metric, as indicated in Raza et al. (2009); Danaila & Kazemi (2010); Kazemi
& Eckart (2010). An interesting advancement in this field is the introduction of an energy-adaptive
metric, detailed in Henning & Peterseim (2020), which has been further analysed for quantitative errors
in subsequent studies Zhang (2022); Altmann et al. (2022b); Chen et al. (2024b). Relatedly, Riemannian
optimization techniques, including Riemannian conjugate gradient Antoine et al. (2017); Danaila &
Protas (2017) and Riemannian Newton methods Altmann et al. (2023), offer additional avenues for
exploration. Other methods that focus on the formulation of the eigenvalue problem, such as the self-
consistent field (SCF) iteration Cances (2000); Dion & Cances (2007) and Newton’s method Jarlebring &
Upadhyaya (2022), also contribute valuable perspectives. It is interesting to note that assumptions about
the symmetry of the condensate can lead to a reduction in the dimension of the problem, as explored
in Bao & Tang (2003). Furthermore, the complexity of solving the nonlinear constraint minimization
problem can be reduced by using problem-adapted basis functions with high approximation quality
Henning et al. (2014); Henning & Persson (2023); Peterseim ef al. (2024), using techniques from (Super-)
Localized Orthogonal Decomposition Malqvist & Peterseim (2014); Hauck & Peterseim (2023).

In this paper we use the J-method of Jarlebring et al. (2014); Altmann et al. (2021) to solve the
nonlinear discrete problem because, through the choice of shift, it nicely blends between the reliable
linear convergence of gradient-descent type schemes and the local quadratic convergence of Newton-
type methods. To apply the J-method in the mixed setting we eliminate the dual variable in (4.2). This
results in a system matrix of the form (M (u) + CB~ 1cT), where B is the Raviart—Thomas mass matrix, C
is the Raviart-Thomas divergence matrix and M () is a diagonal matrix containing the nonlinearity and
the potential. To avoid the costly computation of the Schur complement when solving with the system
matrix we use the Woodbury matrix identity. This gives

M@w) +CB'cH ' =M —=Mw)~'cB+ CTMw 'O ' cTMw) ™!,

where the latter matrix is much easier to compute since M(u) is diagonal. Note that since M(u) is
diagonal ™ (u)_IC is in fact a sparse matrix. For the damping, shifting, tolerances, etc., we use a
similar parameter setting as in (Altmann et al., 2021, Sec. 6). In particular, we use a damping strategy
with an energy-diminishing step-size control when the L?-norm of the residuals is larger than 10~2. For
smaller residuals damping is disabled and shifting is enabled. At this point, the method takes about three
to four iterations to converge to machine accuracy. For implementation details see the code provided at
https://github.com/moimmahauck/GPE_RTO.

This section consists of two parts. First, we numerically investigate the optimal order convergence
of the proposed mixed finite element discretization of the Gross—Pitaevskii problem (see Theorem 4.8
and 4.9). Second, we numerically validate the lower bounds of the ground state energy (see Theorem 3.1).

5.1 Validation of optimal convergence rates

To verify the optimal order convergence we consider the domain £2 = (—L,L)> with L = 8 and the
harmonic potential V(x) = %|x|2. For this setting the ground state is point symmetric with respect to the


https://github.com/moimmahauck/GPE_RT0
https://github.com/moimmahauck/GPE_RT0
https://github.com/moimmahauck/GPE_RT0
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https://github.com/moimmahauck/GPE_RT0
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Fic. 1. Projection of the potential onto the space of piecewise constants (left) and ground states for the harmonic potential for the
parameters k = 10, 100, 1000 (second to last plot).
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Fic. 2. Error plots of the primal and dual variables (left) and of the energy and eigenvalue (right). The expected orders of
convergence are indicated by black dotted lines.

origin and decays exponentially. The decay depends on the parameter «: the larger «, the more repulsive
the particle interaction and the more spread out the mass; see Fig. 1 (last three plots).

For the discretization, we consider a hierarchy of meshes constructed by uniform red refinement
of an initial mesh. The initial mesh is constructed from a Friedrichs—Keller triangulation consisting of
eight elements by rotating the triangles in the lower right and upper left squares so that the mesh is
point symmetric with respect to the origin. For each mesh in the hierarchy we compute a ground state
approximation, where we project the potential onto the space of piecewise constants with respect to the
considered mesh; see Fig. 1 (left) for one projected potential.

Figure 2 then shows the errors of the mixed finite element discretization for several values of «.
Note that since no analytical solution is available, the errors are computed with respect to a reference
solution. This reference solution is computed on a mesh obtained by twice uniform red refinement of the
finest mesh in the hierarchy. One observes first-order convergence for the primal and dual variables and
second-order convergence for the energies and eigenvalues. Recalling that V € H'(£2), this is consistent
with the predictions in Theorem 4.8 and 4.9. We observe only a weak dependence of the errors on the
parameter «. More precisely, the errors are slightly smaller for larger «.
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FiG. 3. Ground state energy approximations for the harmonic potential (left) and the difference between the reference energy and
the energy approximations in a double-logarithmic plot (right). The blue and red curves correspond to the discrete energy and the
modified discrete energy, respectively.

5.2 Validation of lower energy bounds

Next, we numerically verify the lower ground state energy bound given in Theorem 3.1. We consider
several different settings, namely a harmonic potential, a disorder potential and a constant potential.
Recall the modified discrete energy E}l“"d was defined as the left-hand side of (3.1). To satisfy the
assumption of Theorem 3.1 that the potential is piecewise constant, we construct the potentials by
prolongation of a piecewise constant potential on a coarse mesh. Reference values for the energies
are computed using a Q-finite element implementation together with the energy-adaptive Riemannian
gradient descent method from Henning & Peterseim (2020). Note that, in order to use the same potentials
for both methods we choose the potential to be piecewise constant on a Cartesian mesh. For all our
numerical experiments such a Cartesian mesh is constructed by joining opposing pairs of triangles of the
coarse triangulation.

5.2.1 Harmonic potential with strong interaction.  First let us consider the harmonic potential V(x) =
%|x|2 and the large parameter x = 1000. The coarse mesh used for this numerical example is shown in
the background of Figure 1 (left).

In Fig. 3 (left) one observes that the discrete energy E;, and the modified discrete energy E;l“(’d strictly
increase as h is decreased, i.e., they approach the ground state energy from below. The observation was
predicted for the modified discrete energy by Theorem 3.1. Figure 3 (right) shows the second order
convergence of E, and E,‘l“"d towards the reference energy and therefore also the asymptotical exactness
of the lower bound. Note that, in general, the discrete energy alone is not a lower bound for the ground
state energy, as the numerical example below for the constant potential shows.

5.2.2 Disorder potential and exponential localization. Second, we consider a disorder potential
constructed using the Friedrichs—Keller triangulation shown in Fig. 4 (left). More precisely, we first join
any pair of opposing triangles into squares of side length € = 27°. On all these squares, the coefficients
is chosen to be constant, with values obtained as realizations of independent coin-flip random variables
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Fic. 4. Disorder potential with coarse mesh used to construct the hierarchy of meshes in the background (left). Approximation of
the highly localised ground state (right).

taking the values 1 and 1 + (2¢L)~2. The parameter « is chosen to be one. For such coefficients there
occurs an effect called Anderson localization (see, e.g., Altmann ez al. (2018, 2020, 2022a) for numerical
and theoretical studies). The exponential localization of the ground state can be seen in Fig. 4 (right).
We emphasise that this example is numerically quite challenging, as can be seen from the comparatively
large number of J-method iterations required.

For the discretization we use a hierarchy of meshes constructed by uniform refinement of the
Friedrichs—Keller triangulation considered above. On each mesh of the hierarchy, the potential is
obtained by prolongation.

In Fig. 5 (left) it can be observed that, also for the disorder potential, £, and E;l“Od approach the
ground state energy from below as the mesh size is decreased. Figure 5 (right) again demonstrates the
second-order convergence of E;, and E,‘;“’d towards the reference energy.

5.2.3 Constant potential and necessity of modification. Third, we consider a constant potential, i.e.,
V = 1. Although this choice may be unphysical, it is an example showing that the modification of the
discrete energies is indeed necessary to obtain lower bounds. The parameter « is chosen to be one. For
the discretization we consider a hierarchy of meshes constructed by uniform refinement of the coarsest
possible Friedrichs—Keller triangulation consisting of two elements.

In Fig. 6 (left) one observes that the discrete energies E;, approach the ground state energy from
above (and not from below) as the mesh size is decreased. Nevertheless, as predicted by Theorem 3.1,
the modified discrete energy E;ln"d is a lower bound. Figure 6 (right) shows the second-order convergence
for E}lmd, while E— E,, is negative in this example and therefore not shown in the double-logarithmic plot.
We emphasise that there are a number of numerical examples that demonstrate the need to consider a
modified discrete energy. Typical features of such examples are coarse and possibly jumping coefficients
and meshes with local grading; see also Gallistl (2023) for more examples in the linear setting.

6. Conclusion

In conclusion this paper has effectively demonstrated the application of a mixed finite element discretiza-
tion to the Gross—Pitaevskii eigenvalue problem, with an emphasis on the computation of a lower energy
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Fic. 5. Ground state energy approximations for the disorder potential (left) and the difference between the reference energy and
the energy approximations in a double-logarithmic plot (right). The blue and red curves correspond to the discrete energy and the
modified discrete energy, respectively.
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Fic. 6. Ground state energy approximations for a constant potential (left) and the difference between the reference energy and
the energy approximations in a double-logarithmic plot (right). The blue and red curves correspond to the discrete energy and the
modified discrete energy, respectively.

bound. Our numerical experiments have, not only validated the theoretical framework, but also confirmed
the practicality of obtaining a computable lower bound on the ground state energy. This result provides
a new aspect to the understanding and reliable numerical simulation of Bose—Einstein condensates.
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Appendix
A. Collection of frequently used bounds

The following lemma provides, for any discrete function, a conforming lifting with a corresponding
approximation estimate.

Lemma A.1. (Conforming lifting) For any v;, € U, there exists v, € H 22)n Hé (£2) such that it holds

||Gth — VV;;”LZ + ”Vh — VZ”LZ 5 h”le Ghvh”LZ.

Proof. We denote by v; € Hé(.Q) the solution to Poisson’s equation —Av; = —divG,v, in £2
subject to homogeneous Dirichlet boundary conditions. We emphasise that vi € H 2(2)n H(l) (£2) with
Vil S lldiv G, ll;2, which follows from classical elliptic regularity theory on convex domains, see,
e.g., (Hackbusch, 2003, Thm. 9.1.22). The pair (v,,, G,v;,) € U, x X, is the Galerkin approximation of
the mixed system and therefore satisfies the standard a priori error estimate

1Gyv, = Vvill2 + vy = vill2 < AVl e,

cf. (Boffi et al., 2013, Prop. 7.1.2). The assertion follows immediately. O
LemMa A.2. (L*°-bound) Any v, € U, satisfies that

Iallzee < div Gyl 2

Proof. We denote by v, the conforming lifting and compute
Wpllee S vy = Vil + N7Vl oo

The first term on the right-hand side can be controlled by an inverse estimate and the well-known
superconvergence result from Douglas & Roberts (1985); Brandts (1994). One obtains that

—d/2 : 2—d/2 | 5
||Vh —JThVZHLoo Sh / ||Vh _7ThV2||L2 5 h / ”leGth”LZ.
The remaining term is bounded by the H>-norm of v;, which again is controlled by ||div G;,v, ;> thanks

to elliptic regularity and the Sobolev embedding. (]

Given v;, € U,,, we define a piecewise affine function Jv, € HJ(£2) by assigning to each vertex z of
the triangulation the arithmetic mean of the values that v;, attains at z when restricted to any elements
containing z; if z is a boundary vertex, the value of Jv,, is set to zero to conform to the homogeneous
boundary condition. Such averaging operators are well studied (see, e.g., Brenner & Scott (2008)) and
were used in the context of mixed finite elements, e.g., in Huang & Xu (2012).

Lemma A.3. (Averaging operator) Any v, € U, satisfies that

Vil oo S Mvallpee
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and

||h71(vh — vl + IVl S 1Gyvy 2.

Proof. The first bound follows directly from the construction of the function Jv,,. Following standard
arguments, cf. (Brenner & Scott, 2008, Lemma 10.6.6), we further obtain that

1B~ g = vl + IV vyl S /Z he NI
F

where the sum runs over all faces F and the bracket indicates the inter-element jump across F, which is
defined as the usual trace if F is a boundary face. It was shown in Lovadina & Stenberg (2006); Gao &
Qiu (2018) that this term is bounded by [|G v, |l ;2. O

Lemma A4. (Discrete embedding) Any v;, € U, satisfies ||vy|l;s < [1Gyvll2-

Proof. LetJv), € Hé (£2) denote the regularization by averaging from above. From the triangle inequality,
a classical comparison result between L”-norms and the Sobolev embedding, we deduce that

Ipllzs S A3y — vl + IVl 2.

By Lemma A.3 this is controlled by [|G,v,,|l;2. O

As a consequence we note the following bound

g llzs + Nuglle S NGuupll2 + Rlldiv Gyl (A.1)

Proof. The bound for the first term on the left-hand side is shown in Lemma A.4. Thanks to the Sobolev
embedding, we have for the second term on the left-hand side that ||} || ;6 < [|Vuj ;2. With the triangle
inequality and Lemma A.1 we thus obtain that
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