W) Check for updates

Received: 11 December 2023 Revised: 24 February 2024 Accepted: 2 March 2024

DOI: 10.1002/nme.7478

RESEARCH ARTICLE WILEY

On the role of tissue mechanics in fluid-structure
interaction simulations of patient-specific aortic dissection

Richard Schussnig!® | Malte Rolf-Pissarczyk?® | Kathrin Biumler3® |
Thomas-Peter Fries*® | Gerhard A. Holzapfel>>® | Martin Kronbichler®

'High-Performance Scientific Computing,
University of Augsburg, Bavaria, Germany

2Institute of Biomechanics, Graz
University of Technology, Styria, Austria

3Department of Radiology, Stanford
University, Stanford, California, USA

“Institute of Structural Analysis, Graz
University of Technology, Styria, Austria

*Department of Structural Engineering,
Norwegian University of Science and
Technology, Trendelag, Norway

¢ Applied Numerics, Ruhr University
Bochum, North Rhine-Westphalia,
Germany

Correspondence
Richard Schussnig, High-Performance
Scientific Computing, University of

Abstract

Modeling an aortic dissection represents a particular challenge from a numer-
ical perspective, especially when it comes to the interaction between solid
(aortic wall) and liquid (blood flow). The complexity of patient-specific sim-
ulations requires a variety of parameters, modeling assumptions and simplifi-
cations that currently hinder their routine use in clinical settings. We present
a numerical framework that captures, among other things, the layer-specific
anisotropic properties of the aortic wall, the non-Newtonian behavior of blood,
patient-specific geometry, and patient-specific flow conditions. We compare
hemodynamic indicators and stress measurements in simulations with increas-
ingly complex material models for the vessel tissue ranging from rigid walls
to anisotropic hyperelastic materials. We find that for the present geometry
and boundary conditions, rigid wall simulations produce different results than
fluid-structure interaction simulations. Considering anisotropic fiber contribu-
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stress-based biomarkers are less affected. In summary, the increasing complex-
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ity of the tissue model enables capturing more details. However, an extensive
parameter set is also required. Since the simulation results depend on these
modeling choices, variations can lead to different recommendations in clinical
applications.
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1 | INTRODUCTION

Aortic dissection is a life-threatening cardiovascular disease characterized by the delamination of the layers of the aortic
wall. In an abrupt initial event, tissue layers rupture, creating a cavity and exposing the intralamellar space to blood
pressure. This sequence of events results in a secondary flow channel, called the false lumen, which is separated from the
original true lumen by an (initially) thin and flexible tissue layer called the dissection flap. The dissection flap may have
one or more re-entry tears in addition to the primary entry.
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In this context, Abazari et al.! verified the anti-hypertensive treatment of type B aortic dissection by modifying the
prescribed stroke volume and heart rate, as well as the effects on hemodynamic indicators such as the time-averaged
wall shear stress (TAWSS), oscillatory shear index (OSI) and highly oscillatory, low magnitude shear (HOLMES). The
effects of surgical treatment with thoracic endovascular repair (TEVAR) on hemodynamics in type B aortic dissections
have been studied by Xu et al.,> presenting two cases comparing morphological features. Armour et al.3 performed com-
putational fluid dynamics (CFD) simulations on five individuals with aortic dissection and were able to reproduce and
predict the flow field based on patient-specific data. Comparing chronic cases of fully thrombosed, partially throm-
bosed, and fully perfused aortic dissections with blood flow in a healthy aorta, Moretti et al.* found highest false lumen
TAWSS and pressure for the fully and partially thrombosed cases. In related work, Kimura et al.> investigated hemody-
namic and anatomical differences between type B and non-A non-B aortic dissection cases, linking CFD results to late
complications. These works underscore the predictive capabilities of computational modeling by employing biomedical
markers.

Virtually modifying the aortic geometry can guide further treatment and improve our understanding of the under-
lying mechanisms. Wan Ab Naim et al.% artificially introduced an additional fenestration of the dissection flap in silico.
Increased true-to-false lumen fluid exchange leads to decreased pressure differences and, therefore, to a reduced risk of
false lumen expansion. Similar results were found by Dillon-Murphy et al.,” who also demonstrated good agreement with
4D-flow magnetic resonance imaging (MRI), with a maximum error in the mean flow of 7.6 %. By occluding the entry tear
in their computational model along with other variants of the original patient-specific model, Yu et al.® revealed that the
dissection flap morphology has a dramatic impact on hemodynamics. In this manner, by using CFD, Xu et al.® demon-
strated the effectiveness of type I hybrid arch repair in non-A non-B aortic dissection, in which hemodynamic indicators
returned to baseline after successful intervention. Virtual surgery might also be adopted to assess whether a particular
treatment has a high chance of success in the long term, as demonstrated in Li et al.'® Zhu et al.!! linked the true-to-false
lumen pressure difference to aortic expansion in a longitudinal CFD study on four cases of type A aortic dissection. The
authors identify a true-to-false lumen pressure difference of > 5 mmHg as likely leading to unstable aortic growth. Parker
et al.!2 considered a significantly larger study cohort of 69 patients. The authors identify proximal thrombosis in the false
lumen as the strongest indicator for favorable outcomes because it leads to reduced perfusion in the false lumen and
decreased true-to-false lumen pressure differences.

Despite the fact that rigid-wall simulations have been successfully employed to reproduce flow conditions and have
shown reasonable, good, or even excellent agreement with clinical data, the extensive literature in this field suggests
that some aortic dissection configurations are not suitable for fixed-grid CFD analysis. While in some configurations
neglecting the vessel wall compliance leads to acceptable modeling errors, several works have demonstrated the oppo-
site.!316 The inclusion of the vessel wall as an elastic object introduces several additional complexities: firstly, blood
and tissue exchange momentum and energy, leading to a surface-coupled multi-physics problem; secondly, there are
a variety of modeling aspects and related (possibly unknown) parameters that require additional coverage resources;
and thirdly, the computational complexity increases greatly, which leads to computing times a factor of 5 to 20 longer
at best.

One of the first patient-specific studies on aortic dissection with fluid-structure interaction (FSI) was conducted by
Alimohammadi et al.!* and included a non-Newtonian fluid and an isotropic tissue model of uniform thickness. When
comparing FSI and rigid wall CFD models, significant differences in OSI and flow splits were observed, whereas TAWSS
was not as affected. In Bonfanti et al.,!” rigid wall CFD, FSI, and a deformable dissection flap were considered as an
extension of the method presented by Bonfanti et al.,'® which related fluid pressure to normal vessel wall displacements
linearly. Similar to Alimohammadi et al.,! pressure and flow rates were most affected, while the differences in TAWSS
and shear stress-based indicators were not as pronounced. The first FSI model of aortic dissection with two-phase flow
was presented by Qiao et al.!* According to the authors, FSI and multi-phase modeling of the fluid phase have dras-
tic effects on the computational results, for example, up to +£50 % relative difference in WSS between single-phase and
two-phase non-Newtonian models. Hemodynamic indicators differed heavily between FSI and rigid wall CFD simu-
lations, despite the fact that a rather stiff linear elastic material was considered. Khannous et al.'® considered FSI by
coupling a non-Newtonian fluid and a linear elastic continuum of constant thickness. Comparing FSI and rigid-wall
CFD approaches, the authors document that the CFD simulation tends to overestimate fluid velocities and, therefore,
wall shear stress (WSS). Meanwhile, compliance leads in most cases to lumen expansion and, consequently, an increased
vessel radius. However, due to the nonlinear coupling of fluid and solid phases, several phenomena such as flow jets or
pressure increases triggered by a narrowing of the true or false lumina can occur.
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Biaumler et al.'® presented a patient-specific model of aortic dissection that included a Newtonian fluid and an isotropic
hyperelastic solid, as well as boundary conditions tailored to patient data, prestress, and exterior tissue support. Hemo-
dynamic indicators and FSI-specific quantities such as variations in cross-sectional area or flap displacement during the
cardiac cycle have been reported for varying dissection flap shear moduli. The numerical framework was then validated
via an in vitro model in Zimmermann et al.!” Flow rates, cross-sectional area, and pressure were compared adopt-
ing 4D-flow MRI, 2D cine MRI, 2D PC MRI, and pressure catheter measurements, and showed good agreements for
true-to-false lumen flow splits (78/22 % in silico and 73/27 % in vitro), where the computational model overestimates the
mean pressure by 15.8 %, velocities and false lumen area expansion (11 % in silico compared to 5% in vitro). This study
highlights that FSI can indeed be used to predict hemodynamics in aortic dissections, but also shows that parameter
tuning in such highly complex models is a complicated matter.

Zhu et al.?° used FSI simulations to investigate repaired type A aortic dissection. A linear elastic material model was
employed for the tissue and stent, both of which were coupled to a Newtonian fluid. The authors report significantly
increased TAWSS and increased turbulence intensity, but slightly different true-to-false lumen pressure differences when
considering the coupled problem. Consequently, the authors conclude that FSI modeling may not be justified compared
to rigid-wall CFD in clinical settings. Depending on the study focus, the generalizability of this statement to other cases
of aortic dissection remains unclear because the simplified tissue models may not adequately capture the underlying
biomechanics.

Continuum mechanics approaches can be fruitfully used to study stresses and strains in tissue, as demonstrated
by Wang et al.?! Based on a case with a nondilated thoracic aorta with type A dissection, a two-layered (intima and
adventitia) patient-specific model was constructed that coupled the Holzapfel-Gasser-Ogden model for the tissue and
a non-Newtonian fluid including a turbulence model. WSSs in the false lumen were found low in the false lumen and
promoted thrombus growth and aortic dilatation, while the maximum von Mises stress in the tissue was found near the
bracchiocephalic artery and the stresses in the intima were, on average, higher than those in the adventitia. Unfortu-
nately, the prestress was not taken into account and the fibers were not aligned with the actual in vivo microstructure,
which potentially influenced the results and slightly reduced the significance of the reported stresses. Although this
study combines some of the most advanced modeling techniques, some aspects such as the detailed analysis of stresses
in microstructure-related measurements are not yet fully covered.

Within this work, we first present a framework that brings together contributions in this field and documents the
central aspects in modeling the vascular system with a focus on aortic dissection. The methods and modeling aspects are
applied to a patient-specific case of type B aortic dissection, where, unlike other currently available studies, we consider a
combination of: (i) a patient-specific geometry including three tissue layers, namely the combined intima and media, the
adventitia, and the dissection flap; (ii) layer-specific tissue models, that is, anisotropic Holzapfel-Gasser-Ogden models
with realistic microstructure orientations; (iii) a non-Newtonian rheological model; (iv) patient-specific boundary condi-
tions derived from 4D-flow MRI; (v) viscoelastic exterior tissue support; (vi) prestressed tissue that counteracts diastolic
fluid loading; and (vii) aortic root motion prescribed at the inlet. The framework presented is, therefore, one of the most
comprehensive currently available. For each case, individual nuances of model complexity and their differences will be
highlighted based on hemodynamic indicators such as TAWSS, OSI, HOLMES, true-to-false lumen pressure difference,
and volumetric flow rates. Additionally, we report tissue stress measures such as the maximum positive principal stress
and the normal and tangential tractions.

The structure of this contribution is outlined as follows: Sections 2 to 5 introduce the numerical framework for ana-
lyzing a patient-specific aortic dissection case. This encompasses patient data processing; mesh generation including the
implementation of the orientation of the microstructure; tissue and fluid mechanics; and the development of physiologi-
cal boundary conditions and prestress state. Subsequently, resulting hemodynamic indicators and tissue stress measures
are reported in Section 6 considering various levels of model complexity, including a rigid-wall simulation, linear elastic,
isotropic hyperelastic, and anisotropic hyperelastic tissue models with distinct material properties per tissue layer cou-
pled to Newtonian or generalized Newtonian fluids. The obtained results and limitations of the study are discussed in
Sections 7 and 8, followed by concluding remarks in Section 9.

2 | PATIENT DATA ACQUISITION AND PROCESSING

We consider the case of a 52-year-old man with a residual type B dissection who previously underwent aortic root compos-
ite valve graft and hemiarch replacement due to an acute type A aortic dissection. The data set, which includes computed
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tomography angiography and 4D-flow MRI data, was acquired eight days postsurgical intervention and originally pre-
sented in the work by Biaumler et al.!> Data processing and use was approved by the corresponding institutional review
board (IRB-33403) and the patient confirmed written informed consent.

2.1 | Aortic geometry and mesh construction

The patient-specific model generated is based on the earlier study by Bdumler et al.!® Briefly, as illustrated in Figure 1, the
dissection flap starts at the orifice of the left subclavian artery (LSA) in the aortic arch and extends into the iliac arteries. In
each iliac artery, a re-entry tear connects true and false lumina. The LSA is supplied by both true and false lumina, while
all other remaining branch vessels are supplied by the true lumen only. Hence, the dissection flap extends from the aortic
arch to the interior and exterior left and right iliac arteries at the very bottom of the geometry. This configuration renders
computational modeling particularly challenging. Considering only the aortic arch, for example, is troublesome for the
present geometry, since severing both the true and the false lumen is inevitable. Therefore, flow rates at these points
must be either assumed or measured to derive meaningful boundary conditions. With the present geometry as shown in
Figure 1, we thus avoid introducing a flow ratio between true and false lumina. The intimal surface, in other words the
fluid-structure interface, was reconstructed using Simvascular?? and subsequently modified in MeshMixer.?

Creating the lumen consists of multiple steps.!® First, segmentations of the true lumen and the combined true and
false lumen are created. Then, the true lumen model is expanded outwards by 2 mm in the normal direction. A sequence
of Boolean operations then creates a flap with a uniform thickness of 2 mm separating the true and false lumina. Now,
extending the luminal surface in the fluid-to-tissue normal direction by 0.8 and 1.2 mm yields the medial and adventitial
tissue layers, as illustrated in Figure 2. A similar approach can be taken to create boundary layers in the fluid domain,
simply inverting the sweep direction toward the centerline. Such boundary layers in the fluid mesh help capture large
gradients in the fluid velocity field. Based on closed surface representations of the individual layers, volumetric mesh
generation was then carried out in Gmsh.?* These meshes were subsequently combined by merging matching element
nodes. In a final step, the dissection flap was detected by starting from the tissue mesh and then recursively removing
tetrahedra on the exterior boundary. This lead to satisfactory results as shown in Figure 2.

(A) (B) ]l ©) (D)

Medial layer
Adventitial layer
Dissection flap
Lumen

FIGURE 1 Tissue layers and fluid domain: adventitial layer (A; dark red), medial layer (B; peach), dissection flap (C; light blue), and
lumen (D; gray).
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FIGURE 2 Close-up of the finite element mesh in the aortic arch region, showing the cut adventitia (dark red) and media (peach)
layers, exposing the dissection flap (light blue) originating at the LSA. The typical separation into true and false lumina is apparent, while this
cut shows mainly the false lumen lying anterior.
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FIGURE 3 Close-up of the aortic root (A) with media (peach) and adventitia (red) tissue layers, color-coded inflow profile, and inverse
direction vector; mean inlet velocity &;, and aortic root motion scale #;, (B), as discussed in Section 4.3.

2.2 | Patient-specific flow conditions

In a first step to derive tailored boundary conditions for the fluid problem, patient-specific flow measurements, including
4D-flow MRI data, were conducted by Biumler et al.!> The flow rate at the ascending aorta is used to derive a temporal
scaling for the inlet condition from the 4D-flow MRI data, as shown in Figure 3, to recover a patient-specific volumetric
flow rate. The inlet measures approximately 5.84 cm?, with a peak systolic flow rate of 28.9 1/ min, an average flow rate of
7.6 1/ min and a period of Tp = 0.78 s. The flow rates at each outlet, listed in Table 1, are used to derive suitable Windkessel
parameters. These parameters ensure physiological flow splits and pressure levels, as discussion in Section 4.4.

3 | BIOMECHANICAL MODELING
3.1 | Aortic tissue

The dissection flap, along with the medial and adventitial tissue layers are considered three-dimensional, anisotropic,
and hyperelastic. They are composed of a ground substance, or a matrix material, reinforced by two families of collagen
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TABLE 1 Relative flow rates and Windkessel parameters per outlet approximating flow and pressure data; taken from Biumler et al.'>

qi C; Ry R,

(%) (1071 m3/Pa) (107 Pa s/m?3) (108 Pa s/m?)
Brachiocephalic trunk 20.2 14.43 4.16 3.74
L. common carotid artery 5.8 4.12 14.48 13.03
L. subclavian artery (TL) 7.6 5.40 11.05 9.95
L. subclavian artery (FL) 5.9 4.19 14.24 12.81
Celiac trunk 12.6 8.95 6.67 6.00
Superior mesenteric artery 4.1 291 20.49 18.44
R. renal artery 7.2 5.11 11.67 10.50
L. renal artery 8.4 5.96 10.00 9.00
R. external iliac artery 10.9 7.74 7.71 6.94
R. internal iliac artery 4.5 3.20 18.67 16.80
L. internal iliac artery 9.0 2.63 22.70 20.43
L. external iliac artery 3.7 6.39 9.33 8.40

Note: TL, true lumen; FL, false lumen; L, left; R, right.

fibers.?® These collagen fibers are the primary load-bearing constituents, particularly in the regime of large strains. They
typically exhibit exponential behavior with increased strain. The specific constitutive relation addressed in this study
accounts for two fiber families dispersed nonsymmetrically around their respective mean fiber directions, and is based
on the work of Holzapfel et al.>> The implemented tension-compression switch ensures that only fibers under tension
contribute to the strain-energy density function. In other words, fibers buckle under compressive load.?6-28 To incorporate
this into our numerical framework, we utilize standard relations from continuum mechanics.?®?° We further define the
deformation gradient as F := I+ Vxd, where Vxd represents the gradient of the displacement field d relative to the
Lagrangian reference frame. The balance of linear momentum is then expressed as

psDyd—Vx - (FS)=0 in Q. (1)

Here, p; denotes the density of the solid in the Lagrangian reference frame Q? and Dd refers to the material acceleration.
We also have neglected body forces for this representation. The explicit expression for the second Piola-Kirchoff stress
tensor S is described in the Appendix A. For the discretization in time we consider the generalized-a time integration,*
while the nonlinear system is solved via Newton’s method adopting standard linearizations.?>26-31-32

To capture the orientation and dispersion of the fiber families, we use two generalized structure tensors, as described
in the Appendix A. The related dispersion parameters a and b as well as the in-plane and out-of-plane angles ® and ©
facilitate this representation. These angles refer to the local mean fiber directions to the vessel’s circumferential direction
E,, axial direction E,, and normal direction Es. For our current study, the statistical fiber parameters and shear modulus
for the neo-Hookean ground substance, the bulk modulus (which only weakly enforces incompressibility), and the fiber
stiffness and shape parameters k; and k;, are given in Table 2. All tissue parameters except the density p, = 1200 kg/m’
are selected individually for the three layers: dissection flap (i = 1), media (i = 2), and adventitia (i = 3). The shear moduli
are us1 = 62.1 kPa, p;, = 62.1 kPa, and p5; = 21.6 kPa, while the bulk moduli x}; are computed via

21+ v)
Kpi .=

= g i=1,2,3, 2
30 —2vy M ()

with the Poisson’s ratio set to v; = 0.499. Note that Equation (2) is only valid for homogeneous isotropic linear elastic
materials, but yields high penalty values x;, — oo that approach full incompressibility as vy — 1/2. For all tissue layers
we consider k; = 1.4 kPa, k, = 22.1, while the remaining fiber parameters for the dissection flap and the media are a; =
a, = 3.62,b; = b, = 34.30and ®; = ®, = +27.47°, for the adventitia, we set a = 3.08, b = 33.20, and ®; = ®, = +52.88°,
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TABLE 2 Parameter selection for the three tissue layers, namely dissection flap, media, and adventitia, listed for various constitutive
models, namely generalized Holzapfel-Gasser-Ogden (gHGO, see Equation (A15)), neo-Hookean (NH), or linear elastic (E90) models.

Tissue model Parameters

gHGO* Hs1 = Hsp = 62.1 kKPa, ps3 = 21.6 kPa, vy = 0.499
gHGO90 gHGO (stiffer dissection flap: u;; = 90 kPa)
gHGO120 gHGO (stiffer dissection flap: u;; = 120 kPa)
NH gHGO (without fiber contributions)

E90 E, = E, = 89.4 kPa, E; = 64.4 kPa, v, = 0.49
RWA None required; rigid wall assumption

*Layer-specific definitions
Dissection flap and media ki =14KkPa,k, =221,a =3.62,b=34.3, D = +27.47°
Adventitia ki =1.4KkPa, k, =221,a =3.08,b=33.2, ® = +52.88°

Note: In all cases the density is p; = 1200 kg/m>.

based on Weisbecker et al.3* and Rolf-Pissarczyk et al.>* The mean out-of-plane fiber orientation is controlled with ® = 0°,
yielding the classical helical pattern.

To capture remodeling of the dissection flap, which tends to stiffen over time due to fibrosis,*> we also considered
an increased shear modulus of the dissection flap in the above setting. Material parameters are summarized in Table 2
together with parameters defining simplified models considered for comparison in Section 6.

Finally, we would like to emphasize that the pronounced exponential material response of the adventitia could only be
partially reproduced due to numerical challenges in further increasing k; and k,. However, we expect that the implications
of this assumption will be minimal because the external tissue support discussed in Section 4.3 limits excessive expansion
of the vessel under physiological pressure. Therefore, large strains, where the exponential behavior of the collagen fibers
predominantly determines the structural stiffness, are not as relevant here.

3.2 | Blood flow modeling

In the context of the vascular system, blood flow is incompressible, but the fluid can show pronounced non-Newtonian
behavior. Under large shear rates, shear-thinning effects become prevalent, while in the quiescent state, higher resistance
to relative particle motion can be observed. To incorporate such effects, but simultaneously keep the associated numerical
costs low, so-called generalized Newtonian fluid models are among the most viable choices. According to this approach,
viscoelastic effects are neglected, but variable viscosity is sufficient to capture the main effects connected to blood flow.
Such aspects are particularly important for pathologies such as aortic dissections, stenoses, and aneurysms.*** Com-
parisons of Newtonian and non-Newtonian models in the patient-specific context have shown that the latter are more
consistent with clinical observations,*® while specifically in aortic dissection, studies using single- and multi-phase
(non-)Newtonian fluid models have shown significant differences in shear stress-based indicators.!*#

The generalized Newtonian fluid models employed in this work are characterized by a variable viscosity uy = ps(y),
which is a function of the shear rate 7, that is,

7 :=1/2VVu : Viu, with Viu :=1/2(Vu+ vu'), ?3)
such that the Cauchy stress tensor can be expressed as

of .= —pl+ nyvsu. 4)

13,16,18,42

In the context of vascular flow, prominent choices are the Quemada,?! Carreau-Yasuda, or the Carreau®! model,

capturing the shear-thinning behavior of blood. The latter rheological law can be expressed as

b1
2

1r(7) 1= 1Mo + (o — M) [1 + (49)?] 7, (5)
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TABLE 3 Parameter combinations considered in Equation (5), resulting in Carreau and Newtonian rheological models.

Rheological model Parameters
Carreau N = 5.13 mPas, g = 39.13 mPas, A = 0.9003 s, b = 0.3224
Newtonian 1 = 5.13 mPa s (constant viscosity)

Note: The density is p; = 1060 kg/m?® in both cases.

with upper and lower viscosity limits 7o and 7, and fitting parameters A and b (the parameter b should not be confused
with the concentration parameter introduced above, see also the Appendix A). We can then express the unforced momen-
tum balance and continuity equations on the moving fluid domain Q]E in the Arbitrary Lagrangian-Eulerian (ALE) form
as

proly + pr(U — W) - Vu—2 V- (4 V'u) + Vp =0, in Q} (6)
Vou=0, inQ. (7)

Here, pr denotes the density of the fluid, d;u/; refers to the ALE time derivative, that is, the time derivative at a moving grid
point,**=* and u,, denotes the mesh velocity. In the above system (6) and (7), we replace the incompressibility constraint
in Equation (7) with a fully consistent Poisson equation in the fluid pressure p, that is,

—Ap+ V- [2VuVys — pr(u — ) - Vu] — [V X (VX W)] - Vyr =0, in Q}. (8)
A finite element approach based on the Equations (6) and (8) in an iteration-free, linearized split-step scheme allows
the use of equal-order interpolation and circumvents expensive solves of a saddle-point system.*® In addition, a
streamline-upwind/Petrov-Galerkin method?'*” is employed to stabilize convective effects, allowing coarser spatial res-
olution. Regarding the material parameters, the fluid density is set to pr = 1060 kg/ m®, and the viscosity limits are set
as 7o = 39.13 mPa s and 7., = 5.13 mPa s together with A = 0.9003 s and b = 0.3224 taken from Ranftl et al.** Note that
these values were deliberately chosen on the upper end of the physiological range (hematocrit of 60%) to highlight exist-
ing differences between the Newtonian and the generalized Newtonian models, as the upper and lower viscosity limits
cover a larger range in this case. The material parameters are summarized in Table 3, which also lists parameters of a
Newtonian model used for comparison in Section 6.

4 | SELECTED TOPICS IN VASCULAR FLUID-STRUCTURE INTERACTION

In addition to the tissue and blood models that capture the constitutive behavior of the involved phases, several other
modeling aspects tailored to vascular flow and aortic dissection are essential for reproducing the physiological behavior
of the coupled system. For this purpose, the necessary modeling aspects are briefly summarized below, possible pitfalls
or shortcomings are highlighted, and the selection of parameters is discussed.

4.1 | Local fiber orientations

To make full use of the anisotropic constitutive relations that are adopted for the aortic tissue, the microstructure
orientation needs to be provided in each of the three structural subdomains. Classical approaches are based on solv-
ing one or multiple auxiliary Laplace problems with user-defined boundary values to construct smooth fields with
gradients approximating, for example, the axial or thickness directions of biological tissues. In more complex sce-
narios such as bifurcating vessels, aneurysms, the heart, or aortic dissections, standard algorithms frequently fail to
deliver satisfactory results. In order to alleviate the problems that arise in such cases, one typically resorts to solving
the Laplace problems in suitably selected subdomains of the target geometry and calculates the material orientation
per subdomain. 84
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Specifically for aortic dissections, prior knowledge of the expected configurations allows for a straightforward
approach, avoiding the selection of subdomains and tuning of associated boundary conditions. The key idea in this alter-
native approach, which was initially proposed in Schussnig et al.,”® is to combine a single auxiliary Laplace problem solved
for the axial direction with a rule-based extrapolation of the normal vector on the intimal surface into the tissue layer by
layer with threshold-based averaging. For details on the algorithm and further remarks, we refer the interested reader to
our previous work,?*? while we restrict ourselves to showcasing the final result obtained for the specific case at hand.
Figures 4 and 5 show the circumferential direction E; and the axial E, direction. From this we can directly determine
E; := E; X E,. These directions are then used to evaluate the structure tensors H, and Hg based on the fiber parameters
(see Appendix A).

4.2 | Prestressed reference configurations

The aortic tree is constantly under fluid load and, therefore, the geometry reconstructed from medical image data does
not coincide with a stress-free reference configuration as is typically required for a Lagrangian description of the solid. It
has been shown that the prestress present in the tissue cannot be neglected in patient-specific scenarios, as it contributes
significantly to the overall load-bearing behavior.!>1~3* To account for these stresses, we adopt the method introduced
by Hsu and Bazilevs.>® In particular, we make a slight modification to the momentum balance of the solid (1) by adding
a prestress tensor Sy to the first Piola-Kirchhoff stress P, that is,

P = F(d)[Sd) + So(dy)]. )

The start-up procedure of the FSI solver thus includes a precursor flow simulation in the rigid lumen to deter-
mine the diastolic flow field, which is then used to determine the fluid load involving pressure and viscous
forces acting on the structure at the time of image acquisition. We employ an iterative procedure to update d,
in Equation (9) in a load-driven, quasi-stationary approach, combined with a continuation technique3“* to facili-
tate the reconstruction of dy. This, in turn, yields a prestress So(dp) that counterbalances the load, resulting in zero
displacements.

The final vector field d, is shown in Figure 6 and resembles the inflation of the vessel due to diastolic blood pres-
sure. Furthermore, the true-to-false lumen pressure difference at the selected point in the cardiac cycle is reflected in
the displacement of the dissection flap. We would like to emphasize that dy should not be interpreted as an initial

Axial direction E>

Circumferential direction E,

FIGURE 4 Material orientation in a segment of the descending aorta (A): circumferential E; (B; red) and axial E, (C; blue) directions.
By using threshold-based averaging of the interface normal, we can construct E, even in the dissection flap, which is in contact with both the
true and false lumina.
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C

Circumferential direction E;
Axial direction E,

FIGURE 5 Material orientation in a segment of the abdominal aorta (A): circumferential E; (B; red) and axial E, (C; blue) directions.
The constructed material orientations show a quick and smooth transition for branching vessels.

displacement field in the initial boundary value problem. Instead, it contributes to the momentum balance (1) through
the prestress tensor Sy(dp), as detailed in Equation (9), and remains constant for all time.

In order to stabilize the coupling procedure at the beginning of the FSI simulation, in which vessel compliance is
suddenly taken into account and physiological blood pressures are immediately present, a mass-proportional Rayleigh
damping of the form c,,(#)D,d is considered in the tissue’s momentum balance (1). This well-known technique improves
temporal stability, coupling convergence speed, prevents finite time blow-up,*>’ and has proven useful in the vascular
regime.>*>>%5% The main purpose here is to stabilize the initial ‘release’ following the prestress computation. Radtke
et al.>®® demonstrate that a fixed parameter between ¢,, = 0.01 and c¢,, = 0.001 yields virtually identical results on the
cardiac cycle scale under physiological conditions. We therefore choose c,, = 0.01 to accelerate convergence, which is
scaled down within the first 0.2 s of the first cardiac cycle in the FSI simulation from an initially fairly large value of
¢ =0.1.

4.3 | Tethering the aortic tree

The motion of the aortic tree is limited by the exterior tissue, which is modeled by viscoelastic support. To this end, a Robin
boundary condition involving the traction vector T in the material configuration (first Piola-Kirchhoff traction vector) is
employed, that is,

T := PN = —k.d — c.D,d — p., (10)

where N denotes the outward normal to the boundary surface. The parameters are considered uniform across the entire
vessel exterior as k, = 107 N/m?, ¢, = 105 Ns/m?, and p, = 0 Pa in a similar range as the related works.!>606! These
parameters cause a realistic vessel expansion under physiological blood pressure.

As far as the constraints of the vessel ends are concerned, all of them are fixed except for the aortic root. The motion
of the aortic root has a significant influence on the stresses and strains in the ascending aorta, and has therefore been
the focus of several studies.®?-% In addition, high wall stresses correlate with intimal tear locations and areas with pro-
nounced geometrical variations, such as branching vessels, significant tortuosity, or rapid changes in diameter. Aortic
root motion has been considered in a patient-specific manner in a number of works,%2>%° while others have considered
a downward axial systolic root displacement from 10 mm® up to 15 mm,%*%7 or a combination of 8.9 mm axial displace-
ment and a 6° clockwise rotation,®*%* to simplify the rather complex three-dimensional motion.” In this study we impose
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(B) Prestress in reference geometry

lidpll [mm)]
1.25
[ |
0.86

. 0.46

FIGURE 6 The vector field dy counteracts the diastolic fluid load via Sy(d,) in a slice located in the descending aorta (A). The coloring
takes into account the maximum and minimal values in the slice. The true-to-false lumen pressure difference and the luminal pressure are
both reflected in dy and show an expansion of the vessel and displacement of the dissection flap toward the true lumen (B).

a downward axial displacement, that is, in direction of the vector shown in Figure 3. The maximum amplitude of the dis-
placement equals half the inlet radius Ry, that is, Ry, /2 =~ 6.8 mm lying in the range reported in literature.”®”! The aortic
root undergoes a clockwise rotation of 8° at its base as viewed from the apex, which is within the physiological range.”?
The collective motion of the aortic root combining these two modes begins with a smooth increase over 0.05 s when vessel
compliance comes into play. It then scales further according to

2
in :=1/4[1+sin<§w—ﬂt—n’/5>] , (11)

p

with a period of T, = 0.78 s fitting data from Stuber et al.,”* as depicted in Figure 3.

4.4 | Physiological inflow and outflow conditions

Regarding the inflow boundary condition, we use the scaling technique of Takizawa et al.”® to construct a quasi-parabolic
spatial scale on the noncircular inlet. Due to the aortic root motion, the rescaling procedure is performed at each time
step to obtain a patient-specific volumetric flow rate, as shown in Figure 3. At the beginning of the simulation, the bound-
ary condition is gradually increased from a quiescent state over the initial value of 0.1 s. At the remaining outlets i,
the flow rates are controlled via three-element Windkessel models that control the mean pressure p.; at each outlet I';,
that is,

d yEpiTPai

Ci —ppit+ =Q Dei — DPpi = Rp;iQi, (12)
Ry,

dt

with the volumetric flow over I'; computed as

Qi(u) :=/u-ndsx, (13)
r

i
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where n is the unit outward normal in the current configuration. In Equation (12) the capacitance C; incorporates elastic
effects of the neglected pipe network, p,; and pg; denote proximal and distal pressures, whereas the proximal and distal
resistances to the flow, R,; and Ry, control the amount of backflow by regulating the pressure. The mean pressure p,; is
then enforced via traction conditions on I';.

We adopt the parameter optimization approach from Bidumler et al.!> and use parameters that are already calibrated
for the current data. This ensures errors of less than 10 % in the systolic (psys) and diastolic (pgia) blood pressure, the
pressure amplitude (psys — paia), and the mean pressure, defined as pmean = (Psys + 2 paia)/3. This criterion is fulfilled
when the total vascular resistance is set to Ry = 8.4 X 10’ Pa s/m3, combined with a total vascular capacitance set to
Cr = 7.1 x 107° m3/Pa. The individual outlet’s capacitance and proximal and distal resistances are then computed accord-
ingto C; = Cr qi, Ra; = kg Rr/q; and Rp; = (1 — kq) Rr/q;, with flow fraction g; and the setting kg = 0.9 for all outlets.”*7>
The resulting values for each of the outlets are given in the Table 1.

5 | NUMERICAL ASPECTS

The FSI solver and the modeling aspects discussed previously are built upon a consistent splitting scheme*® and
semi-implicit coupling.3!-*? This framework is based on the deal . IT finite element library’® and the algebraic multi-
grid methods provided by Trilinos.”” Key aspects in this regard are the split-step scheme, which allows added-mass stable
coupling in a semi-implicit fashion. Combined with Robin interface coupling conditions and an interface quasi-Newton
method,”® this leads to only two to five iterations in the FSI coupling loop per time step to reach a reduction in the relative
error by a factor 103, while it also allows iterating only the fluid pressure variable and nonlinear structure solver. Execut-
ing the ALE update, fluid momentum balance, and viscosity projection steps once per time step results in a significant
reduction in the computational costs.3!-32

As can be seen from Figure 3, a single boundary layer of 0.25 mm thickness is introduced in the final mesh, while a
grid convergence study included grids with up to three boundary layers, and 3.41, 4.21, and 5.11 million finite elements.
When comparing flow rates and pressures at each of the outlets, sufficient agreement (with differences lower than 7 %)
between coarse and fine mesh results were found. We attribute this agreement to the following factors: (i) the boundary
layer mesh, which offers enhanced accuracy over uniform meshes and aligns closely with models including turbulence in
the context of aortic dissection®7%; (ii) the multi-layer tissue model, which already employs element sizes around 1 mm
ensuring the media and adventitia are accurately represented even in the coarsest grid; and (iii) the relatively smooth
solution fields, resulting from the lack of sharp re-entrant corners. The time step size was chosen adaptively to ensure
accuracy and stability of the semi-implicit scheme. This results in time step sizes ranging from 0.1 ms during systole up
to 1 ms, which is the maximum time step size enforced. For the present case, the first two cardiac cycles are considered as
precursor flow simulation (rigid wall flow simulation), since the diastolic pressure and an approximately periodic solution
is already reached. Thereafter, the diastolic load and corresponding prestress field are computed, to finally couple the fluid
and solid fields for five cardiac cycles. The results are reported for the seventh cardiac cycle, where a periodic solution is
reached.

To investigate the effects of various modeling options, we aim to compare hemodynamic and tissue indicators in
Section 6. The starting point is the model that considers three tissue layers of fiber-reinforced anisotropic material, as
shown in Section 3.1, which we subsequently call the generalized Holzapfel-Gasser-Ogden model (gHGO).2> Addi-
tionally, we employ models with a stiffened dissection flap, considering p;; = 90 kPa (gHGO90) and p,; = 120 kPa
(gHGO0120), which aims to capture remodeling of the dissected flap and corresponding stiffening over time. In a sim-
plifying assumption, we also adopt an isotropic, nearly incompressible neo-Hookean model (NH), omitting the fiber
contributions compared to the baseline gHGO model. Further simplification leads to a linear model, which ignores finite
strains altogether and assumes isotropic, elastic material behavior, referred to as E90. The simplified models, NH and
E90, do not reflect the exponential stress-strain relationship inherent in aortic tissue. However, from a computational per-
spective, they are appealing. The operator evaluation is more cost-effective, and the latter E90 model results in a linear
problem. Further, we include a simulation based on a rigid wall assumption (and zero aortic root motion) in our stud-
ies, referred to as RWA, which adopts a generalized Newtonian fluid flow simulation neglecting vessel compliance (apart
from the Windkessel models at the outlets). Depending on the study target, these simplified models might be attractive
choices as well. The material parameters of the tissue for each of the models are summarized in Table 2. Concerning
the choice of rheological law, we always pair the nonlinear tissue models with a Carreau fluid, but reduce the complex-
ity when combined with the linear elastic model, E90, leading to a Newtonian fluid. Fluid parameters are summarized
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TABLE 4 Aortic dissection models combining tissue and rheological models according to Tables 2 and 3.

Aortic dissection model Tissue model Rheological model Root motion
gHGO gHGO Carreau 4
gHGO90 gHGO90 Carreau v
gHGO120 gHGO120 Carreau v
NH NH Carreau 4
E90 E90 Newtonian v
RWA RWA (none) Carreau X

Note: All except the RWA model account for aortic root motion, as discussed in Section 2.2.

in Table 3, and the resulting models are listed in Table 4. Contrary to the tissue models, execution times for Newtonian
and non-Newtonian fluid models are rather similar, since merely an explicit viscosity projection step with a lumped mass
matrix is solved additionally.3!46

This model selection therefore enables the comparison of material models of different complexity (gHGO, NH, E90,
and RWA), investigating the effects of increased flap stiffness (gHGO, gHG090, and gHGO120) and covers models of low,
medium, and high complexity (RWA, NH, and gHGO). However, keep in mind that E90 and RWA comparisons are about
more than a single model change. This is because the E90 model follows the linear material behavior of blood and tissue,
and the latter takes into account a rigid domain, that is, a zero movement of the geometry.

6 | RESULTS
6.1 | Dissection flap displacement

First, we compare point-wise solutions obtained with the different models. Figure 7 shows point A located on the proximal
dissection flap in the true lumen. Here we report the displacement d in the seventh cardiac cycle. To relate the transients
to cardiac output, the inflow and aortic root motion scales &I;, and #;, are added in scaled form. If we adopt the material
parameters as described, we measure a displacement of up to 3.5 mm for gHGO and NH, which produce almost identical
results in this simplified norm. Of course, by stiffening the dissection flap, the observed displacement is reduced to 2.5 and
1.7 mm for the gHGO90 and gHGO120 models, respectively. The linear elastic model leads to 2.3 mm. In all approaches
considered, the peak displacement at point A is expected to occur shortly after peak systolic inflow. In the diastolic phase,
the motion of the dissection flap is reversed, causing the true lumen to narrow and reach its initial position. Notably,
the maximum deformation of 3.5 mm computed with the gHGO and NH models underestimates the clinically observed
displacements of the dissection flap, which reach 8.7 mm.!> We attribute these discrepancies to the combination of a
possible overestimated dissection flap thickness and overly smooth transition from the outer vessel wall to the dissection
flap, which provides additional support to the dissection flap. Both are due to challenges related to construction of the
boundary layer mesh. To counteract these two effects and achieve the displacements of the dissection flap observed in
vivo, one could adjust the material parameters of the tissue, specifically by lowering the shear modulus in the dissection
flap below the selected parameters.?° Additionally, unlike previous work,!” the dissection flap contains a prestress, which
is also expected to impact the results.

6.2 | Volumetric flow rates

Volumetric flow rates and false lumen perfusion are important hemodynamic indicators in aortic dissection. To this end,
we evaluate the true and false lumen flow rates Q; according to Equation (13) through five selected cross sections along
the aorta. The selected points for assessing cross-sectional flow are at the levels of the LSA, the pulmonary artery (PA), the
left ventricle (LV), proximal to the celiac trunk (CT), and in the abdominal aorta (ABD). Figure 8 combines a snapshot
of the velocity at peak systolic flow in the cross sections with flow rates for the true and false lumina reported for the
entire cardiac cycle. The snapshot shows results obtained via the baseline gHGO model at peak systole as indicated by
the inflow scale, with the increased flow through the true lumen and corresponding higher velocities easily identified.
We compare different levels of model complexity using the discussed models and parameters, as listed in Tables 2 and 3,
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FIGURE 7 Displacement d at point A (©), located in the descending aorta at the proximal end of the dissection flap in the true lumen,
relative to the inflow and aortic root motion scales ii;, and #;,. The gHGO and NH models provide similar results, while stiffening of the
dissection flap (light blue and light green) leads to a reduced maximum amplitude. Peak displacements occur at peak systole, while the
dissection flap exhibits oscillatory motion during diastole.

and additionally include simulation results from Bdumler et al.!> The latter are referred to as E20*, E50*, E100*, and
E800*, and are based on a model coupling an incompressible Newtonian fluid and a nearly incompressible neo-Hookean
solid. These simulations consider a Poisson’s ratio of v; = 0.49 and a Young’s modulus of E = 800 kPa in the outer arterial
wall and E = 20, 50,100, 800 kPa for the dissection flap, where the shear rate is then deduced from us; = (1 + v5)E/2. The
boundary conditions are chosen to be almost identical, only the inflow profile and the tethering of the vessel tree or
exterior tissue support are slightly adjusted compared to the present work.

In general, the waveforms show good agreement. However, variations occur in simulations that consider excep-
tionally low or high stiffness or completely neglect vessel compliance. The RWA simulation differs notably from the
E800*, which corresponds to an FSI simulation with small deformation of the dissection flap. However, this small
deformation is already enough to significantly influence the flow split between between true and false lumina. In
systole, the results obtained with the different approaches agree well, while in diastole, the simulations with lower
stiffness show pronounced fluctuations and increased transient behavior. The gHGO models with varying dissection
flap stiffness and the neo-Hookean model provide similar results in this comparison without significantly changing the
results.

Figure 8 also presents flow rates derived from MRI data. When comparing the in silico results with the MRI mea-
surements, we observe discrepancies similar to those in the previous study.!> Most notably, the peak systolic flow in the
proximal true lumen is underestimated, while reversed flow in the distal false lumen is observed. Despite the various dif-
ferences in the modeling approaches in the original work and the current study, the observed overall trends are similar,
but no in silico approach is able to reproduce the in vivo flow field and conditions. We posit that these differences are at
least partly due to the simplified inflow velocity profile used. While the quasi-parabolic shape considered in this study is
consistent with the volumetric flow rate, the inflow profile found in vivo is certainly more complex.

6.3 | True-to-false lumen pressure differences

A second crucial biomarker is the pressure difference between the true and false lumina. A nonzero true-to-false lumen
pressure difference may contribute to the progression of dissection by creating an imbalance in surface loads on the
dissection flap, thereby leading to its deformation. Continuous movement caused by alternating positive and negative
pressure gradients across the dissection flap could also result in collapse of the true lumen. This is another life-threatening
complication in aortic dissection, which potentially leads to malperfusion of vessels supplied solely by the true lumen. In
this context, Zhu et al.!! identified a true-to-false lumen pressure difference of > 5 mmHg as likely leading to unstable
aortic growth in a longitudinal study, which we consider here as a potential threshold value. The pressure difference
between the true and false lumina is calculated by determining the difference of the integral means over the sections of
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FIGURE 8 Snapshot of the velocity in the aorta considering the gHGO model at peak systole and flow rates over the cardiac cycle in
the true lumen (left) and false lumen (right). Models based on a RWA, FSI approaches of increasing complexity (E90 to gHGO) or increased
dissection flap stiffness (gHGO to gHGO120) are compared with results from Biumler et al.'> (E20* to E800*). Extreme values of tissue
stiffness affect the results, while most simulations produce similar transients showing that the perfusion and related velocities are higher in
the true lumen than in the false lumen.

the true and false lumina within a slice, denoted as I'rp, and I'py, yielding

fFTL p dsx /FFL p dsx

- . 14
/FTL 1 dsx ‘/FFL 1 dsx 14)

AprL/FL 1=

In Figure 9, we present the pressure in the selected slices (LSA, PA, LV, CT, and ABD) as determined by the base-
line gHGO model at peak systole. We also display the true-to-false lumen pressure difference over the cardiac cycle

d Y1 $T0T “LOTOLE0T

:sdpy woiy papeoy

NIPUOD pue SWId ], aY) 23S *[SZ0Z/H0/0] U0 Areiqr aut[uQ A1 ‘BInqsEnY YOYIOIQIqSIFISIOATUN AQ 8L/ dWU/ZO(T"(1/10P/WO AA[1A"

:sdiy)

101/W0d" KA1 A

pi

AsuRdI] suowwo)) aanear) ajqearjdde ayy £q pauIaoF are Sa[o1IE YO SN JO I[N 10§ AIRIGIT AUI[UQ K3[IAY UO (¢



16 of 39 Wl LEY SCHUSSNIG ET AL.

Pressure difference Aprypr

g}
=
E 4 LSA
g .
£
<o 12
: Y
:I?:u
§ 4
S 2
E LV
£ 0
5 p .
5
4 ‘;%\pf\ p [mmHg]
—_ a1 85.3
2 } v
=
=0
S 80.0 fal
£ 2 |
4 . 75.2 [\
4 F . TV
Cr s>
4 —
-'?,Eb —¥— RWA
E 0 -©- E90
2 i NH
g - gHGO
g4 ' —— gHGO90
gHGO120
—— ... E20*
---------- ES0°
B 4 — EI00
E E800*
g 0 ABD
E -_—
3 >
-4
4.7 4.8 49 5.0
Time 7 [s]

FIGURE 9 Snapshot of the pressure in the aorta considering the gHGO model at peak systole and the true-to-false lumen pressure
difference according to Equation (14) for selected cross sections. Models based on a RWA, FSI approaches of increasing complexity (E90 to
gHGO) or increased dissection flap stiffness (gHGO to gHGO120) are compared to results from Biumler et al.'> (E20* to E800*). Model
simplifications and modified stiffness parameters lead to different results. Deviations from the literature are due to the non-Newtonian fluid,
viscoelastic support, and differing tissue parameters.

and compare with the simplified approaches and data from Biumler et al.'> At peak systole, a positive gradient across
the dissection flap is observed, which reverts during diastole depending on the tissue parameters. Most notable are
again the differences between the gHGO, RWA, and E800* models. The RWA model shows even a negative true-to-false
lumen pressure difference in early systole and a decreased or similar positive true-to-false lumen pressure difference in
late systole and the diastolic phase, while the E800* model features an elevated true-to-false lumen pressure gradient
in systole.

When considering FSI with hyperelastic tissue properties, all approaches result in comparable true-to-false lumen
pressure differences at LSA, exhibiting slightly negative values during diastole and reaching maximum positive peak
values during systole. The peak of the positive pressure difference is less pronounced in the distal regions of the aorta,
where the single peak positive value at systole in the proximal regions slowly transitions into a slight positive peak and
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two negative peaks in the abdominal region. In general, the observations show that: (i) the simplified assumption of a
rigid vessel leads to significantly different outcomes in the current case; (ii) the linear elastic model (combined with a
generalized Newtonian fluid) exhibits discrepancies in the distal regions, particularly during diastole, while the other
nonlinear models largely agree. As for the reference results from the literature, we see that E50* and E100* models are
most consistent with the results obtained with the current framework as similar tissue parameters were employed to
obtain these reference values. We attribute the remaining differences to the non-Newtonian fluid model used here and
the viscoelastic support.

For completeness and to further quantify these observations in relation to the true-to-false lumen pressure differ-
ence, Table 5 lists the differences in the maximum and minimum Apry /p;, for each model over the entire seventh cardiac
cycle, while similar data for the remaining slices can be found in Appendix B in Tables B1-B4. Taking the highlighted
gHGO model as reference, we can thus verify from the upper right half of Table 5 that the gHGO and gHGO120 mod-
els provide similar minimum true-to-false lumen pressure differences, higher than the remaining models. Therefore, one
can conclude that the predictions using the gHGO and gHGO120 models indicate a lower probability of false lumen
expansion at the cross section at LV level because the overpressure in the false lumen, resulting in a negative Aprr/rr,
is smaller in absolute terms compared to the other simulations. The difference to the NH is minor in this norm, while
E90 and especially the RWA models deliver significantly different values from the gHGO reference, but one has to
keep in mind that the evolution of the true-to-false lumen pressure difference over time is lost in this procedure, and
other models that provide similar maximum or minimum values may actually differ significantly in their evolution
over time.

Examination of the maximum true-to-false lumen pressure difference in the cross section at the LV level (lower left half
of Table 5), we see that increasingly stiffer FSI models and the RWA model tend to predict smaller maximum true-to-false
lumen pressure differences. Note that the evolution of the pressure over time is lost again. The trend of increasing negative
pressure peak in the beginning systole with increased stiffness is also visible in Tables B1 to B4 (Appendix B) and manifests
itself in a high negative value in row RWA and column gHGO (gHGO value minus RWA value in mmHg: LSA: 0.67, PA:
1.46, LV: 3.63, CT: 5.51, ABD: 3.86) as well as in a high positive value in the gHGO row and E800* column (gHGO value
minus E800* value in mmHg: LSA: 1.37, PA: 0.95, LV: 0.55, CT: 2.72, ABD: 2.55).

However, the tables are not solely based on comparisons to the gHGO reference to enable cross comparisons between
the individual models. For example, we can easily compare the RWA model to the remaining ones looking at the first
row and column of Table 5: the first row shows that the RWA model provides the lowest minimum true-to-false lumen
pressure difference in the cross section at the CT level of all models, while the first column indicates the lowest maximum
Apr/pr, compared to all models in this cross section.

TABLE 5 Discrepancy between predictions of the true-to-false lumen pressure differences in the cross section at the LV level in
mmHg, determined by the different models: differences in maximum (lower left half) and minimum (upper right half) Apry /gy, over the
entire seventh pulse cycle.

RWA E90 NH gHGO gHGO090 gHGO0120 E20* E50* E100* E800*
RWA +0.00 -2.72 —-3.57 —3.63 -3.18 -3.63 -2.95 -3.16 -2.45 -3.08
E90 +1.64 +0.00 -0.85 —-0.91 —0.46 -0.91 -0.23 —0.44 +0.27 —-0.36
NH +1.68 +0.04 +0.00 —0.06 +0.39 —0.07 +0.61 +0.41 +1.12 +0.49
gHGO +1.87 +0.23 +0.19 +0.00 +0.45 —0.00 +0.67 +0.47 +1.18 +0.55
gHGO090 +1.99 +0.35 +0.31 +0.12 +0.00 —0.46 +0.22 +0.02 +0.73 +0.10
gHGO120 +1.74 +0.10 +0.06 -0.13 -0.26 +0.00 +0.68 +0.47 +1.18 +0.55
E20* +1.92 +0.27 +0.24 +0.05 —0.08 +0.18 +0.00 -0.21 +0.51 —-0.12
E50* +1.50 -0.14 -0.18 -0.37 —0.49 —0.24 —0.42 +0.00 +0.71 +0.08
E100* +1.48 -0.16 -0.20 -0.39 -0.51 —-0.26 —0.44 —0.02 +0.00 —0.63
E800* +0.54 -1.10 -1.14 -1.33 —-145 -1.19 -1.37 —0.96 -0.94 +0.00

Note: The difference between row i and column j is computed as the value from model in row i minus the value from model in column j.
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6.4 | Rheology

Local hemodynamics, flow splits, and pressure differences between true and false lumina, among other influencing fac-
tors, have a major effect on thrombus formation in aortic dissection.!? Complete false lumen thrombosis can promote
remodeling of the aorta and lead to favorable long-term outcomes. Although thrombus modeling in aortic dissection
has been explored®*? and the current framework incorporates a kinematics-based thrombus formation model,?>%* we
decided not to adopt this complicated modeling approach due to the absence of a thrombus in the false lumen in vivo. Sim-
ilar to the previous sections, Figure 10 shows a snapshot of the dynamic viscosity 4y at peak systole, while also reporting
on the integral-average viscosities in the true and false lumen parts of each cross section.

Although large velocity gradients near the vessel wall result in high shear rates with viscosities near the Newtonian
limit, we observe increased viscosity at the centers of both the true and the false lumen. Depending on the flow rate and the
resulting velocity gradients, the apparent viscosity varies over the course of the cardiac cycle, where the larger hydraulic
radius of the false lumen combined with the lower flow rate lead to an increase in viscosity. In the proximal regions and
especially during systole, the integral mean of the viscosity approaches the Newtonian limit due to the recirculatory flow
in the entry tear region. However, due to the low shear rates in the lumen centers, the integral mean over each of the cross
sections is higher than the Newtonian limit. Starting in the proximal descending aorta, where the diameter of the false
lumen increases, and continuing into the thoracic aorta, we observe lower shear rates and consequently higher viscosities.
Higher viscosity indicates increased shear resistance, further reducing the flow rate in the false lumen. This continues
until equilibrium is reached where the hydraulic pressure driving the fluid through the false lumen equals the additional
energy lost due to increased viscosity.

Naturally, the simplified E90 model shows a constant viscosity of 4 = 5.13 mPa s since we consider a Newtonian fluid
in this case, while the remaining models consider a Carreau fluid, see Table 4. The integral means in the false lumen of the
NH and gHGO models with increasing stiffness in the dissection flap (gHGO, gHG090, and gHGO120) exhibit differences
during the diastolic phase. This is when flow rates and shear rates decrease, leading to a subsequent increase in viscosity.
Similar results are obtained during systole and within the true lumen. However, particularly high values of viscosity in the
false lumen and the resulting reduced flow can influence the onset of false lumen thrombosis. The differences observed
here could therefore actually impact the model response over time. This aspect may then further influence thrombus
growth and related aortic remodeling, potentially greatly affecting hemodynamics and the response of the entire system.
Finally, we would like to point out that most of the transients presented in Figure 10 show periodic results, but this does
not apply to the cross section at the pulmonary artery level. This is because the data range does not perfectly cover the
entire cardiac cycle and there may be nonperiodic solution components that have not yet faded in the first seven pulse
cycles or are periodic over multiple cycles.

6.5 | Shear stress-based indicators

The TAWSS is an important hemodynamic indicator that is the integral mean of the absolute shear stress over cardiac
cycle i of length T, that is,

iT,
TAWSS := 1/Tp/ |T| dt, with 7 :=2un-Vu —2us [n' (n . Vsu)]n. (15)
(-1T,

Tissue exposed to elevated TAWSS for an extended period has a higher likelihood of rupture,3>%® whereas low TAWSS is
likely to promote risk of endothelial cell degeneration and serves as a key activator in thrombus formation.?-%* The TAWSS
is evaluated for the seventh cardiac cycle adopting the RWA, E90, and gHGO models and compared in Figure 11. In all
three models, areas of elevated TAWSS are found in the ascending aorta, in the true luminal arch region, near branching
vessels, and in the iliac arteries due to their pronounced curvature. The RWA simulation neglecting vessel compliance
yields notably elevated peak TAWSS values in an extended area with an increased TAWSS value of > 2.5 Pa. Areas of low
TAWSS < 0.2 Pa are mainly found in the false lumen, which is due to its low flow rate and large radius. Interestingly, the
RWA model shows lower TAWSS in the false lumen, while the FSI models E90 and gHGO show slightly increased TAWSS
in the false lumen, presumably caused by the wall motion due to pressure variations over the cardiac cycle.
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FIGURE 10 The 3D model shows a snapshot of the dynamic viscosity 4 in the aorta for the gHGO model at peak systole. Transients
during the cardiac cycle are reported separately for the true lumen (left) and the false lumen (right) for all material models. E90 considers a
Newtonian fluid, while the remaining models apply a Carreau law. All nonlinear tissue models produce similar results, except for the
proximal false lumen. High viscosities occur in diastole, while the Newtonian limit is reached in systole. Discrepancies between models
might impact other predictions such as thrombus formation or hemodynamic indicators and are therefore considered relevant.

Related to the TAWSS, the OSI is defined as

iT,
'1 ITofi e T dt‘

I:=1/2-
05 / 2 TAWSS

) (16)

with values between 0 and 0.5 indicate the orientation of the shear stress acting on the lumen wall. The zero OSI refers
to regions where the orientation of the WSS remains unchanged throughout the cardiac cycle, while the OSI for fully
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FIGURE 11 TAWSS integrated over the seventh cardiac cycle, determined with the RWA (A), E90 (B), and gHGO (C) models. High
TAWSS values are found in the arch region, at branching vessels, and true lumen. The false lumen has a low TAWSS for all models. The

simulation assuming rigid walls results in higher peak values and an expanded area of high TAWSS, while the low TAWSS areas are also
more pronounced. Note that the legend in (C) also applies to (A) and (B).

oscillating shear stresses that perfectly reverse direction at each time step reaches 0.5. The OSI, which acts on the endothe-
lial cells, is computed over the seventh cardiac cycle using the RWA, E90, and gHGO models. This is illustrated in
Figure 12, where areas with high OSI correspond to areas of recirculatory flow that exhibit unstable and complex flow
patterns. This is the case both in the true and the false lumen, with the latter featuring extensive areas of an OSI close to
0.5. Clear differences can be seen between all models considered, but the general patterns agree well. A relative measure
of the differences between the models, as discussed in various places in the literature,># would show high relative differ-
ences in OSI. For brevity, we have omitted such comparisons because Figure 12 suggests that they could be misleading
due to the significant relative differences in regions with an OSI close to zero.

The combination of high OSI and low TAWSS correlates with an elevated risk of rupture and remodeling.*!-%° This
gives rise to the HOLMES, a hemodynamic indicator defined according to Alimohammadi et al.,®* that is,

HOLMES := TAWSS(1/2 — OSI), (17)

to capture the intricacies of plaque formation and prediction. In Figure 13, we depict the HOLMES in the seventh cardiac
cycle for the RWA, E90, and gHGO models. All models show high HOLMES values in the vicinity of the intimal tear and
the proximal false lumen, while the distal false lumen features uniformly low HOLMES values. The HOLMES obtained
via the RWA model depicts even higher values in the true lumen, signaling a more uniform and elevated TAWSS. Peaks
in the entry tear region are most pronounced for the gHGO model, especially on the false lumen side (Figure 13(c)),
demonstrating the interplay between geometrical features, tissue models, and resulting shear stress values. Overall, we
observe similar patterns, although there are slight differences in the extreme values within the true lumen and in the size
of the areas of increased HOLMES values.
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RWA

FIGURE 12 OSIintegrated over the seventh cardiac cycle, determined using the RWA (A), E90 (B), and gHGO (C) models. Regions of
high OSI indicate recirculatory flow and complex flow patterns present in both the true and especially the false lumen. There are differences
between all three models, but the general patterns agree well. Note that the legend in (C) also applies to (A) and (B).

As a final hemodynamic indicator, we examine the endothelial cell activation potential (ECAP). Similar to HOLMES,
it relates OSI and TAWSS via®’

ECAP := OS1 .
TAWSS

(18)

This index is elevated in areas with high OSI and low TAWSS, indicating regions of endothelial vulnerability. Figure 14
shows ECAP computed over the seventh cardiac cycle for the RWA, E90, and gHGO models. The models considering
vessel compliance show lower ECAP in the false lumen compared to RWA. All models predict low ECAP in the ascending
aorta and arch, low to moderate values in the abdominal true lumen, and high ECAP in the false lumen. Differences
between all models can be observed in the false lumen, where ECAP is high. The E90 and gHGO models display similar
results, although with minor differences.

In summary, the differences in the hemodynamic indices TAWSS, OSI, HOLMES, and ECAP are significant in the
visual comparison for the present case in the mentioned regions when comparing the RWA model, which neglects ves-
sel compliance, with the E90 and gHGO models, which take tissue deformation into account. While the latter two FSI
models generally produce similar results in terms of shear-stress-based indicators, the remaining small differences could
still be relevant. We observed differences in TAWSS between the RWA and FSI simulations in the proximal true lumen,
differences in OSI particularly in the false lumen in all three simulations presented, elevated HOLMES in the true lumen
for RWA, increased peak HOLMES values for the gHGO models in the vicinity of the entry tear and an increase in ECAP
as determined by the RWA simulation. In general, however, the spatial distributions and magnitudes are largely simi-
lar, with notable differences only in the areas mentioned above. The main objective of this study is to provide a detailed
report on a single case study, and not to evaluate the statistical significance of these results. Based on these findings, it is
not possible to draw broader conclusions for general cases.
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FIGURE 13 HOLMES integrated over the seventh cardiac cycle determined by the RWA (A), E90 (B), and gHGO (C) models. Areas of
high HOLMES values indicate uni-directional high WSSs, while low HOLMES values are related to expansion and rupture of aortic tissue.
Low HOLMES values are found in the false lumen in all three models, regions of high HOLMES are predominantly found in the true lumen
where the simulation assuming rigid walls shows extended areas of high HOLMES values, and the gHGO model yields increased peak values
in the vicinity of the entry tear (C). Note that the legend in (C) also applies to (A) and (B).

6.6 | Tissue stress measures

Exposing the tissue to high stresses and strains, potentially over a prolonged period, is associated with aortic remodeling,
damage, or even rupture. However, computing the stress components in the material coordinate system that aligns with
the circumferential, axial, and thickness directions of the vessel wall is cumbersome for three-dimensional bulk geome-
tries reconstructed from clinical data and has rarely been reported in detail. To compute the stress magnitudes in these
coordinate systems, the material orientation can be derived from structured meshing algorithms®8° or, as in the present
case, as in Section 4.1. Due to the anisotropic microstructure and the associated direction-dependent material strength,
measures such as the von Mises stress are not particularly suitable, since they do not take into account the local material
orientation.

Figure 15 displays a simplified wall section with vectors indicating the directions: circumferential E;, axial E,, and
normal E;. In the tangential plane spanned by E; and E,, the mean fiber directions M; and M, are inclined by an in-plane
angle +®, while the out-of-plane angle is set to ® = 0°, which means that the mean fiber directions lie in the tangential
plane. The Cauchy stress tensor o of the solid can be written as

6, =J 'PF" = J7'F(S + S,)F", (19)

with the Jacobian J := detF, and the prestress tensor Sy according to Equation (9). The traction vector in the spatial
configuration, denoted as t := o;n, is decomposed into its tissue normal, circumferential and axial components. This
decomposition uses the material orientation vectors mapped via the deformation gradient F as

e, .=FE,, e, :=FE,.
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FIGURE 14 ECAP integrated over the seventh cardiac cycle obtained using the RWA (A), E90 (B), and gHGO (C) models. Regions of
high ECAP indicate high OSI and low TAWSS and therefore endothelial vulnerability. ECAP is high in the false lumen for all models,
whereas the results obtained with the RWA model show higher values. Note that the legend in (C) also applies to (A) and (B).

FIGURE 15 Material orientation in a simplified wall section (A), with vectors indicating the circumferential direction E;, the axial
direction E,, and the tissue normal direction E;. (B) Decomposition of the traction vector in the transformed coordinate system spanned by
e;, e; and e; into circumferential and axial shear components £, and t,, and the tissue normal traction component ¢, .
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The tissue normal direction e; := e; X e, leads to the normal traction vector ¢, that is,
t-e;
te. := es.
P |lesl]?

(20)
Additionally, there is a traction vector & , 1=t —t,,, which projects ¢ onto the transformed tangential plane. The shear
component vectors in the directions of e; and e, are given by

t = teu'ele f = telyz'e2
TP TEE R TPATE

e, (21)

all of which are shown in Figure 15 for a generic traction vector ¢ and coordinate system spanned by e;, e,, and es. In
simple terms, these vectors can be viewed as reaction forces that act between the individual layers composing the vessel
wall. In addition to these traction components, we also report the maximum positive principal stress, denoted as o1, which
represents the largest positive eigenvalue of 6.

The stress measures are evaluated at each finite element cell centroid, with the local material orientation given by the
vector fields E;, E,, and E;. We compute every stress measure, that is, the maximum positive principal stress and the tissue
normal and shear components, for selected time instants during the seventh cardiac cycle and separate them by tissue
layer and model employed. The values for each quantity are sorted into 500 groups, each covering equal value ranges
per dataset, effectively creating a histogram. Reporting on the group size and corresponding upper threshold allows for
easier visualization. We can now examine the selected stress measures over time and compare the extreme values and
their evolution over the cardiac cycle across tissue layers and models. In addition to the visual representation, we create
box plots to quantify the observations. In these box plots, the time step featuring the highest values is further analyzed,
considering the top 40 % highest values and removing the top 1% data range, since we are interested in the maximum
values without outliers. In each graph that displays data over time, the inflow profile scaling is indicated by a dashed
black curve in the foreground to facilitate temporal correlation.

Figure 16 depicts the maximum positive principal stress o7 in the adventia using models E90, NH, and gHGO. All
plots have peak values during systole, where the largest deformations are observed. The E90 model shows a clear peak in
the generated stresses, while the NH and gHGO models exhibit a smoother transition to the maximum value. The high
Young’s modulus selected for the E90 model, which is intended to achieve deformations in the range observed in vivo,
leads to significantly higher peak values in the adventitia and media compared to the hyperelastic models. However, there
are lower maximum positive principal stresses in the dissection flap.
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FIGURE 16 Maximum positive principal stresses in the adventitial layer sorted into 500 uniform groups covering the data range for
the E90 (A), NH (B), and gHGO (C) models. Group size and corresponding upper thresholds over time and inflow scale (dashed curve in the
foreground). The linear elastic model shows highest values and a clear peak, while the hyperelastic models show a more uniform
development over time. Note that the axis labels in (A) also apply to (B) and (C).
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Inspecting the box plots in Figure 17, we also note that the gHGO model has substantially increased values in the
adventitia compared to the NH, gHGO90, and gHGO120 models. However, for the media and the dissection flap, the
differences between the NH, gHGO, gHG090, and gHGO120 models are less pronounced. The stiffness ratios between the
tissue layers in each of the models result in different load distributions within the layers. Introducing fibers or increasing
the shear modulus in the dissection flap obviously influences the observed stresses.

Regarding the traction component in the tissue normal direction, denoted as ., all models produce similar results
in the group size/normal traction over time graphs, but differ in the maximum value observed. The systolic phase is
again clearly visible in the results as, for example, shown for the dissection flap and E90, gHGO, and gHGO120 models
in Figure 18. Compared to the maximum positive principal stress oy shown in Figure 16, we observe no decrease from
the largest group size and lowest values to the smallest group size and largest values, but we do see a peak in the lower
third to half of the value range. This peak in group size shifts to higher values during systole, but is rather similar across
models and layers. If the gHGO model is used as the basis, the elimination of the fibers, as in the NH model, results in
a redistribution of load, which subsequently leads to an increase in normal traction. Likewise, an increase in the shear
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FIGURE 17 Box plots of the maximum positive principal stress at the time step with the highest value. The 40 % highest values are
considered, with the top 1 % removed to omit outliers. The load distribution between the tissue layers (A to C) differs significantly when
comparing the E90 with hyperelastic models. The gHGO model with base parameters also differs from the NH, gHG090, and gHGO120
models in the adventitial layer, indicating different load-bearing behavior.
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FIGURE 18 Normal traction component in the disscetion flap over time divided into 500 uniform groups covering the data range.
Group size and corresponding upper thresholds over time, indicated by the inflow scale (dashed curve in the foreground). In the systolic
phase the values are noticeably increased. An increase in the shear modulus in gHGO120 (C) compared to the base gHGO model (B) leads to
increased normal traction, while the E90 model (A) yields lower values. Note that the axis labels in (A) also apply to (B) and (C).
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modulus in the dissection flap, as in the gHGO90 and gHGO120 models, also leads to an increase of t,,, see Figure 19.
Here, an increase in the dissection flap can be explained by its higher stiffness. The adventitia and media are also affected,
which is due to a general shift in system behavior when a stiffer flap is used.

The traction components ., and f,, display similar trends and temporal evolution in all models, so that we will there-
fore limit our discussion to the circumferential stress for brevity. Figure 20 shows the circumferential traction component
in all tissue layers for the gHGO model. Above all, despite the increase in pressure, only very small variation can be
observed over the cardiac cycle. For a comparison of the magnitudes of shear and normal components see Figures 19
and 21. One can immediately see that the in-plane traction components are significantly lower than the normal traction
components. This suggests that the load-bearing behavior of the pressurized aortic tree is in the current model dominated
by transmission through the wall directly into the viscoelastic support. In fact, this is very different from a pressurized pipe
without external support, where circumferential stresses play a major role. Of course, this has a large impact on the stresses
in the tissue, but further increasing the shear modulus of the tissue causes the parameters to quickly leave a realistic
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FIGURE 19 Box plots of tissue normal traction at the time step with the highest value. The 40 % highest values are considered, with
the top 1 % removed to omit outliers. Increasing the shear modulus or neglecting the fiber contribution compared to the base gHGO model
leads to an increase in normal traction in the hyperelastic models, while the E90 model leads to lower values in each layer.
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FIGURE 20 Circumferential traction component of the tissue layers (A to C) over time divided into 500 uniform groups covering the
data range for the gHGO model. Group size and corresponding upper thresholds over time, indicated by the inflow scale (dashed curve in the
foreground). In the systolic phase, the values are hardly increased and are generally well below the normal traction components, indicating
direct load transfer to the viscoelastic support rather than an increase in diameter and resulting circumferential stresses. Note that the axis
labels in (A) also apply to (B) and (C).
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FIGURE 21 Box plots of circumferential traction in the time step with the highest value. The 40 % highest values are considered, with
the top 1 % removed to omit outliers. The hyperelastic models produce significantly different results than the E90 model, while
circumferential stresses are generally much lower than the normal traction component shown in Figure 19.

range. Increasing exponential contributions could alleviate some of these problems. However, larger strains and deforma-
tions are needed for noticeable differences, which is in contrast to the relatively small displacements typically observed
in vivo. Thus, the tissue support parameters are maintained in a similar range to other works in the area,!>60-61.9091 again
pointing to the need for improved models of viscoelastic support.

7 | DISCUSSION

The framework presented includes an anisotropic material model and takes the aortic wall into account in a layer-specific
manner. It employs a non-Newtonian rheological model for blood flow, incorporates prestress and viscoelastic support of
the aorta, and applies physiological boundary conditions for both blood and tissue. As a representative patient-specific
application, a complex case of aortic dissection based on clinical data is considered. Different models with varying com-
plexity are compared, taking as a baseline the combination of a nearly incompressible gHGO model with realistic fiber
orientations and a Carreau fluid, both with realistic material parameters. The shear modulus in the dissection flap is
artificially increased from p,; = 62.1 kPa by ~50 % to ps1 = 90 kPa, or by 100 % to us; = 120 kPa, in the gHGO90 and
gHGO120 models, respectively. Reducing the model complexity by omitting the fiber contributions yields a NH model.
Assuming infinitesimal strains and applying Hooke’s law, a linear elastic tissue model is created, which is combined with
a Newtonian fluid in the E90 model. It is also possible that vessel compliance is completely neglected, leading to a pure
flow problem on a fixed grid in the RWA model, which involves a Carreau fluid. Wherever possible, parameters optimized
by Baumler et al.!> have been adopted to ensure better comparability and to reproduce flow splits and pressure levels, as
discussed in Sections 2.2 and 4.4, while the additionally relevant tissue and blood parameters were taken from literature,
see Sections 3.1 and 3.2. In the following, the current framework and the results obtained are placed in relation to other
works in the field in order to highlight differences in the modeling and the results presented.

Dissection flap displacement. Using the gHGO model with physiological model parameters, we report a maximum
dissection flap displacement of ~3.5 mm in Figure 7, which underestimates the clinically measured maximum value of
~8.7 mm. The previous study'> on the same case found ~1.4 mm up to ~13.4 mm, depending on the material parameters
selected for the tissue. Such values could not be achieved with the current approach. This limitation could be due to an
overestimation of the stiffness of the dissection flap or to the geometric modeling of the transition from media to the
dissection flap. Other works have reported values <1.5 mm!>'42% or up to 4.6 mm,’ highlighting the patient specificity.
The need for FSI methods therefore depends on the specific problem and must be carefully assessed in each individual
case.

In a simple point-wise displacement norm (see Figure 7), differences between modeling approaches are eas-
ily observed, but complex nuances cannot be further assessed. Interestingly, the NH and gHGO models yield
almost identical displacements, while E90, gHG090, and gHGO120 lead to a reduced dissection flap displacement.
Overall, the general shape of the displacement curve is similar for all models, while minor differences are only
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observed in the diastolic phase. The exponential fiber contribution does not lead to notable differences in this blunt
measure.

Volumetric flow rates. The flow split between the true and false lumina results in recirculatory flow in the proximal
aorta. This also affects upstream regions and triggers vortices in the false lumen, leading to a reduction in WSS, which is
associated with the loss of endothelial cells in the intimal layer.”® Clinical studies suggest that low false lumen flow rates
promote favorable clinical outcomes and reduce the likelihood of complications.’*?

The flow splits between the true and false lumina shown in Figure 8, computed over each of the models considering
FSI with hyperelastic tissue models (NH, gHGO, gHGO090, and gHGO0120), provide well-matching results. The increased
stiffness introduced when considering fibers or increasing the dissection flap stiffness has little effect on the flow split due
to the limited dissection flap displacements. Only the E90 model leads to notable differences in the distal regions and in the
false lumen. This difference is due to the Newtonian fluid model and the dissection flap motion. When comparing these
results with the RWA model, one can see the effects of vessel compliance and a mobile dissection flap on the true-to-false
lumen flow split. This combination leads to a significantly reduced false lumen perfusion, which is in good agreement
with the results presented by Biumler et al.'®> For the current case, all hyperelastic models provide comparable results.
However, the simplified models (E90 and RWA) give different results that affect the hemodynamic indicators, as explained
below.

The differences between all in silico results and the MRI data are as pronounced as in Biumler et al.'” In that
study and similarly herein, flow rates at the primary entry tear level are underestimated and retrograde flow in the
distal false lumen was not observed. Due to the proximity of the primary entry tear to the aortic root, both the
inlet profile and the Windkessel parameters for the supra-aortic vessels are critical factors in the true-to-false lumen
flow split. However, as in many clinical scenarios, the former is not available, while the latter is fixed for better
comparison with the work that presented results initially.!> This leads to the conclusion that although the more com-
plex models considered have a significant influence on the flow rates, the boundary conditions for the flow problem
play an equally important role in modeling the present case. In terms of the clinical outcomes, underestimation
of compliance leads to underestimation of false lumen flow, which in turn could underestimate the risk for late
complications.*%

True-to-false lumen pressure differences. The pressure difference between the true and the false lumen drives dissection
flap motion. A more pronounced negative true-to-false lumen pressure difference — meaning higher pressure in the false
lumen - is associated with the dilatation of the false lumen, true lumen collapse, and branch vessel occlusion.’®%° A
longitudinal study by Zhu et al.!! identified a luminal pressure difference of more than 5 mmHg as a potential threshold
value signaling unstable aortic growth.

The results presented in Figure 9 show small differences in the hyperelastic models, even with increased stiffness or
by omitting the fiber contribution, while the E90 model differs slightly, but probably insignificantly from the rest of the
FSI simulation results. Interestingly, ignoring vascular compliance, the RWA shows a pronounced negative peak in the
abdominal aorta at systole and a reduced positive peak at early systole. In the current results we generally observe good
agreement with the previous study.!> However, there is less variability between our modeling choices, which is due to
the reduced dissection flap motion resulting from the parameters chosen in the physiological range only. The influence
of various tissue parameters is small given the hyperelastic models, while the RWA approach leads to an increase of
up to ~200 % in the negative peak value in early systole. Thus, using the threshold value of 5 mmHg, the RWA results
indicate unstable aortic growth in the abdominal aorta, while the true-to-false lumen pressure difference determined via
FSI results in a positive pressure difference during most of the cardiac cycle. Therefore, unlike the RWA prediction, the
FSI prediction suggests favorable outcomes. The difference between the FSI and RWA models is potentially more drastic
in the present case than in other configurations because the proximity of the primary entry tear to the aortic root and the
resulting dissection flap displacements strongly influence the flow split between true and false lumina, hence the pressure
difference.

Rheology. Non-Newtonian fluid models are known to significantly influence blood flow, especially in the presence
of pathologies such as aortic dissections, stenoses, or aneurysms.3*-3 in silico studies adopting single- and multi-phase
(non-)Newtonian models identified significant differences in shear-stress-based biomarkers,'##! which in turn are incor-
porated into thrombus formation models to predict long-term outcomes of aortic dissection.®31% In a simplified approach,
we considered a single-phase generalized Newtonian fluid to capture the most relevant effects over a variable viscosity
field. The present choice of parameters at the upper end of the physiological spectrum deliberately emphasizes the dif-
ferences between Newtonian and generalized Newtonian models, as low average viscosity values are related to a smaller
difference between upper and lower viscosity limits. Under these circumstances, for none of the non-Newtonian models

1°p1 “bT0T ‘LOTOL60T

:sdny woly papeo|

ASULII suowwo)) dAneal) ajqesrjdde ayy £q pauraA0T are sa[one YO fasn Jo sa[nl 10J AIeIqIT AuI[uQ K3[IA\ UO (SUOIIPUOI-PUE-SULIA)/ W00 K[ 1M KIeIqi[aul[uo//:sdiy) suonipuo)) pue swa ], oy 23S [$70T/+0/+0] uo Areiqry auruQ Ko[ip ‘Sinqsdny youpor[qiqsiensioatun £q g/, dwWu/z00 1 ([ /10p/wod Ka[im”



SCHUSSNIG ET AL. 29 of 39
WILEY

does the cross-sectional average viscosity reduce to the Newtonian limit, as illustrated in Figure 10. This suggests that low
shear rates persist throughout the cardiac cycle in both the true and the false lumen. Due to the lower flow rate and larger
cross-sectional area, the false lumen has lower shear rates and, therefore, higher viscosities, resulting in inhibited flow
in the false lumen and faster diffusion of vortices and recirculations. We observe significant differences in the viscosity
itself, and the potential influence of increased and varying viscosity on shear stress and related hemodynamic indicators
is of direct clinical relevance.

Shear-stress-based indicators. TAWSSs and associated biomarkers are crucial for the interpretation and evaluation of
vascular models. High TAWSS values correlate with an increased likelihood of rupture,®>8¢ while low TAWSS values could
increase the risk of endothelial cell degeneration and are often integrated in thrombus formation models.®* High OSI val-
ues combined with low TAWSS are associated with an increased risk of rupture and remodeling.*"-3> By combining these
two quantities, we obtain the HOLMES® and ECAP®” hemodynamic indicators. These biomarkers indicate oscillatory
shear of low magnitude, and thereby endothelial vulnerability. Consequently, these quantities allow assessing the risk
associated with false lumen expansion, remodeling, and rupture.

Comparing TAWSS, OSI, HOLMES, and ECAP in Figures 11-14 for the RWA, E90, and gHGO models, it is observed
that the RWA model produces both a lower TAWSS in the false lumen and a higher TAWSS in the true lumen and branch-
ing vessel regions. By completely ignoring vessel compliance and wall motion, we observe reduced shear stresses in
the rigid false lumen. A rigid wall neglecting vessel expansion even under systolic flow conditions, results in a smaller
hydraulic radius, leading to increased shear rates and consequently higher shear stresses in the true lumen. Consequently,
the prediction of the RWA model appears more pessimistic. This trend extends to the OSI index and the derived HOLMES
and ECAP biomarkers, where the RWA model indicates degraded conditions in both the true and false lumina. Depend-
ing on the threshold value employed, the RWA, E90, and hyperelastic models could lead to similar conclusions, but they
can also suggest contradictory outcomes. However, accounting for model errors, the significance of these differences is
beyond the scope of this study. The probability of rupture cannot be reliably derived from shear stress-based markers alone,
as the load capacity of the tissue and resistance to rupture are completely ignored. High load, as predicted by HOLMES
or ECAP is not the only influencing factor regarding failure. The same shear stress and related biomarkers (loading)
could lead to different outcomes depending on local tissue strength (resistance). Here, local resistances must be taken
into account.

Tissue stress measures. The present model considers a layer-by-layer representation of a patient-specific aorta, distin-
guishes between adventitia, media, and dissection flap, and accounts for the local fiber orientation. To fully exploit the
model complexity when postprocessing the stresses, the anisotropic material properties were taken into account in tissue
stress measures. Related works are based on the von Mises stress?®?! or the maximum principal stress,**3° but none of
these works relate the Cauchy stress directly to the microstructure orientation of the vessel. In this work, we investigated
the spatio-temporal distribution of the latter stress measure, but also included the normal and tangential traction com-
ponents of the tissue. The stress measures are calculated at selected time steps during the seventh cardiac cycle using the
local coordinate system in each cell centroid. The resulting values are categorized into groups with equal data ranges to
detail the sizes for each group. We found values of o7 within the range reported in.3*# Differences between tissue layers
and models are illustrated in Figure 17. The E90 model provided an order of magnitude higher values, but also provided
displacements of the dissection flap displacement comparable to the hyperelastic models, see Figure 7. The hyperelas-
tic models all gave similar maximum positive principal stresses. However, the values in the adventitia are higher when
derived from the gHGO model. We hypothesize that the stiffness ratios between the different layers in each model influ-
ence the load distribution across the layers. Introducing fibers or increasing the shear modulus in the dissection flap
influences the observed stresses. Using the current parameter set, all hyperelastic models produce mostly similar results.
This suggests that existing methods that involve fairly stiff viscoelastic support may not reproduce the load-bearing behav-
ior found in vivo sufficiently. If the viscoelastic support found in vivo is significantly lower than assumed in the literature,
the relative importance of ring forces increases and thus the influence of constitutive modeling, anisotropy and fiber
reinforcement.

Regarding the traction components in the normal direction of the tissue, the hyperelastic models have higher values
than the linear E90 model, as shown in Figure 19. Among the hyperelastic models, the gHGO model resulted in the lowest
normal traction in media and adventitia. An opposite trend can be observed for the circumferential traction components,
see Figure 21. The linear elastic model E90 demonstrates increased shear, while the gHGO model has values that differ
from other hyperelastic models in the dissection flap. Overall, the gHGO model results in a reduced shear-to-normal
traction ratio. In all models, the pressure load is mainly transferred to the viscoelastic support, with less dependence on
circumferential stresses. The interaction of tissue parameters and viscoelastic support thus shapes the stress state in the
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tissue, which shifts from transduction in the normal direction of the tissue to a circumferential load distribution and the
creation of ring forces. This highlights the need for careful design of the vessel’s exterior support parameter fields.?!
Nevertheless, our findings support the use of hyperelastic solids with spatially varying parameters, as the results differ
significantly from the E90 model, and differences can also be seen when comparing the anisotropic gHGO and isotropic
NH models.

8 | LIMITATIONS

Patient-specific simulations of the cardiovascular system require a variety of assumptions to reach a complete problem
description, that is, to define a complete initial boundary-value problem. As model complexity increases, the number of
model parameters and the associated tuning possibilities increase. In this present study, we focused on a comparison of
fluid and solid modeling assumptions that form the basis of the computational framework. We compare these modeling
assumptions by quantifying their outcomes using hemodynamic indicators and tissue stress measures, which are strongly
influenced by parameter selection. Therefore, the selected parameters for each of the fluid and tissue models limit the
generality of the conclusions drawn. Extrapolation of the presented results to other cases of aortic dissection is cumber-
some. However, the single case analyzed here can be viewed as a typical example and the conclusions can therefore be
transferred to similar cases. Although the tissue layer thickness and parameters are assumed to be constant for each tis-
sue layer, it is important to note that this approach goes beyond the state-of-the-art in modeling aortic dissection. With
such intricate geometries, the layer-specific subdivision of the aortic wall represents a particular challenge. In order to
avoid shell elements, the intimal layer is merged with the media. The outcomes of the nonlinear coupled system are also
influenced by other factors such as the Windkessel parameters and inflow profile, which are kept constant for all mod-
els considered, although tailored parameter sets may fit the clinical data better than the considered set. The framework
would therefore greatly benefit from automated parameter fitting to better match the clinical data for each of the models
considered.

9 | CONCLUDING REMARKS

We introduced a robust and comprehensive numerical framework tailored to the simulation of vascular flow and tissue
deformation with a focus on aortic dissection. Although it combines a number of existing techniques, the particular con-
tribution of this work lies in the representation of the vessel wall layers — adventitia, media, and dissection flap - each
of which is endowed with specific parameters. Automated construction of physiological material coordinate systems to
correctly align the microstructure is key to applying anisotropic hyperelastic models in patient-specific cases where the
dissection flap present in aortic dissection cases requires nonstandard treatment. The different variants of the models con-
sidered involve rigid wall flow problems and FSI simulations that couple Newtonian and non-Newtonian fluids with linear
elastic, nearly incompressible (an-)isotropic hyperelastic, possibly fiber-reinforced continua and adopting layer-specific
parameters. The results are carefully analyzed using established hemodynamic indicators and other biomarkers. We eval-
uated and compared dissection flap displacements, flow rates in both true and false lumina, true-to-false lumen pressure
differences, and shear stress-based indicators such as TAWSS, OSI, HOLMES, and ECAP. The results presented agree
well with the previous study by Biumler et al.,’ but extend the results toward more complex constitutive behavior and a
deeper analysis using hemodynamic indicators and tissue stress measures.

This study provides detailed results incorporating the microstructure of the aortic wall and the stress measures used,
shedding insights into in vivo stress conditions within a patient-specific geometry under physiological conditions. Most of
the results presented show significant differences between rigid wall flow simulations and the linear elastic and hyperelas-
tic models in an FSI approach. However, some hemodynamic indicators show only small variations. The detailed analysis
of the normal and shear stress components of the tissue showed that a significant portion of the pressure load is transferred
to the viscoelastic support, while the contribution of circumferential tractions depends on the tissue-to-support stiffness
ratio. This latter conclusion has received little attention in the past and motivates future investigations into parameter
identification in patient-specific scenarios of vascular flow.

In summary, the aim of the computational study has been to evaluate the increased numerical effort required for
FSI modeling. Expectations suggest factors of 5 to 20, not including the time spent on mesh construction and fur-
ther preprocessing. Based on the current case, one could argue that certain hemodynamic indicators only require
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rigid wall simulations instead of comprehensive FSI simulations, while others showed greater differences. One could
also consider conducting a detailed stress analysis in the tissue using only systolic flow conditions, which might pro-
vide somewhat similar results to FSI but at considerably reduced costs. However, it is important to highlight that
the uncertainty associated with patient-specific modeling and associated parameters limits the significance of indi-
vidual models of the vascular system, including the present one, again highlighting the need for further research in
this area.
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APPENDIX A. CONSTITUTIVE MODEL FRAMEWORK

The macroscopic anisotropic mechanical behavior of the aortic wall along with the underlying microstructure in the
individual tissue layers are best captured using an anisotropic constitutive model. We specifically implemented the
model proposed by Holzapfel et al.,>> herein termed gHGO, which effectively represents the collagen fibers that are
nonsymmetrically dispersed around their mean fiber orientation and embedded in the ground substance.

To achieve this, we first introduce the strain-energy function ¥ as

¥ = ¥(C, H), (A1)

a function of the right Cauchy-Green tensor C = F'F, which in turn is defined by the deformation gradient F, as intro-
duced in Section 3.1, and the generalized structure tensor H. The generalized structure tensor characterizes the dispersion
of collagen fibers oriented around their mean direction, which can be defined as

2 /2
H = 4i / p(®, O)N(P, ©) ® N(P, ®) cos © dPdO, (A2)
O=0J O=-7/2

with the property tr H = 1, and with

N(®, ®) = cos ® cos DE; + cos O sin PE, + sin OF;, (A3)

where E1, E,, and E; are orthonormal basis vectors defining a Cartesian coordinate system in the reference configuration
in which the vector N(®, ®) describes the orientation of a single fiber within its fiber family. This orientation is charac-
terized by two angles ® € [0,2x] and ® € [—x /2, x/2]. Consequently, all orientation vectors N(®, ®) lie on the surface
of a unit sphere. Note that the orthonormal basis vectors do not necessarily coincide with the mean fiber orientation and
therefore need to be rotated to align with it. The generalized structure tensor is determined using a probability density
function p(®, ®), which is integrated over the possible orientations on the surface of the unit sphere. We also need to
satisfy the normalization condition given by

2 /2
1 / / (@, 0) cos © dDdO = 1. (A4)
47 Jo=0J0=-z/2

Imaging results on collagen fiber dispersion in human aortic layers have indicated that the dispersion within the tan-
gential plane is more significant than that in the out-of-plane direction.!! Interestingly, the study'® also revealed that
the dispersions of the two planes are essentially independent. This independence suggests that the probability density
function, particularly the bivariate von Mises distribution, as proposed by Holzapfel et al.,>®> can be multiplicatively
decomposed as

P(D,0) = pin(P)pop(®), (A5)

where pi,(®) and p,p(®) represent the in-plane and out-of-plane dispersion, respectively, with the properties pj,(®) =
pin(® + 7) and pop(0) = pop(—0). The normalization condition introduced in Equation (A4) is now given by
27 /2
1

— pip(®) d® / Pop(®)cos® dO =1, (A6)
4z Jp=o O=—1/2
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determining the proportionality constant with in-plane and out-of-plane contributions, given by

9o () = exp[b cos(2®)] and  pop(©) = 2 / 2b exp[b cos(20)] ’ (A7)
Io(a) 7 exp(b)erf(/2b)

where Iy(x) denotes the modified Bessel function of the first kind of order 0, erf(x) is the error function, and a and b
represent the concentration parameters of the distribution functions.

In our case only the diagonal components Hj;, Hy;, H3s of the generalized structure tensor H in the reference
configuration are nonzero, so that H can be represented in the form

H=H;E; ® E; + HE; ® E; + H33E3 ® Es. (A8)

By using Equations (A2) and (A3) in addition to the probability density functions described in Equations (A5) and (A7),
the diagonal components are explicitly specified by!'%2

H =1[1+Il(a)] 1_l+ exp (—2b)
: L@ | 4" \/agb erfv/2b) |

H22=1[1_11(a)] ll_l+M], (A9)
2 Io(a) 4b  \/2xb erf(\/2b)

1 exp(—2b)
Hyy = -~ ————

4b \/ 2rb erf( \/%) ,

in which I; (x) denotes the modified Bessel function of the first kind of order 1.

The strain-energy function ¥ can now be formulated for each layer, which describes the fiber alignment and disper-
sion for two fiber families i embedded in a ground substance. We assume here that the tissue is (nearly) incompressible, so
that the determinant of the deformation gradientJ = det F approaches one. For the isotropic ground substance we follow
a multiplicative decomposition of F into a dilatational part J/3I and a distortional part F = J=/3F, see, for example, Giil-
tekin et al.,'3 where I denotes the second-order unit tensor. We now assume that ¥ consists of a volumetric part ¥y, a part
W, that captures the ground substance, and a part ¥ that describes the contribution of two families of nonsymmetrically
dispersed collagen fibers. Thus,

¥ = W)+ We) + ) We(C Hy), (A10)

i=4,6

—  —_T— - —
where the first strain invariant of the symmetric modified Cauchy-Green tensor C = F F is given by I; = trC, and H;
denote two generalized structure tensors related to the two fiber families embedded in a ground substance.
We can now derive the second Piola-Kirchhoff stress tensor S as?
oY

s=22"=7J
oC oJ oL,

avaol(J) C_1 + ZJ_Z/3]P> . a\Pg_(Il)I +2 Z ()ch(C, Hi),

C (A11)

i=4,6

where P =1 - (1/3)C™ ® C is a projection tensor in the Lagrangian setting and (I)agcp = 1/2(84c68p + 64pdpc) repre-
sents a fourth-order identity tensor.

The explicit expression for the volumetric energy Wy, is assumed to be according to Simo and Miehe,!% setting = -2,
and the ground substance is approximated by an isotropic neo-Hookean model, that is,
_Kb/p2 7\ _ Hs /3
Pool(J) = Z(J -1-2InJ), Y,I)= 3(11 -3), (A12)

where «j is the bulk modulus according to (2) and us > 0 is the shear modulus of the ground substance in the reference
configuration. The stress-strain response of the collagen fibers, which are responsible for the high nonlinear stiffening of
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the aorta, is described by an exponential function that corresponds to the energy documented in Holzapfel et al.,? that is,
¥.(C,H,) = ;Tl[exp(sziZ) —1], i=4,6, (A13)
2

where k; > 0 is a stiffness-like parameter and k, > 0 is a dimensionless shape parameter, while

E;=H;: (C-1) (A14)

is a Green-Lagrange strain-like quantity that can be interpreted as an averaged or weighted fiber strain, depending on the
fiber dispersion by the structure tensor H;, that is, Equation (A8) and the macroscopic deformation by C. Since trH; = 1,
we can write E; = H; : C — 1, using Equation (A14). We use the invariants I; as switches, and assume that ¥, only
contributes to the total energy W when I, > 1 or I, > 1. Note that I; are the squares of the stretches in the mean fiber
directions.

Finally, we can rewrite Equation (A11) as

§=2(P = 1)C 4 (1= S0C) +2 Y Bialexp(eB)IH. (A15)

i=4,6

where the first strain invariant I; of the Cauchy-Green tensor C should not be confused with the modified Bessel function
of the first kind of order 1 introduced in (A9). This relationship can then be inserted into Equation (1).

APPENDIX B. TRUE-TO-FALSE LUMEN PRESSURE DIFFERENCES

Tables B1-B4 supplement the results regarding the true-to-false lumen pressure differences as reported in Section 6.3 in
the cross section at the LV level. The tables below contain the differences of the maximum (lower left half) and minimum
(upper right half) between the true-to-false lumen pressure differences over the entire seventh cardiac cycle, calculated
with the different models for the remaining cross sections at the LSA, PA, CT, and ABD levels. Differences are computed
based on the true-to-false lumen pressure difference of the model in the row minus the value calculated by the model
in the column and reported in mmHg. Comparison of results for any model other than the RWA and E800* models
therefore requires flipping the sign of the data relative to the target reference row to get a comparison set (see Section 6.3
for an example).

TABLE Bl Discrepancy between predictions of the true-to-false lumen pressure differences in the cross section at the LSA level in
mmHg as obtained from the different models: differences in maximum (lower left half) and minimum (upper right half) Apyy /s over the
entire seventh pulse cycle.

RWA E90 NH gHGO gHGO090 gHGO0120 E20* E50* E100* E800*
RWA +0.00 -0.25 -0.72 -0.67 -0.28 -0.36 -0.33 -0.29 -0.04 +0.70
E90 +1.71 +0.00 -0.47 —0.42 -0.04 -0.11 -0.08 -0.05 +0.21 +0.95
NH +1.95 +0.24 +0.00 +0.05 +0.43 +0.36 +0.39 +0.42 +0.67 +1.42
gHGO +2.50 +0.80 +0.55 +0.00 +0.38 +0.31 +0.34 +0.37 +0.62 +1.37
gHGO090 +2.12 +0.41 +0.17 -0.39 +0.00 —0.08 -0.05 -0.01 +0.24 +0.99
gHGO0120 +2.22 +0.52 +0.27 -0.28 +0.11 +0.00 +0.03 +0.07 +0.32 +1.06
E20* +1.24 -0.47 -0.71 -1.27 -0.88 —-0.99 +0.00 +0.04 +0.29 +1.03
E50* +1.26 —0.45 —0.69 -1.25 -0.86 -0.97 +0.02 +0.00 +0.25 +0.99
E100* +3.32 +1.62 +1.37 +0.82 +1.21 +1.10 +2.09 +2.06 +0.00 +0.74
E800* +5.72 +4.01 +3.77 +3.21 +3.60 +3.49 +4.48 +4.46 +2.40 +0.00

Note: The difference between row i and column j is calculated as the value from the model in row i minus the value from the model in column j.

1°p1 “bT0T ‘LOTOL60T

:sdny woxy papeoy

ASULII suowwo)) dAneal) ajqesrjdde ayy £q pauraA0T are sa[one YO fasn Jo sa[nl 10J AIeIqIT AuI[uQ K3[IA\ UO (SUOIIPUOI-PUE-SULIA)/ W00 K[ 1M KIeIqi[aul[uo//:sdiy) suonipuo)) pue swa ], oy 23S [$70T/+0/+0] uo Areiqry auruQ Ko[ip ‘Sinqsdny youpor[qiqsiensioatun £q g/, dwWu/z00 1 ([ /10p/wod Ka[im”



38 of 39 Wl LEY SCHUSSNIG ET AL.

TABLE B2 Discrepancy between predictions of the true-to-false lumen pressure differences in the cross section at the PA level in
mmHg as obtained from the different models: differences in maximum (lower left half) and minimum (upper right half) Apyy /r over the
entire seventh pulse cycle.

RWA E90 NH gHGO gHGO090 gHGO0120 E20* E50* E100* E800*
RWA +0.00 -0.89 -1.39 -1.46 -1.34 -1.71 -1.38 -1.07 -0.67 -0.51
E90 +2.40 +0.00 -0.50 -0.57 -0.45 -0.82 —0.49 -0.18 +0.22 +0.38
NH +2.21 -0.19 +0.00 -0.07 +0.06 -0.31 +0.01 +0.32 +0.72 +0.89
gHGO +2.56 +0.16 +0.35 +0.00 +0.12 -0.25 +0.07 +0.39 +0.78 +0.95
gHGO090 +2.45 +0.05 +0.24 -0.11 +0.00 -0.37 -0.05 +0.27 +0.66 +0.83
gHGO0120 +2.23 -0.17 +0.02 -0.33 -0.23 +0.00 +0.32 +0.64 +1.03 +1.20
E20* +2.08 -0.32 -0.13 -0.48 -0.38 -0.15 +0.00 +0.32 +0.71 +0.88
E50* +1.80 -0.60 -0.41 -0.76 -0.65 -0.42 -0.27 +0.00 +0.39 +0.56
E100* +3.07 +0.67 +0.86 +0.51 +0.62 +0.85 +1.00 +1.27 +0.00 +0.17
E800* +4.16 +1.76 +1.95 +1.60 +1.71 +1.93 +2.08 +2.36 +1.09 +0.00

Note: The difference between row i and column j is calculated as the value from the model in row i minus the value from the model in column j.

TABLE B3 Discrepancy between predictions of the true-to-false lumen pressure differences in the cross section at the CT level in
mmHg as obtained from the different models: differences in maximum (lower left half) and minimum (upper right half) Apry /g, over the
entire seventh pulse cycle.

RWA  E90 NH gHGO  gHGO%  gHGO120  E20* E50* E100*  E800*
RWA 4000 509  -572  —551 -5.37 -5.81 -552 323 507 —2.79
E90 4007 4000  —0.63  —0.42 —0.27 -0.72 —042 4187  +0.02 +2.30
NH —028  -035 4000 4021 +0.36 —0.09 +021 4250  +0.65 +2.93
gHGO 003  -010  +025  +0.00 +0.14 -0.30 —0.00 4228  +0.44 +2.72
gHGO90 001  —0.08  +027  +0.02 +0.00 —0.45 015 4214  +0.30 +2.58
gHGO120  —-0.17  —024 4011 = —0.14 -0.16 +0.00 +030 4259  +0.74 +3.02
E20* -117  -123  -088  -114 -1.15 -1.00 +0.00 4229 4045 +2.72
ES0* 4206 +1.99 4234 +2.09 +2.07 +2.23 +322 4000  -1.84 +0.44
E100* +179 4172 4207 +1.82 +1.80 +1.96 4295 =027  +0.00 +2.28
E800* +0.66  +0.59 4094  +0.69 +0.67 +0.83 +183  —-140  -1.13 +0.00

Note: The difference between row i and column j is calculated as the value from the model in row i minus the value from the model in column j.
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TABLE B4 Discrepancy between predictions of the true-to-false lumen pressure differences in the ABD cross section in mmHg as
obtained from the different models: differences in maximum (lower left half) and minimum (upper right half) Apr; /g, over the entire

seventh pulse cycle.

RWA
RWA +0.00
E90 +1.52
NH +1.55
gHGO +1.60
gHGO90 +1.38
gHGO120  +1.00
E20* +2.34
E50* +3.39
E100* +2.65
E800* +3.11

Note: The difference between row i and column j is calculated as the value from the model in row i minus the value from the model in column j.

E90

-3.30
+0.00
+0.03
+0.08
—0.14
-0.52
+0.82
+1.87
+1.13
+1.59

NH

—3.82
—0.52
+0.00
+0.05
-0.17
—0.55
+0.79
+1.83
+1.10
+1.56

gHGO
-3.86
-0.56
—0.04
+0.00
-0.22
—0.60
+0.74
+1.79
+1.05
+1.51

gHGO090
-3.77
—0.47
+0.04
+0.09
+0.00
-0.38
+0.96
+2.01
+1.27
+1.73

gHGO0120
-3.97
—0.67
-0.15
-0.11
—0.20
+0.00
+1.34
+2.38
+1.65
+2.11

E20*

-1.89
+1.41
+1.93
+1.97
+1.89
+2.08
+0.00
+1.05
+0.31
+0.77

E50*

—0.46
+2.84
+3.36
+3.40
+3.31
+3.51
+1.43
+0.00
-0.73
—-0.27

E100*
-1.95
+1.35
+1.86
+1.90
+1.82
+2.02
-0.07
-1.50
+0.00
+0.46

E800*
-1.31
+1.99
+2.51
+2.55
+2.46
+2.66
+0.58
-0.85
+0.64
+0.00
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