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Abstract—In this paper, we present QoEXplainer, a QoE
dashboard for supporting humans in understanding the internals
of an explainable, data-driven Quality of Experience model.
This tool leverages Large Language Models and the concept
of Mediators to convey relevant explanations to the user in
an understandable, chatbot-like fashion. For this purpose, our
tool QoEXplainer integrates a data-driven video streaming QoE
model and techniques from Explainable Artificial Intelligence.
The resulting data-driven model explanations are illustrated
in the dashboard and users can interact with the chatbot to
ask questions about the data and QoE model and control the
dashboard to enhance model understanding. With this hybrid
demo, we aim to conduct a live study at QoMEX 2024 to evaluate
Mediators in the context of (data-driven) QoE modelling with
domain experts.

Index Terms—Quality of Experience; Explainability; Media-
tors; Large Language Models

I. INTRODUCTION

With the recent surge of advances in Artificial Intelligence
(AI), in particular in the fields of Generative AI due to
Large Language Models (LLM), AI has become ubiquitous
in many domains, e.g., natural language processing, computer
vision, speech, networking, drug discovery, finances, or mar-
keting [1]–[3]. Despite these advances, current AI systems
have not yet reached a satisfactory performance in tasks
related to Quality of Experience (QoE) of services [4] as
still required by service and network providers to this day.
Nevertheless, these developments in AI also pave the way
for novel tools, which may effectively support providers in
enhancing this understanding. Combining the best world of
both QoE modelling and AI, QoE modelling with Explainable
AI (XAI) has been recently proposed as a general concept
to model the QoE of arbitrary applications and to adapt the
model automatically over time in a data-driven fashion [5].

While the explanations provided by an XAI-based QoE
model may help AI experts or people with domain knowledge
to better understand the model, these explanations may some-
times still be difficult to grasp for both experts and, specifi-
cally, non-experts. One approach to improve the understanding
of these explanations might be the use of Generative AI in
the form of Mediators [6], [7]. Mediators allow an LLM to
explain a model’s internals, datasets, or overall behavior to the
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end-user in a human-friendly way. As the mediation of (ex-
plainable) QoE models by an LLM has not been investigated
yet, we frame the following research question in this work:
Are Large Language Models capable of supporting humans in
interpreting (explainable) QoE models?

In the light of this research question, we develop QoEX-
plainer, a dashboard, which offers information on the internals
of an XAI-based QoE model, and also integrates a chatbot that
acts as the Mediator. With this dashboard, we aim to conduct
multiple studies to answer the posed research question and
conduct one of these studies as a live study during the demo
session of QoMEX 2024. This allows us to obtain valuable
feedback from several domain experts simultaneously.

II. BACKGROUND AND RELATED WORK

A. XAI: Explainable Artificial Intelligence

With the recent advances in the field of XAI, it has become
a relevant topic for all kinds of research areas. In [2], the
authors survey the current state-of-the-art in XAI and introduce
various concepts. In QoEXplainer, we include the Neural
Additive Model (NAM) [8], an interpretable additive model
based on neural networks, and SHAP [9], a widely used post-
hoc explainer for black-box models based on game theory.
Composing different XAI techniques and models into a single
interface has already been investigated in literature. Existing
XAI interfaces include Gamut [10], LIT [11], and WebSHAP
[12]. While their interactivity is limited to opening and closing
of views and charts, the main advantage of QoEXplainer is
the natural language interface lowering the level of necessary
expertise and allowing for more diverse requests.

B. Mediators

Framing XAI as a conversation between the user and the
explanatory system has been gaining more attention recently.
Exemplary implementations of explanation dialogue systems
are TalkToModel [13], ConvXAI [14], and InterroLang [7].
The concept of a Mediator in this context is the LLM chatbot
conveying the relevant explanations of the underlying model’s
behavior to the user in an understandable way [6].

Our version of a Mediator is specifically designed to explain
QoE models like NAMs [5], [8] using feature attribution
and dataset analyses. Our QoEXplainer is different from the
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Fig. 1: QoEXplainer dashboard showing an example dialogue of user requests (left) and SHAP explanation diagrams (right).

existing systems in that all explanations are already pre-
computed and stored in a Pandas DataFrame instead of having
to compute explanations on-the-fly and relying on dedicated
Python functions to retrieve such explanations.

Translating natural language questions into executable com-
mands is an active area of research. While most works have
focused on Text-to-SQL tasks, other works started to analyze
the capabilities of LLMs handling Pandas query prompts that
include information about the DataFrame in question [15].

III. QOEXPLAINER

A. Use Case

As exemplary use case for QoEXplainer, we consider the
same video streaming QoE setting as in [5], as video streaming
(QoE) is usually well-understood by domain experts. The
training data for the data-driven QoE models thus consists
of five different databases [16]–[20], resulting in a highly
heterogeneous training dataset. We consider the five expert
features average bitrate, initial delay, number of stalling events,
total stalling duration, and the number of quality switches for
training the QoE model. We then integrate this training data,
the trained NAM from [5], and the computed SHAP values
for this model into the dashboard.

B. Dashboard

For building the frontend of QoEXplainer, we use the
Python library Panel from the HoloViz ecosystem [21]. A
screenshot of the dashboard is depicted in Figure 1. The
dashboard consists of a main view with different tabs and a
side bar for the LLM-based chatbot. In total, the main view
offers five views with different functionalities:

The Instruction tab provides instructions and explanations
to the user in customizable Markdown. The Model tab is
composed of five figures, which display the learnt functions
of the NAM-based QoE model, along with the current MOS
prediction in the form of an equation on top of the figures.
Users can interact with the figures to observe how the MOS

changes with different feature values. The Training Data
tab allows the user to interact with the training data used
for learning the QoE model. Users can inspect the training
samples by sorting the samples based on the features or the
MOS. In the SHAP tab, four figures display different aspects
of the computed SHAP values. There are two non-interactive
figures on top, which comprise a global feature importance
plot and a sample-based beeswarm summary plot. On the
bottom there are two interactive figures, which show a heatmap
explaining how SHAP values and feature values are distributed
across the selected samples and what the model outputs, and
a sample summary plot explaining how SHAP derives the
model’s output for a single sample. Below there are widgets to
configure the currently inspected (range of) sample(s). Finally,
the Survey tab provides the questionnaires.

The chatbot in the side bar is implemented in the style
of other chatbot services like OpenAI’s ChatGPT1. In a chat
box, users can enter their prompts, and on submit an answer
by the chatbot follows. The messages of user and chatbot
are clearly distinguishable due to different colors, icons, and
names. Additionally, to indicate “thinking” by the chatbot, the
chatbot’s answers are streamed asynchronously.

Holoviz’s Panel runs server-sided, i.e., multiple users can
simultaneously use the dashboard. To be able to distinguish
between users, we assign each session a random ID (the
current timestamp plus forty random bits) during startup, thus
also ensuring anonymity. Using this random ID we create a log
file on server-side, which is updated continuously, whenever
a user interacts with the dashboard in any form.

C. LLM-based Exploration of Data and Explanations
We adapt the Pandas DataFrame toolkit2 in LangChain for

repeated language model inference related to data stored in a
Pandas DataFrame3. It is a wrapper around a Python agent,

1https://chat.openai.com/
2https://python.langchain.com/docs/integrations/toolkits/pandas
3https://pandas.pydata.org/docs/reference/frame.html
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a Pandas DataFrame and an LLM. The DataFrame contains
the original values of the data (average bitrate, initial delay,
number of stallings, total stalling duration, quality switches)
and SHAP explanations [9] for each of them. The info about
the columns and data types is provided to the LLM via the
prompt. The Python agent takes care of calls to either an
open-source LLM (e.g., hosted on Hugging Face4; both locally
stored models and API-accessible models are possible) or a
closed-source LLM such as ChatGPT via its API5 and executes
the Python code synthesized by the LLM on the provided
DataFrame. The result of the Pandas command is then returned
to the user interface as the final response.

D. LLM-based Interaction with Dashboard

We also allow the agent to call custom tools6 which directly
modify dashboard views, e.g. showing specific samples in
the SHAP waterfall plot or a range of samples in the SHAP
heatmap plot. Additionally, the user’s natural language com-
mands can control the LLM to call tools connected to the
Training Data tab, e.g., showing specific samples in the table
or sorting the table according to one of the given features
(or column names), or the Model tab, e.g., modifying feature
values and changing the visualization accordingly.

E. Study Design

We design the study in a fashion that users are guided
through the tasks consecutively. A task always ends with filling
out the questionnaires belonging to the current task. In detail,
after the dashboard has been loaded, the user is first shown
the Instruction tab which provides information on the current
task. To limit the affordance, we explicitly show only the tabs
required to solve the task. A user can finish the current task
by changing to the Survey tab, which asks the user questions
tailored towards the current task. After the survey for the
current task has been submitted, the user is again redirected
to the Instruction tab, where a new set of instructions is
displayed. This also means that the Instruction tab and the
Survey tab are always shown for every task. After the survey
to the final task has been completed, the user has to fill a final
survey on the overall experience and on demographic data.

1) Tasks: In total, our study consists of three tasks and the
total study takes around ten minutes. For each task, users are
supposed to use the help of the chatbot. The first task evolves
around general data understanding. Here, users are shown the
Training Data tab to learn about the dataset and are supposed
to answer specific questions, e.g., “How many samples does
the training data consist of?”, “How many samples contain
more than five stalling events?”, or “How many samples
have more than 12 quality switches?”. Additionally, users are
supposed to compute specific statistics for features, e.g., the
mean or the 25th percentile of a feature. In the second task,
participants use the Model tab to get a general model-based un-
derstanding. Here, we ask what-if questions, e.g., “How does

4https://huggingface.co/models
5https://platform.openai.com/docs/api-reference/introduction
6https://python.langchain.com/docs/modules/agents/tools/custom tools

the MOS change if the average bitrate drops below 1 Mbps?”,
or “How does the MOS change if we increase the number of
stallings from one to six stalling events?”. The last task makes
use of the SHAP tab and considers general attribution-based
understanding. For this purpose, users are supposed to answer
which feature influences the MOS prediction the most and
how the number of quality changes affects the MOS when we
consider one specific sample.

2) Questionnaires: After each task, we ask the participants
similar, but task-oriented questions, i.e., rating the helpfulness
of the individual figures and the quality of the answers
generated by the chatbot on a five-level Likert scale. After
all tasks have been completed, we ask participants for general
demographic information, e.g., age, gender, and education. We
then use the NASA-TLX [22] to assess the task load, which
we will use later in another study to evaluate the helpfulness of
the chatbot. Finally, participants are asked about their overall
dashboard and chatbot experience on a five-level Likert scale.

IV. DEMO

The goal of the demo is to acquire as much feedback from
domain experts as possible, such that we can later compare
the QoE of experts and non-experts with respect to overall
and chatbot experience, and usefulness of XAI techniques.

We design our demo as a hybrid experience demo. We make
the dashboard publicly available, such that remote users can
simply start the demo themselves by browsing to the offered
URL. On-site participants are also free to use their own device
or they can use the single device in the presentation space.
There is no other requirement for remote users or local users
to access the demo except for having access to an Internet
browser. The initial loading time of the dashboard may vary
depending on the available Internet connection, though. To
the best of our knowledge, there is no limitation on how many
users can simultaneously participate. During the study there is,
however, no social interaction between local and remote users
and bystanders. Ideally, bystanders are also not able to glimpse
into the on-site device to avoid biases, while another expert
participates in the study. Otherwise, there are no additional
requirements for the presentation space.

V. CONCLUSION

In this work, we introduced QoEXplainer, a state-of-the-
art QoE dashboard, which aims to help humans understand
XAI-based QoE models by incorporating Large Language
Models (LLM). The LLM in QoEXplainer uses the concept
of Mediators to convey different aspects of the QoE model’s
internals in an easy-to-understand fashion to the user. Since
this topic has not been researched yet in the context of QoE
modelling, we framed a single research question which we
would like to answer in future studies with QoEXplainer. With
this dashboard, we plan to conduct a hybrid experience demo
at QoMEX 2024 as this session would allow us to collect
expert feedback on various topics, e.g., if LLMs are already
useful for domain experts and which kind of data is especially
helpful in understanding a data-driven QoE model.
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