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The big data challenge – and 
how polypharmacology supports 
the translation from pre-clinical 
research into clinical use against 
neurodegenerative diseases and 
beyond

Introductory comments: The identification 
and validation of disease-modifying proteins 
are fundamental aspects in drug development. 
However, the multifactority of neurodegenerative 
diseases poses a real challenge for targeted 
therap ies .  Furthermore,  the  behav ior  of 
individually (over-)expressed target proteins in 
vitro is likely to differ from their actual functional 
behavior when embedded in cascades and 
pathways in vivo. Increased compartmentalization, 
e.g., in the brain, adds to the complexity.

More fundamental problems arise from the use 
of historical data acquired by others years or 
even decades before with, back then, different 
perspectives and assumptions. Researchers from 
different parts of the world of varying disciplines 
and educat ional  backgrounds invest igate 
different aspects of the same neurodegenerative 
disease using different techniques. Despite the 
unambiguous importance of data diversity, this 
decentralized and competing research gives rise 
to numerous obstacles that fundamentally impact 
the quality and quantity of shared heterogeneous 
scientific data that we would like to address 
in  this  perspect ive,  and how we envis ion 
polypharmacology as a solution for many obstacles 
in the field of neurodegenerative diseases.

The data bias: experimental obstacles: The 
analysis of individual proteins is an important 
cornerstone of drug development. However, as 
no standardized procedures or language in any 
field of biotechnology, molecular pharmacology, 
or medicinal chemistry exist, experimental setups 
may differ in many assay parameters (Stefan et 
al., 2022). Greater complexity occurs in in vivo 
experiments, which are more commonly applied 
in neurodegeneration research (Möhle and Stefan 
et al., 2023; Wu et al., 2022). Here, data depends 
additionally on the disease model, treatment 
window, way of application, endpoints, or manner 
and quality of histological data to support 
hypotheses and (neuro-) pathological observations 
[e.g., amyloid-beta in Alzheimer’s disease models 
(Wu et al., 2022) or muHTT in Huntington’s disease 
models (Möhle and Stefam et al., 2023) in organ-
specific tissues].

Most in vivo  experiments are conducted in 
species other than humans. If not “humanized”, 
all data generated is basically connected to the 
protein ortholog (and associated, potentially 
species-specific cascades and pathways) only. 
Surprisingly, in neurodegeneration research, 
even in vitro approaches are based on the use 
of non-human cell lines (e.g., cortical/striatal 
neurons or astrocytes) from animal disease 
models (Wu et al., 2022). Eventually, (species-
specific) polymorphisms may challenge the overall 
outcome and interpretation of data (Matthaei et 
al., 2021) as may also the individual personality of 
the species.

J o u r n a l i s t i c  o b sta c l e s  –  a  r e s e a r c h e r ’s 
perspective: Even if standardized assay procedures 
existed, results would vary due to the (in)voluntary 
personal input of the conducting researchers. 
Personal circumstances and the (in part) toxic 

work culture in science add to the pressure 
(Kucirkova, 2023). Language barriers may impede 
correct conveyance of scientific content and 
reproducibility by inaccurately described assay 
procedures. Author services exist, however, they 
require a fee that may be unaffordable for many 
groups.

For data analysis, sophisticated software exists, 
however, license restrictions may cause research 
groups to use outdated versions of programs or 
revert to less suitable alternatives that negatively 
impact the published outcome. Additionally, a 
thorough understanding of statistics is important, 
specifically in in vivo neurodegeneration research.

Regarding data interpretation, researchers are 
often enticed to explain in vivo effects by the 
relatively simple, single-targeted mode of action 
from previous in vitro experiments. However, as 
multi-target drugs are a large fraction of drugs 
passing clinical trials (Anighoro et al., 2014), which 
is particularly true for central nervous system 
drugs, the speculation about single-targeted 
modes-of-action also adds to the publication bias.

Finally, researchers’ intentions are of high 
importance.  A  pressured researcher  who 
desperately  needs “good data” to attract 
funding will likely be more “optimistic” in data 
interpretation.  Assay procedures may not 
entirely be described to actively prevent others 
from repeating experiments. Data falsification, 
fabrication, and plagiarism distort the “big picture” 
of published data. However, the awareness of such 
data through paper retraction and punishment 
is almost invisible until today (Hesselmann et al., 
2017).

Journalistic obstacles – a reviewer’s perspective: 
One major assignment of journals is the evaluation 
of the goodness of data, which is acknowledged 
by the peer review process. The reviewers 
should be experts in that particular field who 
take their time to evaluate the goodness with 
utmost objectiveness. However, this system faces 
problems today: (i) as reviewers are themselves 
researchers under constant pressure to publish 
high-quality and -quantity, the willingness to 
review has decreased; (ii) in response, the journals 
consider reviewers whose research field may not 
suitably match; (iii) although security mechanisms 
exist (e.g., double-blind peer review), it is often 
still possible to identify authors from, for example, 
the research topic, funding statement, or the 
cited references, and a reviewer may not declare 
a conflict of interest and review the respective 
manuscript with personal intentions; or (iv) 
reviewers may be chosen by the editorial office to 
favor or discriminate against authors.

Journalistic obstacles – a journal’s perspective: 
The vast majority of journals are owned by 
publishers with commercial interests that compete 
with other journals for publicity, reputation, and 
impact, which is associated with “best”, state-of-
the-art, and ground-breaking research. To ensure 
scientific quality, many journals define scientific 
standards that go along with critical, field-specific 
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aspects that need to be met before publication 
of an article. However, these standards must not 
be confounded with general scientific standards, 
which do not exist, resulting in (i) contradicting 
experimental requirements; (ii) unconsidered, 
but actually required standards. Both aspects are 
selectors for “preferential” data. 

The strong demand for journals for originality 
is understandable. However, the confirmation 
of published data by other groups increases 
the overall confidence of the data generated 
(and potentially used later on). Particularly in 
in vivo neurodegeneration research, statistical 
significance is harder to obtain. The strong 
discouragement of redundancy by journals as well 
as the widespread lack of interest in negative data 
are major impediments to the trustworthiness of 
publicly available data.

The big data generation, storage, extraction, 
and usage problems: The list of obstacles in data 
generation is very long and the individual errors 
add up to a distorted picture that can barely be 
corrected afterwards, as the original parameters of 
generation are unknown to the public readership.

In light of technical advancement, it became 
easier to generate more data in vitro or in silico 
in shorter time frames (e.g., proteomics; Halder 
and Drummond, 2024). This fact is in principle 
favorable, as more valuable data can be generated 
saving precious resources. However, “big blocks” 
of more or less homogeneous data supersede the 
current pool of historical and heterogeneous data 
compiled over decades. The homogeneity of new 
data conveys a feeling of confidence but threatens 
the overall data diversity.

The next obstacle is how data is presented and 
made accessible to the public. The journals’ web 
pages hinder large-scale searches for key terms 
to gather published knowledge. Repositories 
like PubMed or Google Scholar and the use of 
standardized medical subject headings (MeSH) 
may help to condense the desired information. 
However, MeSH and keywords are solely at 
librarians’ and authors’ discretion and searches 
still require manual collection, interpretation, 
and curation of data – processes that are prone 
to human errors, distorting the resulting “big 
picture” from the very start. Big databases exist 
which provide large datasets (e.g., PubChem). 
However, these databases work in principle on a 
one target-one compound basis, meaning they 
associate one molecule of interest with one 
particular target of interest only. Smaller web 
pages with interconnected data emerged recently, 
but these are at a very early stage (tiny amounts 
of data stored and searchable), mostly unknown 
to the public, and thus, not used on a broad scale. 
The format in which data should be stored is 
undefined, and even false data will inevitably be 
stored forever, contributing to “data pollution”.

Through trained algorithms (e.g.,  machine 
learning, neural networks, artificial intelligence, 
etc.), ultra-large datasets can be analyzed, 
interpreted, and novel, ultra-large amounts of 
data can be generated. Journals favor publications 
including these techniques, which led not only 
(i) to the development and evolution of these 
techniques; but also (ii) to discrimination of 
other publications with similar or even greater 
importance. Trained algorithms and computer-
aided data extraction and analyses are of great 
support to handle vastly growing, heterogeneous, 
and in large parts noisy data. However, particularly 
artificial intelligence is also a threat as the way data 
is extracted, analyzed, and generated remains a 
black box. Thus, (i) novel data could be completely 
incorrect; or (ii) data could intentionally be falsified 
on a large scale. The creation of smart algorithms 
entirely depends on the skills and intentions of 
the programmers and the (also noisy) input data, 
and thus, its use strongly affects general scientific 
credibility and public acceptance.

Nevertheless, it should also be acknowledged 
that  computat ional  workf lows have been 
demonstrated to correctly predict outcomes by 
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the use of heterogeneous and noisy data – proving 
that the “data barrier” can indeed be overcome by 
thorough curation, interpretation, and evaluation 
of big data (Namasivayam et al. ,  2022). In 
summary, big data generation, storage, extraction, 
and usage determine the applicability domain of 
the very same data itself.

Compromised and prevented data: Recently, 
an article claimed that “diversity of workforce”, 
particularly of “preferential”  researchers, 
negatively impacted scientific output. The article 
has meanwhile been retracted, however, it 
has caused strong indignation in the scientific 
communities. Although data heterogeneity 
indeed poses an obstacle in data evaluation as 
stated above, and different people will inevitably 
produce different, sometimes inconsistent data, 
the widespread discrimination of minorities based 
on their cultural, religious, racial, social, marital, 
familial, health, political or any other kind of 
“status” leads to a bad work environment and 
negative impact on the quality of data output 
(“compromised data”), adding to the data bias. 
Moreover, the systematic exclusion of these people 
and disrespect of current challenges in gender 
equality, inclusion, diversity, and discrimination 
wi l l  essential ly  prevent the generation of 
potentially very good data. This “prevented data” 
fails to rectify historical data, and thus, indirectly 
contributes to the data bias.

The translation problem – Why are so many 
drug candidates unsuccessful? The historical 
data on shortlisted (pre-)clinical candidates is 
disillusioning. In Huntington’s disease, for example, 
hundreds of small  molecules that showed 
promising results in vitro have failed in vivo (Wu 
et al., 2022). The reasons could be (i) incorrect/
incomplete assumptions deduced from biased 
data; (ii) a discrepancy between the setups of in 
vitro and in vivo experiments, in which the first do 
not mirror the physiological reality of the latter 
(Stefan, 2019); and (iii) false emphasis on single-
targeted approaches in a multifactorial concert of 
sophisticated feedback mechanisms of (redundant) 
cascades and pathways.

Polypharmacology – One solution to multiple 
problems: Large-scale, poly-targeted in vitro 
assessment of drug candidates, even at an early 
stage in the drug development pipeline, would 
tremendously boost our understanding of the 
network of targets they address in vivo and 
additionally add valuable, new information to data 
space. Polypharmacology will extend opportunity 
space for the druggability of yet undruggable, 
orphan targets embedded in (redundant) cascades, 
pathways, and networks in neurodegeneration 
and beyond (Stefan et al., 2020, 2023). In addition, 
the intentional engagement of multiple targets as 
a therapeutic strategy emerged over the last two 
decades, which has special implications in neural 
regeneration and neurodegenerative diseases (Al-
Ali et al., 2016). Considering the multi-targeted 
central nervous system drugs approved on health 
markets (e.g., neuroleptics or antidepressants), 
polypharmacology seems suitable to tackle (yet 
untreatable) neurodegenerative diseases. A 
wide acceptance of polypharmacology as a valid 
strategy including multiple-track approaches and 
diversity-based data generation will project its 
positive impact toward the current obstacles of 
biased, big, compromised, and prevented data, 
creating a supportive, inclusive, and open-minded 
research environment.

Concluding remarks: The largest part of this 
perspective has been dedicated to the big data 
challenge and the multifactority of publicly 
available data upon which all assumptions and 
knowledge of neurodegenerative diseases relies 
on. Polypharmacology is a new strategy to gain 
more, diverse data to complement the “big 
picture” of health and disease in both humans and 
other species. We suggest a change in research 
culture and politics to overcome information 
barriers and propose the following aspects to be 
widely implemented in global research groups:

(i) Redundant data. Originality is important, 
but cross-validation by independently repeated 
(alternative) experiments and confirmation (or 
refutation) of existing results is vital as it increases 
the overall confidence of the respective data and 
rectifies historical data. Journals could implement 
such reports in a novel format (e.g., “data 
validation” or “data correction”), which could 
tackle the problem of “data pollution” by simply 
incorrect data that otherwise will be stored forever 
without correction or opposition.

(ii) Negative data. Data that does not prove a 
hypothesis is widely rejected, which causes one of 
the largest biases there are. However, particularly 
computational models and their applicability 
domain rely on negative references (Namasivayam 
et al., 2022). Allowing negative (and redundant) 
data to be published could create a counter-weight 
to the today easily produced (digital) “big data” 
that supersedes historical data.

(iii) Diverse data. Concentrating the focus of 
limited funds on specific aspects of diseases is 
important. However, it will inevitably lead to a 
narrow view of the “big picture”. Journals should 
encourage additional and supplementary data 
even if it may not be in line with the golden thread 
of the main publication. Reviewers should not 
criticize such data as being “too much” or “too 
different”, as it may become an important puzzle 
piece in future science. Furthermore, diverse 
data is the prerequisite for drug (and target) 
repurposing strategies.

(iv) Promoted data. The exclusion of minorities and 
people with personal constraints from scientific 
participation adds to the “compromised data” and 
“prevented data” biases. Gaining these people 
in scientific communities as a positive workforce 
by support adapted to their individual needs will 
ultimately promote the generation of additional 
high-quality data that may rectify historical data.

(v) Joint data. Not only poly-targeted data 
within one group is important, but also between 
groups. Assessment of the entire proteome is 
yet impossible as (i) over 98% of the disease-
modifying proteome cannot be targeted to this 
date; (ii) establishing and maintenance of diverse 
protocols to various targets is very costly and 
requires advanced laboratory logistics; and (iii) 
trained personnel embedded in these logistics 
will be hard to retain as their great diversity of 
skills will attract other groups and drive their 
career. Implementing a diverse (and redundant) 
research culture in international collaboration with 
interdisciplinary expertise is vital and needs to be 
globally supported without objections, addressing 
not only the biological activity of compounds, 
but also associated physicochemistry, which is 
particularly important in neurodegeneration 
research (Namasivayam and Stefan et al., 2022).

Open-mindedness toward redundant, negative, 
diverse, promoted, and joint data in combination 
with histor ical  data could generate novel 
annotations of drugs with various biological effects 
and targets that could be harnessed to cure 
neurodegenerative (and other) diseases with real 
clinical breakthroughs.
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