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ABSTRACT
We present a simple dynamic model for predicting the manipulation behavior of an acoustically levitated sphere. The model allows for
the calculation of the sphere position over time, which is demonstrated for two manipulation strategies: a straight motion with a constant
manipulation velocity and a straight motion in which the sphere acceleration follows a cosine function. The dynamic model as well as the
manipulation strategies is verified experimentally in an acoustic levitator system consisting of an array of 16 by 16 ultrasonic transducers
emitting at 40 kHz and an opposing reflector. In this system, a glass sphere of a diameter of 2 mm is manipulated horizontally by controlling
the phases of the transducers. The sphere motion is recorded using a high-speed camera, and a tracking algorithm is used for capturing the
sphere position over time. Moreover, a model predictive control algorithm is applied on a path-following problem to move the sphere along a
given reference trajectory by means of a model-based optimal feedforward control. The proposed dynamic model as well as the methodology
presented in this paper enables faster manipulation speeds with reduced oscillations during object movement.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0202967

I. INTRODUCTION

Acoustic levitation1 relies on the phenomenon of acoustic radi-
ation force2 to suspend and manipulate small objects in mid-air. Due
to its versatility to suspend liquid3,4 or solid5,6 objects, acoustic lev-
itation is a promising technique for numerous disciplines, such as
chemistry,7 biology,8 pharmacy,9,10 and industry.11

Among different acoustic levitation strategies,6,12–15 the most
common approach uses standing wave fields such that an object
smaller than half of the acoustic wavelength is trapped at a pressure
node of the standing wave.16,17 This approach allows not only the
suspension of the object but also its manipulation by changing the
position of the pressure node. This can be done by either adjust-
ing the voltage amplitude,18 relative phase,19–21 or frequency22 of the
transducers.

For a long time, acoustic levitation relied on high-power
Langevin transducers,21,23–25 but in 2014, Ochiai, Hoshi, and
Rekimoto20,26 presented a levitation system based on arrays of low-
power ultrasound transducers operating at 40 kHz. The use of
phased arrays opened up many possibilities in acoustic levitation,
such as the manipulation of levitated objects in two27,28 and three26

dimensions, use of holographic algorithms for controlling the trap-
ping position,29 independent manipulation of multiple particles,30

and contactless assembly of objects,31 among other possibilities.32–36

Despite the recent advances in the contactless manipulation
of small objects by acoustic levitation methods, the particles show
undesired oscillations,37,38 even at low speeds, hindering the usage
of acoustic levitation in industrial applications. To overcome these
limitations, it is of fundamental importance to develop a dynamic
model to predict the position of the object over time. Such a model
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allows the creation of new strategies that can increase the manipula-
tion speed and reduce undesired oscillations when moving levitated
objects.

In this paper, we present a simple dynamic model for manip-
ulating small acoustically levitated spheres. The model is used for
calculating the sphere position over time for different acoustic
manipulation strategies. We also apply a model predictive con-
trol (MPC) algorithm on a path-following problem to optimize the
motion of the levitated object. The results predicted by the model are
verified experimentally by manipulating a levitated glass sphere and
capturing its position over time with a high-speed camera.

II. EXPERIMENTAL SETUP
To investigate the manipulation dynamics, a glass sphere of a

diameter of 2 mm and a density of 2540 kg/m3 is suspended and
manipulated horizontally by an acoustic standing wave field that is
generated between a plane reflector and an array of ultrasonic trans-
ducers emitting acoustic waves at a frequency of 40 kHz (Fig. 1). The
phased array contains 256 circular transducers (Manorshi MSO-
P1040H07T) of a diameter of 9.8 mm, which are arranged in a square
grid of 16 by 16 transducers, with a 10.5 mm spacing between two
adjacent transducers. The emission phase of each transducer is pro-
grammed in our control software with a phase resolution of π/16 rad
and sent to the array via a serial port (baud rate of 250 kbit/s). Fur-
ther details of the phased array are described in Ref. 39. For all the
measurements, the transducers are electrically excited with a square
wave signal of 12 Vpeak-to-peak centered at 6V, but they emit sinusoidal
waves due to their narrow bandwidth.40

The reflector surface lies over the xy plane at z = 0, and the
phased array is located over the xy plane at z = 110 mm. This separa-
tion distance between the array and the reflector was chosen because
it provides maximum amplitude when the array is focusing at the
reflector.28 As described in previous studies,27,28 a localized standing
wave can be generated above a focal point located over the reflec-
tor plane. In this case, the reflector acts as a virtual array located
at z = −110 mm, which emits the same phases as the phased array
(see Fig. S1 in the supplementary material). Consequently, manip-
ulation of the levitated object along the z direction is not possible
when using this simple focusing technique because the phases from
the phased array and the phases of the virtual array would be offset,
defocusing the generated focal point. Since the sphere is suspended
at a trapping point located above the focal point, the sphere can be

FIG. 1. Illustration of the experimental setup.

manipulated horizontally by moving the position of the focal point
over the xy plane. In this study, the focal point position is denoted by
(xf, yf, zf). The manipulation was solely performed along the x direc-
tion but can analogously be performed along the y direction due to
the symmetry of the experimental setup. The focal point position
is controlled by changing the phase of each transducer at a switch-
ing rate of 10.32 ms. This switching rate is limited by the transfer
of the new phases to the FPGA requiring 2580 bits for a full set of
phases and commands for setting the phases. In all the experiments,
the glass sphere is trapped at the bottom pressure node of the stand-
ing wave, at a height of z ≈ λ/4 above the reflector, where λ is the
acoustic wavelength.

The sphere motion is recorded using a high-speed camera
(Photron FASTCAM MINI UX50) at 500 fps, with a spatial res-
olution of 26.48 pixels/mm. A tracking algorithm implemented in
MATLAB is used to obtain the position of the sphere over time.

III. DYNAMIC MODEL
In this section, we present a simplified dynamic model for pre-

dicting the sphere motion along the x direction. In this direction, we
assume that only two forces act on the sphere: the acoustic radiation
force and the drag force. Therefore, using Newton’s second law, the
equation of motion for the sphere can be written as

m
d2x
dt2 = Frad + Fdrag, (1)

where m is the sphere mass, Frad is the acoustic radiation force, and
Fdrag is the drag force. For small displacements of the sphere with
respect to the trapping point, Frad can be approximated by Hooke’s
law.41,42 For our experimental setup, this approximation has an error
of less than 1% for displacements of less than ±0.5 mm and less
than 5% for sphere displacements of up to ±1 mm (see Fig. S4 in
the supplementary material). In our model, we assume that the trap-
ping position is located at a height of z ≈ λ/4 above the focal point
position xf. Therefore, the acoustic radiation force Frad along the
x direction can be described by

Frad = −κ(x − xf), (2)

where κ is the stiffness constant and x is the horizontal position of
the sphere. For the drag force Fdrug, we assume a linear model with a
damping coefficient b that is calculated as

Fdrag = −b
dx
dt

. (3)

Given the sphere initial position x0, the initial sphere veloc-
ity v0, the focal point trajectory xf(t), and the model parameters
m, κ, and b, the sphere horizontal position over time x(t) is calcu-
lated by solving Eq. (1) numerically. Here, we employ a simple Euler
algorithm for solving Eq. (1), with a time step of 1 μs.

The dynamic model is used for calculating x(t) for two distinct
manipulation strategies, namely, a linear and a cosine motion. For
both cases, xf(t) is altered at a switching rate of 10.32 ms. For the
linear motion, xf(t) increases linearly from the start position xstart
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to the final position xend. For the cosine motion, xf(t) is altered
according to

xf(t) =
(xstart + xend)

2
+ (xstart − xend)

2
cos (θ), (4)

where the variable θ varies from 0 at xstart to π at xend, which results
in θ = πt/tend.

IV. CHARACTERIZATION OF THE ACOUSTIC
TRAP AND EXPERIMENTAL DETERMINATION
OF MODEL PARAMETERS

The simplified dynamic model described by Eq. (1) does not
consider external disturbances and other random forces acting on
the levitated sphere. Therefore, according to the model, if the sphere
is displaced from its equilibrium position and then released, the
sphere would oscillate around the trapping position until the drag
force would damp the oscillatory motion. However, it is well known
that a levitated sphere presents small oscillations37,38 caused by
acoustic streaming.43–45 To characterize the oscillatory behavior of
the sphere, the focal point was set to xf = 0 and the glass sphere was
suspended at the first pressure node located above the focal point, at
a height of z ≈ λ/4.

The sphere’s oscillatory behavior was captured using the high-
speed camera recording at 500 fps. The sphere’s horizontal and
vertical positions over time are shown in Figs. 2(a) and 2(c), respec-
tively. The corresponding Fast Fourier Transforms (FFTs) of these
signals are presented in Figs. 2(b) and 2(d). As shown in Fig. 2, the
sphere presents an oscillatory motion with a random horizontal dis-
placement that can vary from x = −0.3 mm to x = +0.3 mm. In
comparison with the horizontal displacement, the displacement in
z was significantly lower, with a maximum displacement that varied
from less than ±0.03 mm with respect to the equilibrium position
of the sphere at zeq ≈ 2.10 mm. This vertical equilibrium position is
close to the position of the first pressure node located at a distance of
z ≈ λ/4 from the reflector surface. Regarding the FFT, the oscillation
in x presents a peak at 8.13 Hz, and the oscillation in z has a peak at
30.82 Hz. These peaks are associated with the corresponding trap-
ping stiffnesses in x and z directions. Since the stiffness scales with
the resonance frequency squared, the trapping stiffness along the z
direction is ∼14.4 times higher than the trapping stiffness in x. In
addition to the main peaks, we can also observe in Figs. 2(b) and 2(d)
that the sphere presents a low-frequency oscillation between 0 and
3 Hz. The oscillation in this frequency range seems to be caused by
time-varying forces due to an unsteady acoustic streaming.43,44

After characterizing the oscillatory behavior of the sphere for
a fixed value of the focal point (xf = 0), the model parameters

FIG. 2. Sphere position over time along the x and z directions and its corresponding FFT: (a) sphere position in the x direction; (b) FFT of x(t); (c) sphere position in the z
direction; (d) FFT of z(t).
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FIG. 3. Damped oscillatory motion of the sphere after switching the focal point
position from xf = 1 mm to xf = 0 mm. The experimental curve (in red) was filtered
by a low-pass Butterworth filter, and the black curve was fitted to the experimental
curve to find the trapping stiffness κ and the damping coefficient b.

were identified from the experiment. The sphere mass m = 10.64
mg was calculated based on its radius a = 1 mm and its density
ρ = 2540 kg/m3. The trapping stiffness κ and the damping coeffi-
cient b were obtained by recording the damped oscillatory motion of
the sphere after switching the focal point position from xf = 1 mm to
xf = 0 mm. After capturing the horizontal position of the sphere over
time with the high-speed camera, a fourth-order Butterworth high-
pass filter with a cut-off frequency of 5 Hz was applied to the sphere
position x(t) to reduce the low-frequency oscillation in the 0–3 Hz
frequency range. The filtered sphere position over time was then
identified by a damped oscillatory curve to determine the trapping
stiffness and the damping coefficient. This procedure resulted in a
trapping stiffness κ = 27.4 × 10−3 N/m and a damping coefficient
b = 4.35 × 10−6 Ns/m. The comparison between the experimental
filtered curve and the simulated curve is shown in Fig. 3.

V. TRAJECTORY PLANNING BY MODEL
PREDICTIVE CONTROL

To move an object from a position r0 ∈ R3×1 smoothly along
a discretized trajectory T = {r0, r1, r2, . . . , rl}, it is necessary to
determine a sequence of activations A = {ϕ0, ϕ1, ϕ2, . . . , ϕl} for the
phased array. Since our phased array39 consisting of N = 256 trans-
ducers only allows phase modulation, our goal is therefore to deter-
mine a feasible set A of phase angle vectors ϕ ∈ RN×1. Although
phase modulation is probably the most widely used method of con-
trolling the transducers of a phased array, it is noteworthy that the
simultaneous modulation of amplitude and phase46 as well as an
additional frequency modulation47 has also been used successfully
in the past, opening up the possibility of creating more complex
sound fields. While there are several methods33,48–51 to calculate
the acoustic radiation force Frad(r, ϕ) ∈ R3×1 exerted by an array of
transducers on an object placed at r for a given ϕ, the inverse projec-
tion F∗rad(r)→ ϕ∗ is ambiguous since a feasible ϕ∗ usually cannot be
inferred directly from a desired force F∗rad(r). This circumstance is
caused by the strongly correlated nonlinear dependencies between
ϕ and Frad and is one of the major problems that currently per-
sist when using acoustic levitation for the dynamic manipulation of

objects. To overcome this issue, two main approaches have been pro-
posed in the literature so far. One option is to obtain every ϕi ∈ A
by formulating separate optimization problems and solve all of them
a priori by employing optimization-based methods.33,50,51 Although
this approach can be applied to different object geometries and sizes,
its computational costs are very high as time-consuming force mod-
els are usually utilized, basically limiting this approach to offline
applications as feedforward control. Another option is the usage of
holographic acoustic elements.29 Starting from a feasible activation
ϕ0 that stably suspends an object at r0, the vector ϕ0 is split up into
a focal lens ϕf,0 and a trap signature ϕtrap,0 = ϕ0 − ϕf,0, where the
components ϕf,0,j of ϕf,0, j ∈ 1, 2, . . . , N, are given by

ϕf,0,j = −k∥r0 − rt,j∥2, (5)

where k is the wave number and ∥r0 − rt, j∥2 is the Euclidean dis-
tance between r0 and the position rt, j ∈ R3×1 of the j-th transducer
of the phased array. To calculate a feasible activation ϕi ∈ A for a
corresponding position ri ∈ T , one can use the approximation

ϕi,j ≈ ϕtrap,0,j + ϕf,i,j (6)

for the components ϕi,j of ϕi, j ∈ 1, 2, . . . , N, to refocus the sound
pressure field of the acoustic trap from r0 to ri ∈ T . Since the
computational costs are minimal, the real-time capability of this
approach is ensured. Therefore, this method is a frequently used
technique to move levitated objects by means of a pure kinematic
open-loop control. Here, the movement of an object from r0 to rn
is simply realized by consecutive refocusing of the acoustic trap at
positions ri ∈ T at specific times ti, ensuring a sufficiently small
step size s = ∥ri+1 − ri∥2, e.g., s ≤ 0.2 mm, between two adjacent posi-
tions ri and ri+1 in each step to prevent the object from being ejected
out of the trap.52 Although this algorithm appeals with its simplic-
ity, there are two major drawbacks that have not yet been resolved.
First, looking at the widely used piston source model [see Eq. (7)
in the work by Marzo et al.29], it becomes clear that this method
only approximates the phase of the resulting complex pressure but
does not take changes in its amplitude into account. These changes
in amplitude are caused by the geometric refocusing from the ini-
tial location of the trap to adjacent positions. Thus, the approach
yields only accurate results in a small working space W = {rtrap,i

∈ R3∣∥rtrap,i − rtrap,0∥2 ≤ ε} centered around the initial position rtrap,0
of the trap, where ε ∈ R+ is usually in the range of a few millimeters.
If the distance ε between rtrap,0 and rtrap,i is too big, the movement of
the trap to rtrap,i will cause a strong mismatch of the radiation force
distribution. This will lead to a large deviation of the new equilib-
rium position of the object from the new center of the trap or to an
unstable trap. Second, no dynamic model is included in the algo-
rithm. Thus, the object can only be accurately moved at low speeds
in a quasi-static behavior when its inertia is not of importance. To
overcome the latter issue, we propose the usage of a model-based
optimal feedforward control to precisely move a levitated object
along the main axis of the acoustic trap, which is the horizontal axis
in our application. Although this is a major restriction to the gen-
eral case, it has only minor implications to our experimental setup
(see Fig. 1) and the corresponding numerous applications that are
linked with standing wave acoustic levitation, for example, the con-
tactless mixing of droplets.28 In contrast, this restriction has two
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significant advantages. First, it ensures that our assumption of a
spring-based model is valid, which is used to predict the radiation
force exerted on an object after a small displacement of the acoustic
trap [see also Eq. (2) and Fig. 5 in the recent work by Jiang et al.].53

Second, although the feasible region of displacement of the spring-
based model is much smaller than that of nonlinear models54,55 (see
the highlighted area in Fig. 5 in the work by Paneva et al.55), its lin-
earity allows the unambiguous calculation of an activation ϕ∗ for a
given desired radiation force F∗rad at minimal computational costs.
If the focal point position xf is always set sufficiently close to the
actual position x of the object during its motion, we can use Hooke’s
law and derive a feasible x∗f for a given F∗rad under the knowledge of
x and κ by simply transposing Eq. (2) to

x∗f =
F∗rad + κx

κ
, κ ∈ R+. (7)

Subsequently, an activation ϕ can be obtained by evaluating
Eq. (5) with r0 = (x∗f 0 0)⊺. This algebraic relationship provides
a simple, yet limited, solution in the unidimensional case that is
only applicable in the proximity of the trapping point. Finally, this
approach has a significant advantage over more sophisticated mod-
els,55 where the general problem of ambiguity of the inverse projec-
tion F∗rad(r)→ ϕ∗ persists due to the lack of differential flatness,56

which inhibits the inversion of the dynamic model. To improve
the contactless dynamic manipulation of objects, we use model-
based trajectory planning. This control problem can be formulated
as the determination of a feasible trajectory u(t) for the focal point
position xf(t) such that the position x(t) of the sphere, taken as

FIG. 4. Simulation of the sphere position over time x(t) for two distinct manipula-
tion strategies. (a) Linear motion. (b) Cosine motion. For both cases, the focal point
position xf(t) was switched from xstart = 0 mm to xend = 10 mm at a switching rate
of Tc = 10.32 ms.

measurable output y(t) of the system, follows the given reference
trajectory w(t). The optimization problem can then be stated as
minimizing the control error e(t) = w(t) − y(t). Using the position
x(t) and the velocity v(t) of the sphere as states x1(t) and x2(t) of
the system, Eq. (2) can be rewritten as a system of two first-order
differential equations. This results in the well-known representation
of a non-autonomous linear system with a single input and a single
output (SISO) in state space as

(ẋ1

ẋ2
) = ẋ = Ax + bu =

⎛
⎜
⎝

0 1

− κ
m
− b

m

⎞
⎟
⎠
(x1

x2
) +
⎛
⎝

0
κ
m

⎞
⎠

u, (8)

y = c⊺x = (1 0)(x1

x2
),

where the time-dependency of the state x(t), input u(t), and out-
put y(t) were omitted due to brevity. Considering the constraints of
the SISO system in Eq. (8), we first must ensure that Hooke’s law
is always valid, which results in a time-varying constraint of u(t),
which is given by

x1(t) − d ≤ u(t) ≤ x1(t) + d, d = 1mm. (9)

In addition, u(t) is restricted by the serial interface between the PC
and the FPGA (see Sec. II). For a baud rate of 250 kbit/s and a data
package of 2580 bits (256 bytes for the phase angles, 2 bytes of com-
mands, and one start and one stop bit for each transmitted byte)
to be sent for an update of the activation ϕ of the phased array, u(t)
can only be changed every Tc = 10.32 ms and has to remain constant
between two consecutive updates. This constraint can be interpreted
as sampling u(t) at a frequency of fc = 1/Tc and then reconstruct-
ing the resulting sequence u[n] as a piecewise-constant signal with
zero-order hold characteristics,

u(t) = u[n], n = ⌊t/Tc⌋, n ∈ Z. (10)

To simplify matters, it is further assumed that the resulting
radiation force is being immediately exerted on the object after an
update of ϕ. Although the transient oscillations of the transducers
during a phase change and the subsequent propagation of the emit-
ted wave fronts are neglected by this assumption, the expected dead

FIG. 5. Starting oscillation amplitude A after the focal point position xf(t) reaches
the final position xend = 10 mm as a function of total manipulation time tend.

AIP Advances 14, 045033 (2024); doi: 10.1063/5.0202967 14, 045033-5

© Author(s) 2024

 17 M
ay 2024 14:15:04

https://pubs.aip.org/aip/adv


AIP Advances ARTICLE pubs.aip.org/aip/adv

time Td from these processes is very small in relation to Tc, resulting
in a small error in each time interval [nTc, (n + 1)Tc). Moreover,
to the best of the authors’ knowledge, it is currently unclear how
the radiation force exerted on an object during a switch of the
control variables of a phased array can be modeled with low com-
putational costs and sufficient accuracy. Therefore, we encourage

other authors to investigate this dynamic behavior to enhance the
dynamics and accuracy of acoustic levitation systems. In addition,
hardware resources limit the resolution of a transmitted activation
ϕ to π/16 rad (see Sec. II). This causes a slight mismatch of the
radiation force due to quantization errors of up to π/32 rad. As
it can be seen from Fig. 2(b) in the supplementary material of the

FIG. 6. Comparison between the sphere position over time simulated by the dynamic model and that obtained experimentally for the linear and cosine motion strategies for
different values of tend. A video showing the sphere manipulation for a manipulation time of tend = 0.45 s is available for both the linear and the cosine motion. Multimedia
available online.
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recent work by Andersson,51 force magnitude errors of approxi-
mately up to 4% can be expected in our case for a sphere of a
diameter of 2 mm when each phase angle is randomly perturbed by
5○. Although this error can be considered significant, we decided to
neglect its influence here, mainly to avoid the formulation of com-
plicated mixed-integer problems. After stating the SISO system and
its constraints in Eqs. (8)–(10), we can formulate an optimal con-
trol problem55 (OCP) for a given reference trajectory w(t) with
t ∈ [0, T] and T ≫ Tc as

min
u(t) ∫

T

0
γ(w(t) − y(t))2dt, (11)

s ⋅ t ⋅ ẋ(t) = Ax(t) + bu(t), x(0) = x0, x(T) = xT,

y(t) = c⊺x(t),
u(t) = u[n], n = ⌊t/Tc⌋, n ∈ Z,

∣u(t) − x1(t)∣ − d ≤ 0, d = 1mm,

where γ ∈ R+ is a positive hyperparameter. To solve the OCP, we
decided to employ the model predictive control (MPC) toolbox in
MATLAB. As MPC57 is mainly an optimal control strategy for dis-
crete systems, the continuous OCP was discretized by the toolbox
using an implicit trapezoidal rule with a specified sample time of
Ts = Tc/100. Furthermore, we chose Tc as the sample time of the
controller and a zeroth-order interpolation scheme in each time
interval [nTc, (n + 1)Tc) between two consecutive steps to reflect
the restriction to u(t) caused by the serial communication inter-
face. Subsequently, after implementing Eq. (9) as a time-varying
inequality constraint, we chose γ = 500 as well as Tp = 10Tc as the
prediction horizon and let the MPC toolbox determine a feasible
u∗(t) for the OCP.

VI. RESULTS AND DISCUSSION
A typical result calculated using the dynamic model given in

Sec. III is presented in Fig. 4, which shows the simulated sphere posi-
tion over time for the linear motion [Fig. 4(a)] and cosine motion
[Fig. 4(b)] manipulation strategies. In both cases, the glass sphere
is manipulated horizontally by changing the focal position from
xf = 0 mm to xf = 10 mm in a total time of tend = 309.6 ms in steps
of Tc = 10.32 ms. Both xf(t) and the simulated sphere position over
time x(t) are shown in Figs. 4(a) and 4(b). For a very slow motion
of xf(t), we could expect that the sphere would follow the posi-
tion of the pressure node. Under this condition, a dynamic model
would not be necessary since the sphere would present a quasi-static
behavior. However, for a fast motion of the levitated sphere, such as
the 309.6 ms manipulation time shown in Fig. 4, the sphere inertia
becomes relevant, and the dynamic behavior should be considered
to predict x(t).

For the linear motion shown in Fig. 4(a), we can clearly see that
x(t) does not coincide with xf(t), but presents an oscillatory behav-
ior with respect to the linear increase in xf(t). The frequency of this
oscillatory behavior is ∼8 Hz, which corresponds to the resonance
frequency of 8.13 Hz along the x direction. For the cosine motion
shown in Fig. 4(b), there is better agreement between xf(t) and
x(t) since the velocity of xf(t) does not have an abrupt increase at
t = 10.32 ms, as it is the case for the linear motion. However, even for
the cosine motion, the sphere presents a slight oscillatory behavior.

Figure 4 also shows that after the focal point position has
reached xend = 10 mm at tend = 309.6 ms, the sphere presents a
damped oscillatory motion. For the linear motion, the starting oscil-
lation amplitude A after tend = 309.6 ms is ∼1.24 mm, whereas for the
cosine motion, it yields A = 0.11 mm. Ideally, the oscillation ampli-
tude after the sphere reaches xend should be as small as possible, and
for the particular result shown in Fig. 4, the cosine motion strategy
outperforms the linear motion strategy.

To evaluate both strategies for different manipulation times,
both manipulation strategies were simulated and the starting oscil-
lation amplitude A after the focal point position reaches xf = 10 mm
was calculated as a function of manipulation time tend. The com-
parison between both approaches is shown in Fig. 5. In general, the
cosine motion strategy outperforms the linear motion strategy as the
former presents smaller maximum oscillation amplitudes for simi-
lar times tend and a faster decrease in the oscillation amplitudes with
an increase in tend. However, there are specific manipulation times
where the linear motion strategy presents smaller oscillation ampli-
tudes after the sphere reaches the final position x = 10 mm (e.g., for
tend = 381.8 ms, which corresponds to the third minimum of the
black curve shown in Fig. 5). This usually occurs when the sphere
reaches the final position x = 10 mm with low speeds. To understand
this, we can observe the simulation result shown in Fig. 4(a). In this
figure, the sphere reaches the position x = 10 mm with a velocity
of 63 mm/s. Because of this high velocity, we have high oscillations
after tend. In the same figure, we could observe that if the manipula-
tion was interrupted at t = 258 ms, we would have a low oscillation

FIG. 7. Focal positions over time xf(t) calculated by the MPC algorithm for a
manipulation time tend = 0.45 s: (a) linear motion; (b) cosine motion.
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amplitude at the end since the sphere velocity at this time was small.
Not surprisingly, tend = 258 ms corresponds to one of the minima of
the black curve shown in Fig. 5.

A neat explanation for the complicated relationship between
tend and the resulting oscillation amplitude can be found by examin-
ing the input signal u(t). Due to the serial communication interface
[see Eq. (10)], both manipulation strategies basically comprised a
sequence of n impulses at intervals of Tc, which differ only in their
amplitudes An at specific times tn. Consequently, the response of
the second-order system [see Eqs. (1) and (8)] to these impulses
can be directly obtained by superimposing all impulses, similar to
the derivation presented in Sec. IV in the work by Ahmad et al.58

This relationship enables the prediction of the resulting oscillation
amplitude at a specific point in time for a given input signal using an
analytical equation without the need for a numerical simulation.

To verify the dynamic model for the linear and cosine motion
manipulation strategies, the glass sphere was manipulated from
x = 0 mm to x = 10 mm for different times tend. The experimen-
tal position captured with the high-speed camera was compared
with the position simulated by the dynamic model. The compari-
son between simulation and experimental sphere positions is pre-
sented in Fig. 6 (Multimedia available online). In general, there was
good agreement between experimental and simulated results. The
only exception occurred for tend = 2.82 s, where A was significantly
higher than predicted by the model. After tend = 2.82 s, the exper-
imental oscillation amplitude was A ≈ 0.25 mm, whereas it yielded
A ≈ 0.06 mm for the simulated linear motion. This difference is
attributed to regular oscillations that normally occur in acoustic
levitation. The oscillation amplitude of A ≈ 0.25 mm obtained in

this experiment is not too different from those shown in Fig. 2(a),
where the focal point position is not moving. A similar behavior
was also observed for the cosine motion strategy. After tend = 2.82 s,
A was also close to 0.25 mm, whereas the dynamic model pre-
dicted A ≤ 0.01 mm. Again, this result is also explained by typical
oscillations that normally occur in acoustic levitation. Despite this
difference in the oscillation amplitude A, the proposed dynamic
model usually provides reasonable results for predicting the sphere
position over time.

According to the experimental and simulated results shown
in Fig. 6 (Multimedia available online), the linear motion strategy
is appropriate for slow manipulation speeds. For high manipula-
tion speeds, oscillations during the sphere motion and after the
focal point reaches the final position can be observed. This can be
clearly seen for tend = 0.45 s, where the sphere oscillates during its
motion and presents a large oscillation amplitude after reaching its
final position. In contrast to the linear motion strategy, the cosine
motion strategy ensures a faster motion of the sphere with smaller
oscillations during its manipulation.

In addition to the linear and cosine manipulation strategies, we
also applied the MPC algorithm for calculating xf(t) to generate a
linear motion and a cosine motion of the levitated sphere. The calcu-
lated values of xf(t) for the linear and cosine motion for tend = 0.45 s
are presented in Fig. 7.

The focal point positions obtained by the MPC algorithm
(Fig. 7) were sent to the array to generate the linear and cosine
motion. The comparison between the experimental and the simu-
lated results is shown in Fig. 8 (Multimedia available online). In
contrast to the linear motion strategy, shown in Fig. 6, in which a fast

FIG. 8. Comparison between simulated and experimental sphere positions over time for two different values of tend. The MPC algorithm was used to obtain the focal position
xf(t) to generate a linear and cosine motion of the levitating glass sphere. A video showing this experiment is available for both the linear and the cosine motion. Multimedia
available online.

AIP Advances 14, 045033 (2024); doi: 10.1063/5.0202967 14, 045033-8

© Author(s) 2024

 17 M
ay 2024 14:15:04

https://pubs.aip.org/aip/adv


AIP Advances ARTICLE pubs.aip.org/aip/adv

linear motion results in oscillations of the sphere, the results shown
in Fig. 8 indicate that the MPC algorithm allows us to generate a
straight linear motion of the sphere with very small oscillations dur-
ing its motion. Regarding the cosine motion generated by the MPC
algorithm, the simulated and experimental results are not too dif-
ferent from those obtained with the standard cosine motion strategy
(Fig. 6). However, the lower values for amax and vmax shown in Fig. 8
compared to those shown in Fig. 6 indicate that the MPC algorithm
is able to achieve an overall slightly smoother motion of the levitated
sphere.

To ensure the feasibility of our proposed dynamic model, all
the results of this paper were obtained for a unidimensional particle
motion with a total displacement of 10 mm. In addition, the maxi-
mum manipulation speed was limited to moderate values such that
the drag force acting on the sphere could be calculated by a simple
linear drag model. Although the simplified dynamic model was able
to predict the sphere position over time at sufficient accuracy, there
are possible further improvements that could enhance the capabil-
ity of the levitation system. For instance, the drag model could be
improved to allow higher speeds of the levitated sphere. It could
also be investigated how the trapping stiffness changes with the
focal position, allowing the implementation of a better force model
that is valid for larger manipulation distances. The force model
could also be enhanced by considering a nonlinear trapping stiff-
ness54 instead of a simple model based on Hooke’s law. In addition,
the restrictions regarding the manipulation along the z direction,
as described in Sec. II, could be resolved either by using a second
phased array, replacing the reflector, or by employing nonlinear
optimization techniques to obtain feasible activations for the phased
array. Finally, our approach can be extended to allow the manipu-
lation of liquid samples, either using a low driving voltage or taking
into account the pressure-induced deformation of the levitated sam-
ple. To fully explore the capability of the presented methodology,
future investigations are required.

VII. CONCLUSIONS
In this paper, we presented a simple dynamic model for calcu-

lating the position over time for a levitated sphere being moved in an
acoustic levitator consisting of an array of transducers and an oppos-
ing reflector. In this model, the acoustic radiation force acting on the
sphere is modeled by Hooke’s law, and the drag force is assumed to
be proportional to the velocity of the sphere. Using this model, we
have calculated the sphere position over time for two manipulation
strategies: a straight motion of constant velocity, called linear motion
strategy, and a straight motion where the sphere is subjected to a
cosine function acceleration (cosine motion). In addition, we have
applied an MPC algorithm for calculating the focal point positions
to generate a linear and a cosine motion of the sphere. The simu-
lated results were verified experimentally by tracking the position of
the sphere with a high-speed camera. Despite the simplicity of the
proposed model, the comparison between experiment and simula-
tion presents good agreement, indicating that the dynamic model
can be used for predicting the dynamic behavior of the acoustically
manipulated sphere. Moreover, a comparison between the linear and
the cosine manipulation strategy suggests that the cosine manip-
ulation strategy outperforms the linear strategy, allowing faster
manipulation speeds with reduced oscillations.

By applying MPC to the path-following problem in Eq. (11), it
is possible to take additional time-variant constraints of the states,
that is, the manipulated variables of a system, into account, which
is a huge advantage compared to classical input-shaping techniques,
such as those presented in the work by Ahmad et al.58 The versatility
of MPC further allows the realization of additional trajectories for
various tend values in a model-based feedforward control to move
the levitated object smoothly to its target position along a desired
path. This smooth motion cannot always be achieved using prede-
fined analytical strategies, as can be seen when comparing Figs. 6
and 8. Therefore, the use of MPC considerably facilitates trajectory
planning and eliminates the burden to carry out several numerical
simulations to manually test different tend values for a desired trajec-
tory in advance. Although the presented dynamic model can predict
the dynamic behavior of the acoustically manipulated sphere with
sufficient accuracy in our application, there are two points that can
be improved to increase its accuracy and generalizability. First, it
might be worthwhile to model the transient behavior of the trans-
ducers during phase changes as well as the subsequent time delays
caused by the propagation of the emitted wave fronts to the levi-
tated object. With this knowledge, it will be possible to approximate
the acoustic radiation force exerted on the object during a change
in the control variables, which is crucial for excellent control per-
formance. Since the expected dead time Td from these processes is
very small in relation to the switching time Tc, it certainly can be
supposed that the resulting radiation force error for a single change
is also small when an instantaneous change in the radiation force
is assumed (see Sec. V). However, since an input u(t) is optimized
according to a dynamic model for a given reference trajectory in tra-
jectory planning, it cannot be ruled out for the experimental tests
that such a small error for a single change in u(t) will be ampli-
fied over a certain input sequence that is applied to the system. This
could also explain the relatively large deviations between simulation
and experiment that have occurred in our tests only for a few con-
trol sequences, for example, in Fig. 6, for tend = 2.82 s during the time
interval t ∈ [0, 2.82 s). Second, it is necessary to find a more gener-
alizable approach for the inversion of the dynamic model to enable
the model-based trajectory planning of a three-dimensional motion
of a levitated particle along arbitrary paths rather than restricting its
movement to a unidimensional motion along the main axis of an
acoustic trap.

Finally, the presented method of iterative phase-refocusing
together with Hooke’s law [see Eqs. (5) and (7)] is well-suited for
future usage in a model-based closed-loop control since it has min-
imal computational costs due to the algebraic relationship between
F∗rad and ϕ∗. Such a closed-loop control is a mandatory requirement
to use acoustic levitation systems not only in academic research,
as it is the case today, but also in future industrial applications,
enabling the precise placement and fast manipulation of levitated
objects.

SUPPLEMENTARY MATERIAL

See the supplementary material for more details on approx-
imating the acoustic radiation force by Hooke’s law and for a
numerical model for calculating the acoustic radiation force that acts
on a small rigid sphere.
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