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Abstract. Open Science involves the sharing of knowledge and data as well as the 
exchange of research results. This is particularly important in the biomedical field, as 
it can foster validation studies in response to the replication crisis and improve 
resource utilisation. Since medical data is particularly privacy sensitive, its processing 
is subject to strong data protection requirements. Agencies, institutions, and projects 
in the European Union are still struggling with the establishment of widely accepted 
mechanisms supporting the sharing of data for Open Science practices. The goal of 
this paper is to provide an overview of different methods that have been used for this 
purpose and to discuss their technical properties and legal challenges. Our assessment 
is based on well-known conceptualizations, such as the Five Safes Framework. The 
result shows that different approaches provide different trade-offs between the 
functionalities and the degree of data protection provided, and that there are open 
legal issues. Current legislative initiatives in the EU, including regulations for the 
European Health Data Space and the Data Governance Act, have the potential to 
address some of the resulting uncertainties. 
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1. Introduction 

1.1 Introduction  
Open Science refers to the use of transparent and collaborative methods 
of producing, using, and communicating data as well as results and it is 
seen as one of the major mechanisms to end the replication crisis (Coiera 
et al.). Open Science is especially important in data-driven biomedical 
research, a field that relies heavily on the collaborative and shared use of 
data beyond the purpose for which it was originally collected, such as the 
use of healthcare data for generating scientific evidence (Gewin; Merson 
et al.; Taichman et al.). Some researchers see data sharing as an ethical 
necessity (Bauchner et al.) and argue that it saves lifes (Besançon et al.). 
Moreover, it is promoted by various institutions and funding agencies 
(Hulsen; Institute of Medicine). 
 
However, medical data is particularly sensitive and in the European 
Union (EU) the processing and sharing of personal data requires a legal 
basis in compliance with the requirements laid out in the EU General 
Data Protection Regulation (GDPR). The most common mechanism for 
this is obtaining an informed consent by the data subject (see Articles 6, 
7 and 9 GDPR). However, obtaining consent is often challenging and 



 

 

costly, e.g., when data is to be analysed retrospectively (Williams and 
Pigeot), and patient-centric solutions, e.g., for obtaining dynamic consent 
through apps or portals have proven to be difficult to implement in 
practice (Teare et al.). In addition, the legitimation basis of consent is also 
problematic because consent is only effective if it is given voluntarily, in 
an informed manner and for a specific purpose, but in practice it is often 
not possible to ensure that these conditions are met. 
 
While the GDPR defines some further grounds permitting data 
processing, also for the use of data for research purposes (see Art. 89 and 
Recital 159 GDPR), these are interpreted differently by the Member 
States or can be regulated country-specifically due to opening clauses 
(Baker and Mckenzie). As a result of this heterogeneity, it is very difficult 
to share data broadly based on such legal bases. Country-specific special 
laws (e.g., for national cancer registries) only apply to some types of data 
and their application is usually tied to additional restrictions. 
 
Due to these legal challenges, current large-scale data sharing efforts, are 
usually based on technological approaches that aim to provide anonymity 
for the data subjects (Wirth et al., 2021). As a consequence, no personal 
data is shared and the process is not subject to the requirements of the 
GDPR and other national laws. Moreover, such solutions adhere to the 
principle of data minimisation, according to which the processing of non-
anonymized data is only lawful to the extent that the specific (scientific) 
purpose of the processing cannot be equally achieved with anonymized 
data. 
 
1.2 Background 
Providing anonymity is challenging. In recent years, it has increasingly 
been accepted that anonymity cannot (solely) be a data property (Ohm; 
Rubinstein and Hartzog). This means that, for complex datasets, 
anonymity of subjects can only be provided when going beyond measures 
that apply directly to the data (such as anonymization techniques) by 
carefully designing and considering the process in which the data is used 
and its contextual embedding. On the technical side, this is reflected in the 
differential privacy concept, which is a mathematical property of 
(randomized) data processing algorithms. If correctly parameterized, it 
ensures that the output of a processing algorithm doesn’t disclose sensitive 

information about individual data subjects (Dwork).  
 

 
Figure 1. Elements of the five safes framework. 

 
However, process-oriented measures for providing anonymity can also 
be designed along further technical and also organisational axes. A 



 

 

common way to formalize this is the Five Safes Framework, which has 
been developed for reasoning about privacy protection when providing 
access to data for research purposes (Desai et al.). As is illustrated in 
Figure 1, it specifies five dimensions of protection, the so-called “Safes”: 
 
1. Safe people: Only trusted and qualified researcher should be 

provided access to sensitive data. 
2. Safe projects: Data access should only be provided for appropriate, 

legitimate, and ethical purposes. 
3. Safe data: Shared data should be protected to the highest degree 

possible on the data level, e.g., through anonymization or 
pseudonymisation.  

4. Safe settings: Data is shared in special “settings” that provide 

additional protection from unauthorized access or disclosure of 
sensitive information. 

5. Safe outputs: Scientific outputs derived from shared data, such as 
statistics published in scientific papers, should not disclose sensitive 
information. 

  
The Five Safes Framework is a valuable tool for reasoning about the 
degree of anonymity provided while processing sensitive data. According 
to Recital 26 of the GDPR, “all means reasonably likely” should be 

considered based on “objective factors” when determining whether data 
sets can be related to an identifiable person. We note that the term “safe” 

as used by the framework is to be understood as an umbrella term for 
providing trustworthiness, security and privacy protection. We further 
note that there are some legal uncertainties and heterogeneous 
interpretations regarding the importance of individual axes of the 
framework. For example, it remains controversial to which degree the 
motivation of anticipated adversaries (cf. “Safe People”) can be taken 
into account (Spindler and Schmechel).  Moreover, different actors have 
different roles (data controller, data processor, joint data controller) and 
different responsibilities that need to be clearly defined. In this context, 
technical solutions that ensure privacy can also serve as a means to 
mitigate responsibilities. 

 
Along the dimensions outlined above, various (technical) methods have 
been developed for sharing data while preserving the anonymity data 
subjects. These methods have different advantages and disadvantages, 
are associated with further legal challenges, and none can solve the 
problem as a "silver bullet". In the following section, we will present 
some of the most common approaches and highlight their legal 
assumptions and open challenges. 

 
2. Overview and assessment 

 
2.1 Anonymization 
A traditionally common approach to sharing data anonymously is to 
focus on the data level (cf. “Safe Data”) and modify the data itself to such 

a degree that it can be considered non-personal. This process is illustrated 
in Figure 2 and it can involve techniques such as the deletion, 
aggregation, generalisation, or perturbation of values and variables (Fung 
et al.).  



 

 

 

 
Figure 2. Schematic illustration of data sharing through anonymization. In this 

example, site A shares an anonymised dataset with sites B and C. 
 
However, anonymization requires trading off the degree of protection 
achieved against the usefulness of the data to be shared (e.g., in terms of 
the preservation of its statistical properties) (Fung et al.). The more 
comprehensive and complex a dataset is, the more challenging it becomes 
to achieve a reasonable trade-off (Ohm; Rubinstein and Hartzog) and it can 
be expected that only focusing on the data level doesn’t work for many 

sharing scenarios in the biomedical domain (Wirth et al., 2021). 
 

A recent application of anonymization for Open Science in medicine 
includes public use files provided by the LEOSS registry (Jakob et al.) 
and the German National Pandemic Cohort Network (NAPKON) (Koll et 
al.) on COVID-19 patients. The datasets were anonymised following a 
mixed methodology combining quantitative and qualitative approaches 
using ARX, a relatively well-known software for the anonymization of 
structured medical datasets (Prasser et al.). It must be noted, however, that 
in line with the limitations described above, the anonymous datasets 
created in these projects are relatively narrow and only contain a low 
number of variables. 
 
On the legal side, some general open issues regarding anonymity and 
anonymization have already been outlined in the previous section. In 
addition, it is challenging to align technical anonymization approaches 
on the data level with legal concepts around the identifiability of data.  
 
As a further example, the Opinion on Anonymization Techniques by the 
Article-29 Working Party outlines requirement regarding the protection 
of data, including protection from “singling out”, “linkability” and 

“inference” (Art. 29 WP). Formalizing these requirements can be 
challenging and remains an open problem (see work by (Cohen and 
Nissim) for an example regarding the concept of “singling out”). More 
concrete specifications, guidelines and certification bodies would be 
needed to provide researchers aiming to share data with reliable answers 
to these questions. According to the European Data Protection Board, 
anonymisation of personal data might be difficult to achieve and maintain 
“due also to ongoing advancements in available technological means, and 
progress made in the field of re-identification.” Anonymisation of 
personal data should therefore be approached “with caution” (EDPB). 



 

 

 
2.2 Distributed data analyses 
Distributed or federated data networks are mechanisms focusing on “Safe 

Outputs” which are specifically suitable for creating shared data pools 
across multiple participating institutions. Each node of such a network 
maintains its own dataset without direct access for the other parties. 
 
However, as is illustrated in Figure 3, methods are supported for 
calculating joint statistical results on the overall dataset by transferring 
specifically designed analysis scripts or commands to the participating 
institutions and merging the individual (already aggregated) results to 
obtain a global result (e.g., deriving a global mean for a certain variable 
from the local means of the participating nodes).  
 

 
Figure 3. Schematic illustration of data sharing with a distributed data analysis 

infrastructure. In the example, site A receives a joint result for the data from 
sites B and C. 

 
 
Examples of distributed solutions that have been developed for sharing 
data in the biomedical field include DataSHIELD (Gaye et al.), the tools 
by the Observational Health Data Sciences and Informatics (OHDSI) 
initiative (Hripcsak et al.) and the Personal Health Train (PHT) (Beyan et 
al.). 
 
Distributed data networks are used on a broad scale to share data and 
generate biomedical knowledge (see, for example, (Burn et al.; Hong et 
al.; Oluwagbemigun et al.)). However, they also suffer from necessary 
trade-offs between their usefulness and the degree of anonymity provided 
and from open legal issues. Most importantly, also statistical analysis 
results can potentially disclose sensitive information about data subjects 
(e.g., statistical tables with low cell counts (Smith et al.)). Thus, although 
the platforms exchange only aggregated data between nodes, it is possible 
that the data still qualifies as personal data under the GDPR (cf. Art. 4 
(5) GDPR). The platforms therefore must implement restrictions 
regarding the types of analyses that can be performed and specific 
protection mechanisms that ensure that only “Safe Outputs” are shared 

(cf. Recital 162 GDPR).This means, that not all types of medically 
relevant statistical analyses can be performed using such platforms and 
that they are subject to legal uncertainties regarding the degree of 
anonymity provided analogously to approaches that are based on data-



 

 

level anonymization. 
 
2.3 Cryptographic approaches 
More recently, cryptographic protocols have been developed that enable 
joint calculations on encrypted data hence focusing on the “Safe Setting” 

aspect (Canetti). Examples include Secure Multi-Party Computation 
(SMPC) methods and Homomorphic Encryption (HE). As is illustrated 
in Figure 4, conceptually, the institutions aiming to create common 
(virtual) data pool, encrypt their data and execute specific algorithms, 
potentially requiring multiple rounds of communication. 
 

 
Figure 4. Schematic illustration of data sharing with cryptographic methods. In 

this example, sites A, B and C calculate a common statistical result. 
 
Examples of cryptographic data sharing platforms include MedCo 
(Raisaro et al.) which supports a broad range of medical and 
bioinformatics analyses and EasySMPC (Wirth et al., 2022), which 
provides fewer functionalities but is more easy to install and operate. 
 
Compared with the other approaches, also cryptographic solutions suffer 
from inherent trade-offs between protection and usefulness. In this 
specific case, however, this is mostly because cryptographic platforms 
are complex and can be difficult to operate and extend with additional 
functionalities. If implemented correctly, the data sharing process itself 
can be mathematically proven to be secure and not disclose any data. 
Whether the joint statistical result also maintains the subjects’ anonymity 

depends on the specific types of analysis supported, which is important 
to ensure when operating such platforms. Helminger and Rechberger 
have proposed a test in form of a flow chart (Helminger and Rechberger) 
to handle this issue.  
 
On the legal side, the question remains open to whether the join 
processing of encrypted data can be considered as anonymous 
processing. Several authors have brought forward according arguments 
for cryptographic data sharing mechanisms (1) in general (Spindler and 
Schmechel; Helminger and Rechberger), (2) in the biomedical domain 
(Scheibner et al.) (3) or in other areas (Treiber et al.).  

 
2.4 Data enclaves 
Data enclaves are another data sharing approach relying specifically on 
the creation of a “Safe Setting”. With this approach, as is illustrated in 



 

 

Figure 5, data is basically pooled centrally in its original or 
pseudonymised form in a secure and trusted environment. Researchers 
can then apply for data access and are provided with secure access 
mechanisms, e.g., including monitored remote desktop connections. It is 
important to point out, that the enclave stores personal data while the 
researcher will only be provided with access to aggregated, non-
identifiable data. Data enclaves are often operated by public institutions 
or official agencies. 

 
Figure 5. Schematic illustration of sharing data through an enclave. In the 

example, sites B and C share their data with site A. 
 
 
Well-known examples of Safe Havens for biomedical data include the 
Scottish National Safe Haven (Public Health Scotland), operated by the 
Scottish National Health Services, or the US Center for Medicare and 
Medicaid Service Virtual Research Data Center (CMS Virtual Research 
Data Center), operated by the US Center for Medicare and Medicaid 
Service. In Germany, the enclave concept is implemented by the Center 
for Cancer Registry Data and the Research Data Center of the Federal 
Office for Drug Research and Medical Devices (BfArM) (BfArM; Cancer 
Registry Data). 
 
In regards to the provided functionalities data enclaves are more capable 
than the approaches presented previously. This is due to the fact that they 
can process personal individual-level data, which, for example, enables 
linkage across datasets. The situation is more complicated on the risk-
side of the trade-off, however, which is reflected in legal challenges. 
 
From the legal perspective, it remains unclear whether the processing of 
(pseudonymized) individual-level data in an enclave that provides secure 
access with further safeguards ensuring that researchers cannot identify 
individuals can be considered “anonymous processing”. This would 
require a truly process-oriented assessment of the degree of identifiability 
and the option to put a strong focus on the security of the enclave and the 
trustworthiness of the institution operating it. Moreover, classification as 
"anonymous processing" can only be considered if one follows the so-
called relative approach, according to which the perspective of the 
individual data processor must be taken into account in order to decide 
whether data are personally identifiable or not (in contrast to the so-called 
absolute approach, according to which data must always be classified as 
personally identifiable if anyone in the world can identify a data subject 



 

 

in the data set (Helminger and Rechberger)). 
 
As a consequence of this legal uncertainty, enclaves are usually only 
operated today based on special laws that provide according permissions. 
In Germany, for example, the operation of the Center for Cancer Registry 
Data is based legally on the Cancer Registry Act and the Research Data 
Center for Health is based legally on specific paragraphs in the German 
Social Code (SGB). 
 

3. Discussion 
 
The legislative efforts of the EU and its Member States show a clear 
intention to foster the utilization of data for research purposes. At the 
same time, improvements in privacy-enhancing technologies provide 
increasingly more favourable trade-offs between privacy risks and the 
usefulness of data sharing platforms. These are good signs for a broader 
adoption of Open Science principles in medicine. 
 
However, current legislation is too abstract and fragmented (Paseri; 
Aurucci) in some areas and has led to heterogeneous interpretations in 
the EU Member States due to opening clauses. In order to further expand 
data sharing and Open Science in the medical field, harmonization 
efforts, guidelines and certification bodies are needed. An important 
recent development is the proposal for the European Health Data Space 
(EHDS) which builds upon the GDPR, the Data Governance Act, the 
draft EU Data Act, and the NIS Directive (see Proposal Regulation 
COM/2022/197 final). The EHDS proposal builds upon many of the 
concepts outlined in this article, such as the sharing of data through 
Secure Processing Environments (SPEs) (see Art. 50 Proposal Regulation 
COM/2022/197 final). The legal framework for sharing data laid out in 
the draft EU Data Act and the EHDS proposal have the potential to 
overcome some of the legal issues around technical solutions available. 
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