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ABSTRACT 
Human-Centered AI prioritizes end-users’ needs like transparency 
and usability. This is vital for applications that afect people’s ev-
eryday lives, such as social assessment tasks in the public sector. 
This paper discusses our pioneering efort to involve public sector 
AI users in XAI application design through a co-creative workshop 
with unemployment consultants from Estonia. The workshop’s 
objectives were identifying user needs and creating novel XAI in-
terfaces for the used AI system. As a result of our user-centered 
design approach, consultants were able to develop AI interface pro-
totypes that would support them in creating success stories for their 
clients by getting detailed feedback and suggestions. We present 
a discussion on the value of co-creative design methods with end-
users working in the public sector to improve AI application design 
and provide a summary of recommendations for practitioners and 
researchers working on AI systems in the public sector. 
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1 INTRODUCTION 
Artifcial Intelligence (AI) has emerged as a transformative force 
with the potential to change numerous aspects of modern society. 
The public sector and government are among the domains where 
AI holds exceptional promise. Governments worldwide tackle com-
plex challenges ranging from service delivery optimization to data-
driven decision-making [15]. Integrating AI technologies presents 
a remarkable opportunity to enhance operational efciency, respon-
siveness, and citizen engagement. While AI can yield remarkable 
outcomes, its inherently complex and opaque nature can create 
barriers to understanding, accountability, and public trust [1]. Ex-
plainable Artifcial Intelligence (XAI) seeks to alleviate these con-
cerns by making AI systems interpretable, allowing developers and 
end-users to understand AI decisions [1]. This interpretability is 
not just a technical endeavor but embodies a broader societal need 
for accessible, understandable, and verifable governance systems. 
However, the successful implementation of XAI in the public sector 
extends beyond technological competence; it necessitates the active 
involvement of stakeholders other than solely AI developers [19]. 
The collaboration between technologists, policymakers, domain ex-
perts, and citizens is paramount to ensure that AI-driven initiatives 
align with societal values, regulatory frameworks, and the unique 
needs of the public. Involving such stakeholders in co-creative XAI 
design processes can enrich the development and deployment of 
AI applications and foster a sense of ownership, transparency, and 
accountability for AI systems and their decisions [18]. 

In this paper, we present the results of a co-creative design work-
shop with AI-experienced unemployment consultants (� = 5) to 
shed light on problems and possible designs for XAI in the context 
of social service provision in Estonia. In Estonia, AI applications1 

1In Estonia, over 50 AI-based tools are already in use (see: https://e-estonia.com/ai-to-
help-serve-the-estonian-unemployed/) 
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are already used in the public sector [29]. With its groundbreaking 
e-government strategy, the Estonian digitalization approach leads 
innovation globally [29]. By exploring XAI’s potential in social ser-
vice provision, we aim to illuminate the signifcance of co-creative 
design approaches that address civil servants. Starting from the 
idea of Human-Centered AI (HCAI), that AI should be oriented 
towards the needs of humans [43], we used a classic of empirical 
HCI research: the user-centered design process. We combine this 
with the question-driven XAI design process of Liao et al. [30] to 
develop paper prototypes of XAI interfaces. We highlight the tangi-
ble benefts of including end-users in developing highly specialized 
and data-sensitive XAI designs in public sector settings. 

In a co-creative design workshop, we investigated with users 
the Otsustustugi (OTT)2 system. OTT is a random forest-based AI 
tool that predicts the probability of unemployed persons fnding a 
job. Study participants identifed current problems and prototyped 
possible design solutions to improve this system. For our co-creative 
workshop, we addressed the following research questions: 

• RQ1: How and in which specifc situations/contexts do chal-
lenges and problems arise while using the OTT system? 

• RQ2: How can we improve user acceptance for the OTT 
system with a focus on explainability, fairness, control, and 
ethics? 

• RQ3: How could prototypes look like that tackle the iden-
tifed issues? 

As AI-based social service applications are challenging to access 
for research, this paper presents insights and fndings from a rare 
collaborative efort with professional AI end-users from the public 
domain, unemployment consultants. They support their clients, 
namely unemployed people, in fnding a job. We illustrate how 
HCI practitioners can efectively use a co-creative approach to 
develop prototypes of XAI interfaces. Furthermore, our research 
highlights the pivotal role of XAI as an augmentative tool that can 
help unemployment consultants to evaluate and select the most 
appropriate measures to help their clients. With the presented co-
creative design workshop on cooperation between human expertise 
and AI in labor market services, we provide recommendations for 
future AI applications and their development for the public sector. 

2 RELATED WORK 
2.1 AI in the Public Sector 
The usage of AI in the public sector has various opportunities. Wirtz 
et al. [48] identifed ten application purposes and their value for 
the public sector. For example, virtual agents (e.g., chatbots) can 
enhance citizen services, ofering faster responses and personalized 
experiences [21, 48]. In addition, AI can automate routine tasks, 
optimize resource allocation, and streamline processes, leading to 
signifcant cost savings and improved service delivery [11]. Here, 
one use case for AI in the public sector is its usage as a profling 
tool. Profling helps social services assess individuals’ needs more 
efciently and supports the job-fnding process [5]. For example, 
profling can identify unemployed people with a higher risk of 
long-term unemployment and support them with more costly and 

2OTT means “decision support” in Estonian and is also a common boy’s name in 
Estonia 

intensive services [10]. Including AI in the profling process raises 
issues about fairness [14], transparency [6], responsibility, and 
control [21]. For example, people belonging to a minority (e.g., for-
eigners) are more likely to be misclassifed as high-risk job seekers 
[11]. 

While the interest in AI as part of e-government is growing in 
Europe [38], a user-centered design of the systems that support civil 
servants is still missing. An AI application already used in the public 
sector is needed to investigate user needs in a real-world setting. 
Estonia is one of the leading countries in using the AI-profling tool 
OTT in the public sector to predict the probability of an unemployed 
person fnding a job and the probability of becoming unemployed 
again [41]. 

As Estonia is one of the frst countries to use AI in the public 
sector, it can serve as a role model for other countries. The fndings 
from our workshop provide frst indications about users’ needs 
when using AI in profling and can support researchers in other 
countries in developing their own AI systems for public services. 

2.2 Explainable AI 
Humans have a natural need to acquire and provide explanations. 
Thus, children already ask “why?” and try to gain explanations for 
phenomena they observe [27]. As AI systems become more and 
more prevalent in our lives, the explanation of why something was 
done is also addressed to AI systems. The research area of XAI 
deals with AI explanations. The goal of XAI is to help users “to 
understand, appropriately trust, and efectively manage [...] arti-
fcially intelligent partners” [19, p. 44]. This goal gained renewed 
momentum with the increasingly widespread use of deep neural 
networks, which, as black boxes, left it unclear how they come 
to their classifcation decisions. At the beginning of XAI for deep 
neural networks, research focused on possible algorithms to light 
the black box. Feature Relevance methods focus on letting users of 
the XAI system know which features in the input data are crucial 
for a decision [3] (e.g., Layerwise Relevance Propagation (LRP) [4], 
SHAP [33], or LIME [42]). Another set of methods, inspired by how 
humans explain things, employs the idea of Counterfactual Reason-
ing [37]. Counterfactual Reasoning methods tackle the question 
“What if...?” by showing an alternate reality and the AI’s decision in 
that scenario [36]. A distinction is drawn between local and global 
explanations [32]. Local explanations focus on providing insights 
into the decision-making process of an AI model for a specifc in-
stance or prediction, ofering a fne-grained understanding of the 
model’s behavior for individual cases. On the other hand, global 
explanations aim to convey a broader overview of the model’s func-
tionality, highlighting patterns and trends across the entire dataset. 
For some years now, another relevant aspect has been coming into 
focus: the design of XAI systems. But how should we design XAI 
systems? On the one hand, there is the question of algorithmic 
feasibility (i.e., explainable model) [19], especially for black box 
models; on the other hand, it is unclear how explanations of AI 
systems are best communicated to humans (i.e., explanation inter-
face) [19]. What such an explanation interface of AI systems should 
look like is a much-discussed topic and occupies researchers on 
XAI. One could argue that the fndings in human-human explana-
tions could be transferred to the area of XAI. The question arises: 
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“Should AI communicate explanations as humans do?” Shneider-
man [45] discourages such transfers, as interactions with machines 
are diferent and more limited than with humans. Nevertheless, 
the fndings from psychological research are an essential starting 
point for the design of XAI [37]. For example, Miller [37] stated that 
users do not expect all possible explanations for an event. These 
insights can serve as a valuable basis for investigating the efect of 
AI explanations in user studies. 

In our co-creative design workshop, we investigate which kinds 
of explanations unemployment consultants who work with AI reg-
ularly fnd helpful and how they should be implemented. 

2.3 Explainable AI in the Public Sector 
Despite considerable research on deploying AI within the public 
sector, work investigating the potential of XAI in the public sector 
is rare. The current research landscape predominantly explores the 
application of existing XAI techniques, such as LIME [42] or SHAP 
[33], within public sector scenarios. These include the operations of 
German tax authorities [35], forecasting for municipal wastewater 
treatment facilities in Greater Cincinnati [34], and the utilization of 
Linked Open Government Data by the Scottish Government [25]. 
Adopting XAI in these settings is motivated by a dual objective: 
frstly, to enhance the transparency of AI systems for professionals 
within the public sector, and secondly, to validate resource utiliza-
tion and decision-making processes to the public. In exploring the 
application of XAI within the public sector, de Bruijn et al. [9] 
highlight the inherent challenges in deploying XAI in represen-
tative case studies, such as decisions on immigration, especially 
considering that its decisions may not always align with public 
consensus. 

In contrast to merely applying pre-existing XAI methods to AI 
systems in the public domain, we advocate for a co-creative design 
strategy that emphasizes the active involvement of stakeholders and 
encourages fresh ideas. To illustrate the methodology, the example 
of Estonia is particularly adequate as a country with advanced 
digitalization processes. 

3 THEORETICAL BACKGROUND 
3.1 User-Centered Design Process 
The user-centered design process is a classic empirical approach 
from HCI, frst proposed by Norman and Draper [40]. It is defned 
in the ISO standard 9241.210:2019: “Ergonomics of human-system 
interaction - Human-centred design for interactive systems” and 
comprises four phases: 

• Understand the Context of Use: The frst phase focuses 
on defning the users and their tasks in a particular context 
(social and technical). Questions such as “Who are the main 
users of the system?”, “What tasks are solved with the help 
of the tool?”, and “What do users’ work processes look like?” 
should be answered here. 

• Specify Requirements: When it is clear who the user group 
is and the context of use has been identifed, the user group’s 
requirements are considered in more detail. For this purpose, 
so-called personas (i.e., prototypical users) are defned, and 
scenarios of use for the tool are sketched. Here, a distinction 
is made between the tasks the system takes on and those 

the user takes on. In addition, usability requirements can be 
addressed (e.g. “How important is user satisfaction?”, “How 
important is the system’s fexibility?”). 

• Develop Design Solutions: After the requirements and 
possible problems have been defned, this step collects ideas 
for possible solutions. Here, diferent design teams develop 
diferent solutions. Methodologically, various options can 
be used here, e.g., storyboards that outline the interaction 
between system and user or the design of paper or software 
prototypes. 

• Evaluate Design Solutions: Diferent evaluation approaches 
can be distinguished here: In expert evaluation, as the name 
suggests, experts give feedback on the design solutions devel-
oped. These can be software experts who identify the techni-
cal feasibility or possible weaknesses or domain experts who 
know the application context and workfows well and assess 
which problems could occur when using the design solu-
tion. In addition to expert evaluation, however, controlled 
experiments can also be conducted with the design proto-
type. Another option is a participatory evaluation where real 
users evaluate the prototype in a real-world setting. 

Elements of the user-centered design can be found in the par-
ticipatory design approach, which actively includes users in an 
iterative, participatory process when developing or reworking a 
product [46]. Zhang and Zurlo [49] highlight the importance of 
participant engagement during a participatory design process. They 
describe that the engagement of participants has an emotional (e.g., 
interest, boredom, stress), cognitive (e.g., awareness, efort), and 
behavioral (i.e., physical actions) component that should be con-
sidered during the design process. Co-creative approaches foster 
innovation and user-focused research by including users in the 
development process [18]. The value of co-creative approaches are, 
for example, the shifting of power dynamics (e.g., from policymak-
ers to users of systems) and the enhancement of outcomes (e.g., 
increased quality, novel products, innovations) [47]. 

3.2 Co-Creation Methodologies for the Design 
of XAI Systems 

As mentioned at the beginning, insights from the social sciences 
provide valuable anchor points for the design and study of XAI. 
While Miller [37] provides a comprehensive insight into the overlap 
between social sciences and XAI research, the work of Hofman 
et al. [23] describes how psychological constructs such as trust or 
curiosity can serve to investigate the impact of AI explanations 
on users using diferent methods (the simplest being the use of 
questionnaires). Another aspect of the investigation is satisfaction 
with the explanations provided. Gunning and Aha [19] highlight 
that psychological constructs such as trust and user satisfaction are 
relevant for measuring the efectiveness of XAI. 

However, we need to address the question of which explana-
tions users would like, which involves incorporating users’ per-
spectives. This means when focusing on XAI in a human-centered 
way, more is needed than investigating explanations’ impact on 
users. To understand the XAI’s usability, benefts, and downsides, 
end-users must become part of the design process. For this, a broad 
research community agrees that stakeholders (e.g., their needs, 
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Figure 1: An example of an OTT output (translated version) that is part of the EMPIS software that unemployment consultants 
use daily. The example shows the entry for one client, who is predicted from OTT, to have a low probability of fnding a job 
again. 

mental models, experiences), as well as the purposes of diferent 
AI application scenarios (e.g., healthcare, military, sales, fnance), 
have to be taken into account when creating XAI [12, 16, 17, 22, 37]. 
Diferent approaches are developed to co-creatively design explana-
tions in a human-centered way. Schoonderwoerd et al. [44] present 
the DoReMi-practice for human-centered design. Their approach 
consists of three components (i.e., domain analysis, requirements 
elicitation & assessment, and multi-modal interaction design & 
evaluation). Although their approach involves users as an active 
element in their process, Schoonderwoerd et al. [44] leave the user 
interface design to the researchers while users evaluate it. The 
work of Liao et al. [30] presents a question-driven process to design 
XAI. It consists of four steps to match users’ questions towards 
an AI system with the respective XAI methods. In their four-step 
approach, users contribute in the frst step (i.e., question elicita-
tion) and the last (i.e., iterative design and evaluation). Similar to 
Schoonderwoerd et al. [44], users did not design the XAI prototype 
by themselves. 

Co-creative approaches provide an opportunity to address the 
challenges of XAI by involving diverse users and other stakeholders 
in a collaborative and iterative process. The rarity of co-creative 
eforts in XAI design underscores an untapped potential for enhanc-
ing an AI system’s interpretability and trustworthiness. By using 
co-creative strategies, the development of XAI solutions can bene-
ft from a rich interplay of insights, expertise, and user feedback, 
resulting in more efective and user-friendly XAI systems. 

Therefore, we present a co-creative design approach to inves-
tigate XAI design from the end-users’ view (in our case, unem-
ployment consultants). For this purpose, we use the user-centered 
design process [40] combined with the question-driven process to 
design XAI from Liao et al. [30]. The involvement of AI end-users 
from the public sector in designing an XAI interface is the main 
focus of our paper and will be described in the following. 

4 METHODOLOGY 
4.1 Apparatus: Estonia’s OTT System 
Since 2000, Estonia has been a leader in establishing an e-government 
strategy in the public sector [2]. In Estonia, labor market services 
are provided to the unemployed and job seekers to fnd work, pro-
mote career development, foster the professional development of 
workers, and attract skilled labor for employers. The Estonian Un-
employment Insurance Fund (EUIF)3 was established in 2001 to 

3Estonian name: Eesti Töötukassa (see: https://www.tootukassa.ee/en) 

administer unemployment insurance benefts. EUFI’s primary ob-
jective is to handle unemployment-related social insurance and 
provide services that help unemployed people fnd new jobs. There-
fore, EUIF’s clients are job seekers, employees, and employers. 

OTT is a data-driven tool included in the Employment Informa-
tion System (EMPIS) used by EUIF since 2020. OTT predicts the 
probability that an unemployed person will fnd a job within 180 
days and identifes the factors that infuence this [41] (see Figure 1). 
In total, 45 factors (e.g., level of education, language skills, region, 
driver’s license, unemployment spells in the last three years) are 
deemed signifcant to predict this probability [28]. 

The model calculates the forecast for transition into employment 
for each newly registered person unemployed for 35 days. To this 
end, OTT summarises a person’s situation using a random forest-
based machine learning model. It uses 60 attributes and indicators 
to assess each unemployed person who turns to EUIF [41]. Based 
on the last fve years of unemployment register data, it predicts 
the probability of getting into work during the year4. In addition, 
it calculates the probability of becoming unemployed again and 
identifes the circumstances that infuence this. In this way, OTT 
is designed to support unemployment consultants by providing 
actions to meet their clients’ individual needs and increase the 
efciency of the EUIF. 

Two types of stakeholders use OTT at EUIF: employment con-
sultants and case managers. The former use OTT to decide on 
the distribution of working time of case managers who serve the 
clients of the social welfare system. The latter use OTT specifcally 
during individual consultations to decide on measures that might 
be helpful for a client (e.g., language training and driving license). 
However, while the two stakeholders have diferent roles, the use 
cases are relatively similar. 

4.2 Co-Creative Design Workshop 
The following details the co-creative workshop conducted with 
unemployment consultants (N = 5). The primary objective of this 
workshop was to design XAI prototypes for the AI-based OTT 
software. Guided by a user-centric design approach combined with 
a question-driven XAI design process, the workshop facilitated the 
collaborative development of potential XAI interfaces specifc to 
OTT. 

4Description of OTT provided by NORTAL, a company that was responsible for the 
development of OTT (see: https://nortal.com/insights/ott-an-ai-powered-success-
story-in-the-public-sector) 

https://www.tootukassa.ee/en
https://nortal.com/insights/ott-an-ai-powered-success-story-in-the-public-sector
https://nortal.com/insights/ott-an-ai-powered-success-story-in-the-public-sector
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Figure 2: Four steps of the co-creative design workshop we conducted with civil servants of the labor market services in Estonia. 
The goal was to develop XAI interfaces for the AI-based software OTT. 

4.2.1 Participants. To get a complete picture of the stakeholders of 
OTT, we invited both stakeholder groups to our co-creative design 
workshop. Five female stakeholders (two employment consultants 
and three case managers) between 32 and 49 years old participated 
in our workshop. All participants had some years of experience in 
their working positions (between 3 and 5 years) and were from the 
same EUIF department. All participants spoke English. They were 
recruited by the University of Tartu, who have already collaborated 
in other research projects on digitalization and AI. The data pro-
tection ofcer of the University of Tartu approved the workshop. 
Before the workshop started, participants were informed about the 
goals and duration of the workshop and their GDPR rights. All 
participants were reimbursed for the day with 400 Euros each. For 
better readability, our workshop participants will be referred to as 
unemployment consultants, including case managers. 

4.2.2 Procedure. The one-day co-creative workshop took place 
at the University of Tartu, Estonia and lasted from 9:00 to 15:45, 
including a lunch break and two cofee breaks (one in the morning 
and one in the afternoon). A team of fve researchers were present 
the whole day to conduct the workshop. One of them was lead-
ing the co-creative design process, two actively participated and 
guided the two sub-groups during the design process, one observed 
the workshop and took notes, and the last was supporting with 
translation. 

The workshop started with welcoming all participants, introduc-
ing the research team and the research focus, and a short round of 
getting to know each other. Then, the co-creative approach began 
with four steps and a closing session, including the focus group 
interview (see Figure 2 for an overview). Unless otherwise stated, 
all steps took place in small groups (two groups: 1x three persons, 
1x two persons). 

Persona Defnition. Participants were separated into small 
groups due to their working profles (employment consultants and 
case managers). After a short introduction to the design of personas, 
they developed two personas that represent their jobs to be done 
during the day, their motivation, and the pain points during the 
workday. 

User Journey Mapping. Based on the defned persona, partici-
pants described the day of the persona in more detail in the next 

step. This step answered the question: “What does the typical per-
sona workfow look like?” For this, a concrete goal of the persona 
was defned (e.g., to fnd a suitable job for the client), and all tasks 
during the day to reach the goal were described. In addition, tools 
that are used for the tasks were also collected (see Figure 4). 

Synthesize & Validate. After defning a typical workfow, the 
focus was on the problems during this workfow. Here, pain points 
related to the technical systems to be used in general, OTT in 
particular, and problems related to the client were investigated in 
more detail (see Figure 5). 

Prototyping. While the morning was used to get an overview 
of the context of the OTT use from a persona perspective, the 
afternoon was used to develop prototypes for one identifed problem 
(see Figure 6). Each group selected one pain point they wanted to 
design a prototype solution for. After developing a frst version of 
the paper prototype (see Figure 7), the two groups presented these 
to each other and received feedback on their prototype. In a second 
iteration, the feedback was incorporated into the design of a second 
prototype. 

At the end of the co-creative workshop, all participants and 
the researchers had a focus group discussion about OTT and their 
impressions of the workshop. 

4.3 Data Collection & Data Analysis 
In this section, we outline the methodology employed for data 
collection and analysis in our study, which aimed to investigate 
and enhance AI-supported social service provision through a co-
creative design workshop and a focus group interview involving 
unemployment consultants. Our research design aimed to gain 
in-depth insights into these AI users’ perceptions, experiences, 
and perspectives in social service delivery, thereby contributing to 
a comprehensive understanding of the dynamics and challenges 
inherent in providing these services. 

4.3.1 Workshop. By involving unemployment consultants in the 
creative process, our methodology aimed to empower these AI end-
users to contribute to developing AI systems that align more closely 
with their needs and values. Data collection during the co-creative 
workshop encompassed various artifacts, including sketches, paper 
prototypes, and written notes. During recruitment and planning, 
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Figure 3: The participants created two personas: Mary, an employment consultant and Melissa, a case manager. 

it was agreed with the local researcher to avoid audio recording 
equipment in the workshop but instead take written notes. Experi-
menters presumed that this would help foster communication and 
trust, as it would leave room for techniques such as active listening, 
small talk, and establishing rapport. Therefore, one observer and 
two moderators took notes for every workshop step (see Figure 2). 
We utilized an observer sheet (see Supplementary Material) consist-
ing of open-ended questions and tables to count and write down 
information that outlined specifc focus topics, such as explainabil-
ity, trust, fairness, control, and ethics. The sheet provided space for 
additional observations at each phase of the workshop. We ensured 
consistency by distributing the same observation sheets to the ob-
server and moderators of both participant groups, allowing them 
to take notes during the workshop within the defned parameters. 
This meticulous documentation aimed to enhance the comprehen-
siveness and reliability of our observational data. By allowing one 
observer and both moderators of the small groups to document 
their observations, three distinct perspectives were considered to 
ensure the acquisition of results and reduce the impact of individual 
biases. 

The observer and moderators’ written feld notes during the 
workshop formed the basis for the subsequent analysis. First, an 
independent evaluator, who was not involved in the main study, 
digitized and aggregated the written notes from the observer sheets. 
Thematic analysis [7] was employed to identify overarching themes, 
divergent opinions, and patterns that emerged during the group 
interactions. Since the questions in the sheet were related to our 
three research questions, namely to identify challenges & problems, 
improve user acceptance, and prototype recommendations, they 
served as pre-defned codes during thematic analysis. Analysis was 
done in two iterations: After the frst iteration, a discussion among 
all study experimenters was conducted to discuss initial results and 
additional emerging sub-themes. This was followed by a second 
iteration. For example, based on the notes, for RQ1 (challenges & 
problems), we found four sub-themes: (1) client-related issues, (2) 
issues with the OTT system and (3) with the interface, and (4) issues 
with missing data. 

In addition to our thematic analysis reports in the result sec-
tion, we state participants’ quotes we noted while observing the 
two small groups during the workshop. When quoting these hand-
written statements, we refer to the respective participant group 
(e.g., P in group 1). 

Regarding XAI, which was the focus of our workshop, we used 
steps one and two from the question-driven XAI design process 
[30]. For step one, question elicitation, we collected questions dur-
ing the workshop the participants would like to ask OTT. In step 
two, the question analysis, we categorized the questions using the 
XAI categories from Liao et al. [30]. We found several questions 
regarding the XAI category “Why”. Participants, for example, asked 
the OTT: “Why did I get this prediction?” From this question, we 
defned the requirement to “explain the reasons for the prediction” 
that the XAI interface design should address. Following this pro-
cess, we identifed the user requirements for the XAI prototype that 
formed the basis for the prototype session. 

4.3.2 Focus Group Interview. Complementing the co-creative work-
shop, a focus group discussion was conducted to facilitate dynamic 
interactions among participants and generate collective insights. Fo-
cus groups are particularly valuable for capturing group dynamics, 
refection, exploring consensus, and uncovering divergent view-
points. The focus group was audio-recorded after obtaining the 
participants’ oral consent at the session’s start. While transcribing 
and analyzing the audio recordings, experimenters noticed that 
the majority of themes were re-emerging from the workshop itself. 
This was not a surprise, given the nature of the methodology and 
placement at the end of the day. All quotes are provided in the sup-
plementary material, but only quotes for newly emerged themes 
are mentioned in the paper’s results. 

5 RESULTS 
In the following, we will report the results of each step in our co-
creative workshop with a special focus on our research questions. 
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5.1 Persona Defnition & User Journey Mapping 
Initially, both groups, employment consultants and case managers, 
had to defne personas. The resulting female personas were called 
Melissa and Mary (see Figure 3). Participants outlined a daily sched-
ule that was similar for both personas: 

• Start of work: 8 a.m. in the ofce 
• Checking schedule: Getting an overview of the clients for 
the day, especially their problems and topics/plans for the 
meetings with the clients. 

• Appointment with client: Talk about the client’s actual 
situation, plan the next steps and write an action plan by 
describing the goals for the next meeting and the steps to 
achieve them. These meetings are with 6 to 8 clients a day. 

• E-Mails & phone calls: After each meeting, an E-Mail or 
letter with the updated action plan and the next steps is sent 
to the client. Also, contact with other relevant stakehold-
ers (e.g., employers, colleagues) via phone/E-Mail/personal 
meetings is done. 

• Preparation: Create the day plan for the next day, checking 
mails etc. 

• End of work: 4 p.m. 
The AI-based OTT system is used during and after meetings 

with clients. Since it is integrated into the EMPIS interface, the 
tool where notes can be made and the action plan is written in, its 
information is easily accessible by the personas. Besides EMPIS with 
OTT, the personas use digital tools daily (e.g., Microsoft Teams to 
communicate with colleagues, the analytical tool TARU, and E-Mail 
services) (see listed tools in Figure 4). 

5.2 Synthesize & Validate 
After defning a typical day and the workfow of the personas during 
the day, we focused on the problems, especially with OTT in this 
workfow. The results answered our RQ 1: How and in which specifc 
situations/contexts do challenges and problems arise while using the 
OTT system? The participants stated the following sub-themes: 

• Client-related: Trustful interaction with the client, moti-
vation of clients, bad experiences of clients with previous 
unemployment, language barriers 

• OTT system: Difcult to understand evaluation criteria, 
missing empathy & trust, the system is too rational, no space 
for personal feedback/notes, and missing edit feature (see 
Figure 5) 

• Interface: Too much scrolling, CV location is not easy to 
reach, jumping between diferent windows 

• Data: Missing information from employer register 
In a discussion round, we talked about the pain points regarding 

OTT in more detail (see Figure 8). The participants stated issues 
related to general topics regarding AI (e.g., missing trust & inter-
pretability) as well as specifc problems of the OTT system (e.g., 
no option to add information about the client). In working out the 
problems with OTT, the participants repeatedly focused on their 
clients. Participants highlighted already during the persona cre-
ation and in the user journey mapping session that it is important 
to them to maintain a good relationship with their clients. They 
stated that this is essential to provide the best possible service. 

Therefore, they hesitated to use OTT’s predictions because they 
felt the results were not easily understandable. They worried that 
relying on OTT’s predictions may harm their client relationship 
and erode their trust. 

Figure 4: User Journey Map for the persona Melissa. The 
necessary tasks and tools are displayed to reach the goal 
of supporting clients in fnding a job. Tasks and tools are 
ranged due to their occurrence during a typical working day 
for Melissa. 

Figure 5: Problems that participants mentioned for the per-
sona Melissa. The stated pain points can be separated into 
general problems with AI found in the literature and specifc 
problems regarding the OTT system (i.e., functions and in-
terface of the software). 

In summary, participants highlighted several problems while 
using OTT, including client-related issues, challenges with the OTT 
system itself, interface issues, and data-related challenges. Partic-
ipants emphasized the importance of maintaining strong client 
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relationships and expressed concerns about using OTT predictions 
due to perceived difculties in understanding and potential harm 
to client trust. 

To answer RQ 2: How can we improve user acceptance for the 
OTT system?, we focused on the topics explainability, trust, fairness, 
control, and ethics. The key takeaways we found in discussion with 
the participants were: 

• Explainability: The presented features from OTT are not 
very clear, highlighted in statements like “Well, I would not 
use the predictions of OTT in a meeting with a client. When 
I cannot explain the reasons for OTT’s predictions, this won’t 
make a good impression on my client.” (P in group 1) (see a 
detailed analysis of this in Table 1 and the following text) 

• Trust: General trust in the system was given. The main 
reason for this was that the prediction accuracy was high. In 
addition, participants stated that they trust the developers 
of OTT: “I think OTT works fne but is limited. I trust the 
developers of the OTT system.” (P in group 1) 

• Fairness: Participants had no strong opinion on this topic. 
They stated that maybe OTT focuses too much on negative 
features, which decreases the possibility of getting employed 
again and therefore impacts the prediction, but this was an as-
sumption of the participants due to the lack of transparency 
of OTT. One participant summarized it as: “I don‘t think we 
have a problem with fairness. OTT is one tool we use, and we 
decide how to use it. The bigger problem is the interpretation 
and practical usage of OTT’s output.” (P in group 2) 

• Control: Participants stated having a weak feeling of control 
regarding the outcome of OTT because they did not know 
how OTT came to a decision. In contrast, they had a strong 
feeling of control regarding the impact of OTT because they 
decided which information was given to the client. In addi-
tion, the OTT decision is not fnal, meaning that OTT-based 
decisions are just suggestions for the unemployment consul-
tants. 

• Ethics: Since digitalization is a common topic in Estonia, 
participants stated they are used to AI-based tools. Therefore, 
they had no general ethical problems using AI-based tools, 
and OTT in particular. Participants stated that unbiased soft-
ware is essential to them. Here, they trust the developers 
of the OTT system that the tool is a fair one. Nevertheless, 
participants stated to be interested in education courses on 
this topic to get more insights into the topic of ethics and re-
sponsible AI since they have not participated in such courses 
before. 

Since our focus was designing user-centered XAI interfaces, we 
investigated the feedback regarding explanations in more detail. 
For this, we structured the feedback from the participants based on 
step 1 (i.e., question elicitation) of the question-driven XAI design 
process from Liao et al. [30] by clustering questions to identify types 
of explanations participants wanted into categories (i.e., step 2 -
question analysis). For this, we used three XAI categories presented 
in Liao et al. [30]. Based on these XAI categories and the questions 
uttered by participants, we defned user requirements that served 
as design goals for the prototyping session (see Table 1). 

To summarize the insights regarding RQ2, we found that par-
ticipants have an overall impression that OTT is working well -
based on two aspects: (1) their impression that the decisions of 
OTT correspond most of the time with their own and (2) their trust 
in the developers. Nevertheless, participants stated the issue that 
they do not understand the inner workings of OTT and what the 
selected features of OTT’s random forest classifer mean in detail. 
As a result, unemployment consultants rarely use the information 
from OTT in communication with their clients. 

Figure 6: The workshop participants address one pain point 
in the prototype session to develop a frst idea for a solution. 

Figure 7: Creation of the XAI interface as a paper prototype. 
Above the paper for the prototypes are notes from the Synthe-
size & Validate session that the participants want to address. 

5.3 Prototype 
In the fnal phase, which took place in the afternoon at the co-
creative workshop, we addressed RQ 3: How could prototypes look 
like that tackle the identifed issues? Participants worked again in 
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Table 1: User questions were clustered in XAI categories. We derived user requirements regarding an XAI interface from this. 

XAI Category Questions Requirement 
Why? “Why did I get this prediction?” 

“Why is my client getting a low probability to fnd a job again?” 
“Why is my client getting a high probability to fnd a job again?” 
“Why are the top ten features relevant?” 
“‘Why does the feature afect fnding a job?” 

Explain reasons for 
the prediction 

How to be that? “How could my client improve the prediction?” 
“In which area does the client have the greatest potential for improvement?” 

Provide suggestions 

How (global)? “How does OTT work?” 
“How should I interpret the output?” 
“How can I understand it better?” 

Ofer inside courses 
for employees 

two groups to select the most important one of the collected pain 
points regarding the OTT system. Both groups took the pain point 
“Users do not know how to interpret the information shown by 
OTT”. For this pain point, two paper prototypes (see Figures 9 and 
10) were developed. The paper prototypes are based on the current 
OTT interface (see Figure 1) and supplemented with a pop-up menu. 
The paper prototypes addressed the identifed user requirements 
from the Synthesize & Validate session (see Table 1). 

Interestingly, both user groups independently rely on textual 
explanations to explain the reasons for the prediction. When asked 
why they did not want graphics, all participants said they already 
got many graphics from EMPIS and could work faster with text. 
One participant summarized this in saying: “You know, I’m shown so 
many graphics already. I’m glad when I can just read some text, and 
the information is in there” (P in group 1). In addition, participants 
stated that text could easily be transferred to other documents (e.g., 
action plan). Participants provide the following examples of textual 
explanations they would wish for: 

• OTT feature ‘Working Experience’: 
– Client is 22 years old. Statistically, having eight months 
of working experience indicated the tendency to fnd a 
new job within six months. (Addressed requirement: 
Explain reasons for the prediction) 

– The Client is 19 years old and in the red zone because 
of age and no working experience. It is harder to fnd a 
job without work experience. (Addressed requirement: 
Explain reasons for the prediction) 

• OTT feature ‘Place of Residence’: 
– Client has no driver’s license and lives in a rural area. 
Statistically, having no driver’s license lowers the chances 
of fnding a job in rural areas. (Addressed requirement: 
Explain reasons for the prediction) 

– Client has no driver’s license and lives in a rural area. 
Since fewer workplaces are within reach of the client, it is 
harder to fnd a job. (Addressed requirement: Explain 
reasons for the prediction) 

To avoid losing the overview, participants stated that the ex-
planations of the OTT features should appear in a pop-up menu. 
The option of a pop-up menu to show and hide explanations was 

very important to the participants, who only wanted an explana-
tion when needed. In addition to the explanations, the participants 
would like OTT to provide suitable suggestions for the clients to add 
to the action plan. Finally, it was essential to the participants that 
the selected explanations and suggestions could be added directly 
to the action plan for a client with one click instead of Copy & Paste 
actions to save time. 

To summarize the fndings from RQ3, participants wanted ad-
ditional textual details/explanations, but they wanted to control 
when to view this rather than it being displayed all the time. They 
seek for OTT suggestions to be actionable and directly transferred 
to an action plan - the next step in unemployment coaching. Finally, 
they want to be able to give feedback to the OTT system with their 
knowledge of the situation to improve future suggestions. 

Figure 8: Summarizing the pain points of the OTT system. 
The deep dive discussion was the basis for the next step of 
the co-creative approach: to develop a frst paper prototype 
to address one of the problems stated. 

5.4 Focus Group 
In the focus group discussion at the end of the workshop, par-
ticipants re-iterated the value of such workshops to increase the 
understanding and acceptability of AI-based software like OTT: “I 
know now better how OTT supports me” (P5). “I think I will use it 
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more” (P5). “For me in personal, I was more informed about why 
I need to use OTT in my workday and what is the purpose of it” 
(P3). Participants pointed out that initially, they felt a barrier to pro-
viding recommendations for an AI system. “There was a moment 
where it stuck: then it was explained more, and we were encouraged 
to go further”(P2). They highlighted that, despite their familiarity 
with the OTT output, it can be difcult to precisely describe what 
to expect from an XAI interface in this context. “How to develop 
OTT concretely: I haven’t thought about this; it was a refreshing 
experience” (P5). “For me, it was hard to give an example. I know 
what I want to see there but to give an example of what and how 
OTT should explain it to us was hard” (P3). “We use it every day 
as a work tool, but we do not analyze it, e.g., what is necessary 
to improve” (P1). Finally, they also mentioned the need to provide 
feedback on the results that OTT provides: “OTT can be improved 
by our information” (P4). 

Figure 9: Paper prototype of the unemployment consultants. 
The dots at the top of the image illustrate the current OTT 
interface (see Figure 1 for the original interface). A detailed 
description can be displayed when clicking on the feature. 
Each feature that has a negative or positive impact on the AI 
prediction is clickable. In addition, suggestions to improve 
negative features or to further support positive ones should 
be highlighted. 

6 DISCUSSION OF RESULTS 
In the following section, we summarize and discuss fndings re-
garding user requirements that may be valuable for designing XAI 
systems for similar use cases. We provide references to the re-
lated research questions by denoting them with [RQ1/2/3]. RQ1 
addressed challenges & problems, RQ2 dealt with the improvement 
of user acceptance, and RQ3 focussed on the XAI paper prototype. 

Seamless Workfow Integration is Key. A critical insight gained 
from the workshop is the necessity for XAI to seamlessly align 
with existing workfows in the domain of use [RQ1], in our case, 
social service provision. Discussions with unemployment consul-
tants highlighted that the successful implementation of XAI hinges 
on a deep understanding of their institution’s intricate workfows 
and processes. Furthermore, they stated that providing feedback to 

Figure 10: Paper prototype of the case managers. By click-
ing on a positive or negative feature that infuenced OTT’s 
prediction, a pop-up menu opens that explains the chosen 
feature and respective suggestions to support the client. 

the OTT system, especially on its predictions, and getting detailed 
explanations are crucial [RQ2]. This infuenced topics common in 
HCAI research like explainability and fairness and the relationship 
between participants and their clients. One participant summarized 
this in the statement: “Well, I would not use the predictions of OTT in 
a meeting with a client. When I cannot explain the reasons for OTT’s 
predictions, this won’t make a good impression on my client.” (P in 
group 1) The currently missing explainability in OTT underscores 
the need for a comprehensive understanding of (1) the AI system 
by the end-users and (2) the context of use for XAI designers and 
developers. Our results underscore the necessity for including user 
context [31] and adopting a human-in-the-loop approach [39] dur-
ing the development of AI systems. To enable consultants to use 
AI tools to their full potential, they should have the possibility to 
report back to the system when it did not do well or when essential 
information is missing (e.g., incomplete explanations). 

AI is Appreciated as a Tool. Participants revealed a favorable dis-
position toward integrating AI technologies in their daily workfow. 
The digital landscape of Estonia and the e-government moderniza-
tion can be seen as drivers for this acceptance of new technologies 
[24]. Participants stated in the focus group discussion that the work-
shop made them appreciate OTT as a tool and what they need to use 
it more efectively, for example, to include it in their client meetings. 
In addition, the workshop was perceived as a refection of their 
daily routine. They stated that engaging with the XAI tool’s de-
tails helped them become more aware of their work’s central goals 
(e.g., helping clients with concrete actions). As such, our qualitative 
data indicates that the workshop increased the adaptability of the 
XAI system and further narrowed down the core user journey that 
designers need to focus on, namely delivering concrete actions. 

Furthermore, the discussions unveiled an optimistic stance re-
garding issues of fairness related to OTT. One of the participants 
said: “I don‘t think we have a problem with fairness. OTT is one 
tool we use, and we decide how to use it. The bigger problem is the 
interpretation and practical usage of OTT’s output.” (P in group 2). 
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Participants also highlighted the reason for this by saying: “I think 
OTT works fne but is limited. I trust the developers of the OTT sys-
tem.” (P in group 1). The fndings show that the participants value 
transparency and control and wish to understand the system’s rea-
soning processes. Based on the participants’ feedback that they 
have the power to accept or reject system decisions, concerns about 
fairness diminish [RQ2]. This indicates a preference for relying on 
their judgments of fairness rather than depending on the inherent 
fairness of the system. Controlling the narrative, in the form of 
providing feedback to the system and thus, improving it, was also 
one of the concluding remarks at the end of the workshop day: 
“OTT can be improved by our information” (P4). Our results confrm 
the framework provided by Eiband et al. [13] that diferentiates 
between knowledge types when successfully interacting with in-
telligent systems: active (e.g., feed-backing knowledge to improve 
OTT) and passive (e.g., gaining knowledge through detailed expla-
nations). These combined results strengthen our fnding that trust 
remains high in such a system as long as various control features 
are implemented [RQ2 & RQ3]. 

Users Want to Understand the AI. Statements like “Well, I would 
not use the predictions of OTT in a meeting with a client. When I can-
not explain the reasons for OTT’s predictions, this won’t make a good 
impression on my client.” (P in group 1) hint at a familiar problem 
users had while interacting with the AI system: OTT’s decisions 
are perceived as intransparent and incomprehensible, making it 
challenging to integrate the AI’s output into the client’s action 
plan, where concrete next steps are planned to increase the client’s 
chances on the job market. The textual explanations in the paper 
prototype addressed precisely this need [RQ3]. All participants 
agreed that efcient work with OTT was essential for their daily 
work. They uniformly expressed the need for additional support 
through explanations and suggestions to productively use the sys-
tem’s output. When investigating the requirements for XAI design, 
we found that participants focus on three XAI categories (see Table 
1), supporting the statement of Miller [37], that users do not want 
all possible explanations that an AI system could provide. Partici-
pants raised questions for local (e.g., “Why did I get this prediction”) 
and global explanations (e.g., “How does OTT work?”) (see Table 1). 
Local explanations addressed the users’ needs for interpretability 
on a case-by-case basis, fostering trust and comprehension of indi-
vidual predictions. Simultaneously, global explanations ofer users 
a more holistic grasp of the AI system, promoting a comprehen-
sive understanding of its overall behavior. Given these insights, we 
recommend diferentiating between local and global explanations, 
whereby the latter is provided before using the system as part of 
training material, and the frst is provided in situ - when consultants 
are conversing with employment seekers. 

In addition, we found that users wished for explanations in com-
bination with a suggestion (e.g., the client has no driver’s license, 
which lowers the chances of fnding a job: the suggestion is to get a 
driver’s license). This extends fndings from research in the domain 
of human-robot interaction, highlighting the need for combining 
textual explanations with concrete suggestions [20]. 

Text as Modality of Choice for Explanations. One prominent ob-
servation from the co-creative workshop was the clear preference 
for textual explanations over graphical ones [RQ3]. According to 

participant feedback, they seek concise language, expecting to help 
reduce cognitive load and optimize work processes. At the same 
time, they sometimes found graphical information, already promi-
nently used in the existing software solution (EMPIS), hard to in-
terpret. Participants further stated that textual explanations are 
easier to integrate into the client’s action plan. For example, one 
participant said, “You know, I’m shown so many graphics already. 
I’m glad when I can just read some text, and the information is in 
there.” (P in group 1) Another participant stated that text is more 
accessible to clients and can be included in a conversation. This 
result underscores the importance of tailoring explanation formats 
to the users’ needs and preferences in the specifc context of use. 
Our results indicate that the participants try to understand the pre-
diction of the OTT system while, at the same time, combining this 
understanding with their long-term knowledge about the unem-
ployment system to advise their clients in the best possible way. As 
stated by participants, this leads to an additional cognitive load. We 
assume that the need for textual explanation derives from the need 
to reduce this additional cognitive load. A reduced cognitive load 
would enable them to focus on the client conversation, a priority 
they repeatedly stated, instead of splitting their focus across multi-
ple cognitive tasks. As OTT has only been in use since 2020, this 
cognitive load could be reduced over time and with the routine of 
using this system [8]. Therefore, more detailed explanations might 
be necessary in the training phase. They should be replaced with 
shorter texts or graphics when users are more familiar with using 
OTT and have developed an increased trust in the system. 

We note that the consensus regarding the explanation format 
was found during the conversation-heavy phases of the workshop, 
such as the Synthesize & Validate and the focus group session. 
However, as stated in the previous paragraph, “AI is appreciated 
as a Tool”, participants also pointed out the need to actively give 
feedback/provide their knowledge to the OTT system. Reading 
detailed explanations and ofering feedback to the system during 
client consultations simultaneously impose an additional cognitive 
load on the consultants. In an upcoming quantitative study, we 
intend to explore interaction patterns that balance concurrent tasks, 
such as reading explanations and providing feedback, and manage 
cognitive load efectively. 

7 METHODOLOGICAL CONSIDERATIONS & 
LIMITATIONS 

Co-Creative Approaches are Suitable for XAI Design. We used the 
user-centered design approach [40] and the question-driven design 
process from Liao et al. [30] to develop XAI interfaces for social 
service provision. Both processes are characterized by the fact that 
they enable a structured approach to the creation of XAI designs. 
In addition, participants highlighted that they help to refect on 
current work processes and how they could be improved using 
XAI. The combined approach allowed us to identify unemployment 
consultants’ problems and questions for the OTT system. The par-
ticipants highlighted that the approach helped them to refect on 
current work processes and how they could be improved using XAI. 
By providing us with concrete requirements and example explana-
tions, the participants provided valuable insights for future research. 
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For example, we can now assess the feasibility of integrating the 
desired explanations into the OTT system through its developers. 

From a methodological perspective, it is desirable to refect on 
alternative approaches that we had considered due to the difculty 
in recruiting and planning a workshop with government employees. 
A less resource-heavy method would be to use heuristics, as de-
rived from the XAI categories, using the question-driven approach. 
Although such an approach could have revealed a sub-set of the 
fndings we presented in this paper, we strongly argue for a collab-
orative method for evaluating XAI systems in public sector settings. 
Our co-creative approach allowed us to adequately consider the spe-
cifc circumstances of the unemployment consultants (e.g., strong 
identifcation with the clients and focus on explanations that re-
duce cognitive load) and specifc cultural aspects (e.g., openness 
towards AI systems). In addition, including the stakeholders in the 
XAI design process increases the acceptability of the whole system, 
as participants stated in the focus group session in statements like 
“I know now better how OTT supports me” (P5). 

Deep Dives are Worth the Time. We had apparent time constraints 
since we had planned a one-day workshop. Therefore, we focused 
on one specifc pain point: the lack of interpretability of OTT’s 
output. However, participants expressed their satisfaction regard-
ing this approach in the focus group discussion at the end of our 
workshop, as they appreciated the focus and depth we invested in 
this specifc pain point, e.g., “For me in personal, I was more informed 
about why I need to use OTT in my workday and what is the purpose 
of it” (P3). Notably, this decision was also crucial since the context 
of use was deemed highly complex by all parties involved. 

Communication is Challenging. With the help of the personas 
and the user journey mappings, the participants could draw a pre-
cise and comprehensible impression of their daily work. However, 
it became apparent that they often lacked the terminology to ad-
dress the problem when formulating pain points. Here, we decided 
to provide concrete help with keywords from XAI literature (i.e., 
explainability, trust, fairness, control, & ethics) to stimulate a discus-
sion. This increased engagement, as participants could anchor their 
previous thoughts on specifc terms. In addition, the experimenter 
observed that participants found it challenging to transfer knowl-
edge from other UI designs (e.g., smartphone interfaces or desktop 
software) to their particular use case. Participants felt that their 
OTT tool was too complex to be represented, as other everyday 
software systems that they use, which heavily rely on graphical 
representations. 

More Helpers Help More. We had fve participants and fve re-
searchers in our co-creation design workshop. Even though this 
1:1 ratio may seem excessive, it proved necessary. Public service 
processes are complex and involve dealing with sensitive data. Par-
ticipants confrmed that this is due to the emotional aspect that 
an employment-seeking status forebrings. They stated in the Syn-
thesize & Validate session of the workshop that some clients feel 
frustrated or ashamed when they cannot fnd a job. In addition, per-
sonal data such as grades, school leaving certifcates, and employer 
references may be discussed in the meeting with the unemployment 
consultant. Although we knew this during the planning process, 
this assumption solidifed on the workshop day. It was crucial for 

one researcher to be embedded in each workshop group to take 
away some of the cognitive load of understanding the research 
method on top of explaining public service processes and data 
handling. Considering recruitment is challenging, and workshops 
are difcult to repeat due to the availability of participants, we 
recommend an increased amount of researchers for public sector 
settings. 

8 RECOMMENDATIONS FOR HCI 
PRACTITIONERS IN THE PUBLIC SECTOR 

Pay Attention to Client Needs, not only User Needs. Our study 
found that participants were very engaged with their role as un-
employment consultants and strongly identifed with their goal 
of supporting their clients in their job search. We often observed 
that participants prioritized the needs of their clients over per-
sonal needs such as usability or user experience [RQ1]. As such, 
we strongly recommend focusing on public servants’ goals and un-
derstanding the needs of their clients while analyzing the context 
of use. This could be achieved by including multiple stakeholders 
in the design process, e.g., clients for social service provision. This 
is especially desirable from an ethical point of view since clients 
are substantially afected by the software tools’ recommendations. 
Work like Eubanks [14] highlights fairness issues for marginalized 
groups (e.g., lower income). It is essential to sensitize unemploy-
ment consultants to such AI biases. Since our participants stated 
that they would like to have in-house courses for the OTT system, 
this could be a way to raise awareness of this topic. 

Include Cultural and Ethical Aspects. Estonia is known as a leader 
in developing e-government solutions. However, it might not neces-
sarily be representative of international social welfare systems. For 
example, Estonia has a small population with less than average -
compared to Europe - unemployment rate (5.6% compared to 6.2%).5 

As such, scalability and having to make “quick” decisions, where 
the human cannot be involved - due to lack of resources - is not an 
imminent issue. Hence, we note that it is essential to consider such 
structural variables of specifc use cases and countries (e.g., the 
structure of the welfare system and the inclusion of AI in social ser-
vices). In particular, attributes regarding AI and its use in the public 
sector are driven by society [26]. One reason for this is the welfare 
history of each country. Kaun et al. [26] highlights the importance 
of combining social norms and structural variables (e.g., welfare 
regimes) and individual factors (e.g., impressions of civil servants 
or citizens). Although we did not focus on structural variables, we 
want to acknowledge and point out that they infuence the results. 
We even noticed this on a small scale (within Europe) between the 
diferent researchers that were part of this study and originating 
from Germany and Estonia. We propose to evaluate AI, including 
structural variables typical for the country where the AI system is 
used. 

Get in Touch with the Former System Developers. In discussions 
with the participants about the AI-based OTT system, it became 
clear that many design decisions of OTT needed to be made more 
5Estonia’s unemployment rate in 2022 is 5.6% (see: https://www.stat.ee/en/fnd-
statistics/statistics-theme/work-life/labour-market/unemployment-rate) compared to 
6.2% in the EU (see: https://ec.europa.eu/eurostat/statistics-explained/index.php?title= 
Unemployment_statistics_and_beyond) 

https://www.stat.ee/en/find-statistics/statistics-theme/work-life/labour-market/unemployment-rate
https://www.stat.ee/en/find-statistics/statistics-theme/work-life/labour-market/unemployment-rate
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Unemployment_statistics_and_beyond
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Unemployment_statistics_and_beyond
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explicit to them. While participants trusted OTT’s developers, it is 
independent of understanding how OTT works and the implemen-
tation details. For studies in the public sector where civil servants 
are not automatically connected to the developers of a system, as 
software is mostly not built in-house but contracted, it would be 
helpful for the researcher to engage with the developers in advance 
about the background of design decisions (e.g., technical limita-
tions, special requirements for data protection). This may provide 
valuable information both for researchers and participants during 
the co-creative design workshop and thereby develop even more 
concrete ideas for the design of AI in the public sector that consider 
these constraints. 

9 CONCLUSION 
AI-based decisions should be understandable for end-users, espe-
cially when AI is used in the public sector, where AI decisions may 
signifcantly impact individual lives. However, designing user in-
terfaces that explain AI decisions in this highly sensitive context 
is challenging. By conducting a co-creative design workshop with 
unemployment consultants in Estonia, who use AI for social ser-
vice provision regularly, we made a frst endeavor to bring design 
philosophies from user-centered design and human-centered AI to 
the public realm. This paper reported lessons we learned and ob-
servations we made while mapping highly intricate user journeys, 
understanding user requirements for XAI systems, and supervising 
unemployment consultants while prototyping XAI design solutions. 
Our fndings show that it is possible to synthesize clear UI pref-
erences and develop concrete design solutions despite working 
with non-experts in AI. Further, we emphasize a clear desire for 
interpretable and explainable AI by AI end-users who prioritize 
helping their clients over simple quality-of-work-life UI features. 
We want to encourage HCI practitioners to apply co-creative design 
methodologies to intricate AI-driven use cases and promote the 
idea of human-centered AI, especially in ethically critical scenarios 
and use contexts. 
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