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Abstract
Student’s shift of attention away from a current learning task to task-unrelated thought,
also called mind wandering, occurs about 30% of the time spent on education-related
activities. Its frequent occurrence has a negative effect on learning outcomes across
learning tasks. Automated detection of mind wandering might offer an opportunity
to assess the attentional state continuously and non-intrusively over time and hence
enable large-scale research on learning materials and responding to inattention with
targeted interventions. To achieve this, an accessible detection approach that performs
well for various systems and settings is required. In this work, we explore a new, gen-
eralizable approach to video-based mind wandering detection that can be transferred
to naturalistic settings across learning tasks. Therefore, we leverage two datasets,
consisting of facial videos during reading in the lab (N = 135) and lecture viewing
in-the-wild (N = 15). When predicting mind wandering, deep neural networks (DNN)
and long short-term memory networks (LSTMs) achieve F1 scores of 0.44 (AUC-PR
= 0.40) and 0.459 (AUC-PR = 0.39), above chance level, with latent features based
on transfer-learning on the lab data. When exploring generalizability by training on
the lab dataset and predicting on the in-the-wild dataset, BiLSTMs on latent features
perform comparably to the state-of-the-art with an F1 score of 0.352 (AUC-PR= 0.26).
Moreover, we investigate the fairness of predictive models across gender and show
based on post-hoc explainability methods that employed latent features mainly encode
information on eye and mouth areas. We discuss the benefits of generalizability and
possible applications.

Keywords Mind wandering · Transfer-learning · Affective computing · Educational
technology

Introduction

Attention plays a central role in learning and knowledge construction (Levine, 1990).
However, a recent meta-analysis by Wong et al. (2022) showed that about 30% of
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the time learners spend in educational activities, their thoughts are elsewhere. This
shift of attention away from the current task to task-unrelated thought is called mind
wandering (Smallwood & Schooler, 2006). Wong et al. (2022) further demonstrated
that frequent occurrence of task-unrelated thoughts during learning is significantly
associated with lower test performance and explains about 7% of the variability in
learning outcomes. This negative relationship holds equally for surface and inference-
level learning and is consistent across tasks. For instance, mind wandering has shown
to have a negative effect on reading comprehension (Smallwood, 2011; Feng et al.,
2013; D’Mello & Mills, 2021; Bonifacci et al., 2022; Caruso & D’Mello, 2023) and
lecture retention (Risko et al., 2012; Szpunar et al., 2013; Hollis & Was, 2016; Pan
et al., 2020).

This evident effect of mind wandering on learning should not be neglected. There-
fore, learning environments - physical as well as online - aim to create appealing
conditions that allow students to focus their attention on the relevant content and
support successful learning. The Covid19 pandemic has greatly accelerated the use
(Lemay et al., 2021) and development (Dhawan, 2020) of online learning tools at all
levels of education. These include intelligent tutoring systems (ITSs), massive open
online courses (MOOCs), as well as online lecture portals. To support learners in
online learning settings, one can either improve the presented learning materials in a
way that decreases mind wandering, for instance, by making texts more interesting
(Bonifacci et al., 2022), or one can try to direct attention back to the learning task, for
instance, through targeted interventions (e.g., Mills et al., 2021).

One step that is foundational to those two approaches to support learners is the
automated detection of mind wandering, as it allows for continuous and unobtrusive
measurement of the state of attention over time. It can be used to test and optimize
learning materials and to conduct further research on the conditions under which
mind wandering occurs and its effects on learning outcomes. At the same time, it
offers online learning systems the possibility to implement targeted interventions to
respond to the learners’ shift of attention with adaptive and supporting actions. It
has been demonstrated that such automated interventions can reduce mind wandering
and thus support learning. For example, feedback following eye-tracking-based mind
wandering detection mitigated its negative effect on reading comprehension during
computerized reading (D’Mello et al., 2017; Mills et al., 2021). Furthermore, repeti-
tion and questioning interventions based on automatically detected mind wandering
reducedmindwandering and improved retention of students with low prior knowledge
in an ITS in certain cases (Hutt et al., 2021).

Mind wandering detectors using supervised machine learning mostly rely on data
from modalities such as eye trackers (Hutt et al., 2017; Faber & D’Mello, 2018; Hutt
et al., 2019; Faber et al., 2020; Zhang et al., 2020; Mills et al., 2021) or physiological
sensors such asEEG(Jin et al., 2019;Donget al., 2021).While thesemodalities provide
very useful process information, the use of such sensors requires a well-controlled
environment, is quite costly, and is difficult to scale. However, another strand of recent
research has shown that mind wandering can also be detected above chance level using
video recordings of the face obtained from consumer-grade webcams, such as those
found in almost all laptops (Bosch & D’Mello, 2021; Lee et al., 2022). The use of
video recordings enables the detection of mind wandering on a large scale in natural
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environments where online learning systems are commonly used, such as classrooms
or homes.

Video-based mind wandering detectors have the potential to be used in many dif-
ferent systems and environments. Intelligent user interfaces for learning can combine
multiple stimuli, such as text and video, and may be used globally, i.e., by cultur-
ally diverse target groups. However, to train suited machine-learning models, labeled
ground truth data is needed, i.e., collecting learner self-reportsmakes thewhole process
time-consuming, effortful, and costly. Thus, approaches that generalize well across
different settings, learning tasks, and target groups are required in order to ensure the
applicability of such solutions.

To obtain generalizability, facial features rather than gaze features, which are
highly predictive but also highly stimulus dependent (Faber et al., 2020), are suit-
able as they can achieve greater transferability between tasks. In this study, we
use transfer-learning-based features trained on a dataset of facial expressions in the
wild (Mollahosseini et al., 2017), i.e., on a highly diverse set of facial images. Previous
research has shown that affective features such as facial action units (AUs) and predic-
tions of emotional state are informative for predicting mind wandering (Stewart et al.,
2017a; Bosch & D’Mello, 2021). However, this could pose a challenge when thinking
about generalizing models across subject groups with different cultural backgrounds,
as there is an ongoing scientific debate about the universality of facial expressions
of emotion across different cultures (Russell, 1994; Ekman, 1994; Jack et al., 2012).
This could have implications for cross-cultural generalizability when using features
derived from such classification tasks. This highlights one of the major limitations of
previous approaches-namely, the lack of sample diversity and the unexplored effects
on algorithms, which may bias results and impact generalizability (Kuvar et al., 2023).

The goal of the present work is to examine the generalizability of video-based mind
wandering detection. Towards this goal, we investigate whether (1) a new feature set
based on transfer learning of facial-expression recognition can be used in combina-
tion with temporal models exploiting temporal relationships in video data to improve
model performance compared to explicit facial features. Furthermore, (2) we explore
the potential of its generalization across two datasets that differ with regard to the
environment (lab vs. in the wild), task (reading vs. watching a video lecture), and
cultural background of the target groups (American vs. Korean students). We then (3)
examine the fairness of our models across genders and (4) use explainable AI tools
to investigate the information encoded in latent features. Accurate detection of mind
wandering is the first critical step towards large-scale research and adaptive learning
technologies that aim to enhance engagement and learning outcomes.

RelatedWork

The automated detection of mind wandering episodes allows measuring this state
non-obtrusively and continuously over time. This is achieved by employing machine
learning methods and self-reports from learners as ground truth. Here, self-reports
are used because an objective, reliable measurement by neurophysiological or behav-
ioral markers is not possible so far (Smallwood & Schooler, 2015). When collecting
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self-reports with the probe-caught method, subjects are repeatedly interrupted by
a probe and explicitly asked about the direction of their attention (Smallwood &
Schooler, 2006), while in the self-caught method, participants are instructed to report
whenever they become aware of their own shift of attention (Schooler et al., 2011).
Research suggests that both approaches allow for reliable measurement of mind
wandering (Schubert et al., 2020; Varao-Sousa & Kingstone, 2019). Self-reports are
associated with physiological signals (Franklin et al., 2013; Blanchard et al., 2014;
Christoff et al., 2009) and consistently correlate with objective performance mea-
sures (Randall et al., 2014), demonstrating predictive validity. Moreover, the datasets
on which mind wandering is examined are all very unbalanced with approximately
25-30% mind wandering rates. Therefore, the results of the prediction are reported
using the F1 measure, which represents a harmonized mean of precision (proportion
of predicted mind wandering instances that are truly mind wandering) and recall (pro-
portion of true mind wandering instances predicted as mind wandering). The reported
improvement over chance level is the proportion of above chance performance of the
perfect above chance prediction. For more details on the evaluation metrics, we refer
the reader to “Evaluation Metrics”.

Most studies on automated mind wandering can be divided into two main strands
according to the sensing modalities used for the detection: Eye tracking and physio-
logical measures, and video recordings. Therefore, in the following, we review this
research focusing on these areas and describe the novelty of our study.

Eye-tracking and Physiological Sensor-based Approaches

Most research on mind wandering detection has focused on eye movement data
obtained by eye trackers. According to the so-called mind-eye link, cognitive pro-
cesses are reflected in eye movements (Just & Carpenter, 1976; Rayner, 1998; Reichle
et al., 2012) thus making eye tracking suitable to identify mind wandering. Global
gaze features, such as fixations and saccades, as well as locality features describing
the spatial properties of gaze have widely been used in research to estimate attentional
states during a variety of learning-related tasks such as reading (Bixler & D’Mello,
2014; D’Mello et al., 2016; Faber et al., 2018; Mills et al., 2021), watching video
lectures (Hutt et al., 2017; Jang et al., 2020; Zhang et al., 2020) or using an ITS (Hutt
et al., 2019). Also cross-task prediction of such features was examined (Faber et al.,
2020; Bixler & D’Mello, 2021). Additionally, pupil size and blink rates have been
shown to be meaningful features to off-task thought detection (Smilek et al., 2010;
Brishtel et al., 2020).

Further, several physiological sensors are utilized for mind wandering detection.
Electrodermal activity (EDA) was used as a standalone modality (Blanchard et al.,
2014) and in combination with eye tracking (Brishtel et al., 2020) for mind wander-
ing detection during reading. Furthermore, an increased heart rate was detected in
mind wandering episodes due to greater arousal (Smallwood et al., 2007), thus being
deployed for automated detection as well (Pham & Wang, 2015). Another way of
assessing mind wandering is using EEG (Jin et al., 2019; Dong et al., 2021; Dhindsa
et al., 2019; Conrad & Newman, 2021), which has also been employed for learning
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related mind wandering during the watching of online lectures (Dhindsa et al., 2019;
Conrad & Newman, 2021).

The collection of data employing eye trackers or physiological sensors requires
highly controlled settings (i.e., laboratory). Consequently, most of the studies were
conducted in a lab setting, with the exception of Hutt et al. (2019); who used com-
mercial eye trackers in a classroom setting. Furthermore, respective modalities are
often very expensive, which again limits scalability. The alternative of video-based
detection is more cost-effective. Consumer-grade webcams can be employed and thus
detection can be upscaled easily in naturalistic settings (e.g., at home or in the class-
room). Therefore, in this study, we focus on mind wandering detection based only on
facial videos.

Video-based Approaches

The first approach to detect mindwandering based on facial videos fromwebcamswas
provided back in 2017 by Stewart et al. (2017a). The authors predicted self-reported
mind wandering during narrative film watching in a laboratory setting, based on fea-
tures such as AUs, head pose, face position, face size, and gross body movement.
Employing support vector machine (SVM) models, they achieved an F1 score of 0.39,
which is an improvement of 13% above chance level, on aggregated features from
45-second windows. In a following study, the potential of cross-task classification in
laboratory settings was shown, by predicting mind wandering on a reading task from
a model trained on mind wandering from a film watching task and vice versa (Stewart
et al., 2017b). Employing the same feature set as in the previous study and a deci-
sion tree based C4.5 classifier, their models generalized well and almost maintained
within-dataset prediction performance when training on film watching data and pre-
dicting reading data (F1: 0.407; 21% above chance level) and also after adjusting the
classification threshold the other way around (F1: 0.441; 22% above chance level).

In a laboratory experiment to detect mind wandering during MOOCs, Zhao et al.
(2017) implemented webcam-based gaze estimation and compared it to predictions
with specialized eye-tracking data. With probe-caught mind wandering reports as
ground truth they concluded that SVMclassifiers on both data sources perform equally
well with the webcam-based approach achieving an F1 score of 0.405, a 16% above-
chance improvement.

Another recent study by Bosch & D’Mello (2021) examined face-based mind
wandering detection in the laboratory during a reading task with self-caught mind
wandering reports and in the classroom during the usage of an ITS based on probe-
caught mind wandering reports. In addition to AUs, head pose, and body movement,
they hand-crafted new features depicting co-occurring AUs, temporal dynamics of
AUs, and facial texture. In the classroom setting, those features were extracted in real-
time, avoiding the recording of children due to privacy concerns. With SVM and deep
neural networks on aggregated features sets over 10-second windows, they achieved
F1 scores of 0.478 in the lab and 0.414 in the classroom setting, which represents 25%
and 20% above-chance improvements respectively. Although eye-tracking features
(Global gaze features F1: 0.45, 29% above-chance accuracy; Locality gaze features
F1: 0.49, 34% above-chance accuracy) outperform a facial-feature based approach
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(AUs F1: 0.31, 10% above-chance accuracy; Co-occurring AUs F1: 0.3, 9% above-
chance accuracy) for mind wandering detection while using an intelligent tutor system
in the same classroomsetting (Hutt et al., 2019), a fusion of both features could increase
robustness by accounting for missing values in one of the two modalities.

In a recent paper by Lee et al. (2022) mind wandering detection based on facial
webcam videos during lecture viewing in the wild, for example at home, was exam-
ined. Gaze-related features (i.e., speed, dispersion, horizontal movement ratio), Eye
Aspect Ratio (EAR) features, head movement, as well as emotion predictions, were
extracted from facial videos. They employed eXtreme Gradient Boosting (XGBoost),
DeepNeural Network (DNN), and SVMclassifiers on different timewindows, achiev-
ing the best results with XGBoost with an F1 score of 0.36 (15% over chance level
improvement) utilizing 10-second windows.

Adopting webcam-based eye tracking for reading tasks, Hutt et al. (2023) executed
two in-the-wild studies: the first recruited participants through a university, and the
second utilized Prolific for participant recruitment. They predicted probe-caught mind
wandering using global and local gaze features, achieving an F1-score of 0.25 on a
combined dataset (9% above chance). In cross-dataset prediction between two data
collections, training on one dataset and predicting on the other, they achieved Kappa
values of 0.09 and 0.15, respectively.

The overwhelmingmajority of these studies, except one cross-task laboratory-based
generalization study (Stewart et al., 2017b) and a very recent webcam-eye-tracking
study (Hutt et al., 2023), consider the performance of their models only on the labeled
data on which they were trained and therefore do not test the generalizability of their
models. As mentioned above, collecting labeled data for this specific task is costly
and may not be possible for every use case, implying that generalizable models are
necessary.

Novelty of thisWork

While a large variety of machine learning and computer vision methods are used
for feature extraction, they are not directly targeted to generalizability. Hence, there
are still unexploited potentials of machine learning techniques, which we investigate
in this study. These techniques include utilizing features from pre-trained networks
for similar but more general tasks, employing temporal models, and an evaluation of
generalizability, which are discussed as follows.

Deep Learning-based Features

To our knowledge, all previous research in this field used explicit features, such as
AUs (Stewart et al., 2017a; Bosch & D’Mello, 2021) and gaze features (Lee et al.,
2022) for predictions. In some cases, additional hand-manufactured features, such
as gaze dispersion (Lee et al., 2022), have been created. While those appear to be
informative in the data at hand, there is a risk that some of those features, especially
gaze-related features, might be very stimulus-specific. Gaze in a reading task has a
highly specific signature, whose features may be difficult to transfer to different tasks
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(Bixler & D’Mello, 2021; Faber et al., 2020). While there have been advances with
webcam-based eye tracking in recent years, enabling the detection of fixations of
specific areas of interest (AOIs) on the computer screen, there are still severe limi-
tations compared to specialized eye trackers. Especially in terms of mind wandering
detection, more fine granular eye movement indicators such as saccade duration are
predictive and most likely more generalizable. Those cannot be observed based on
consumer-grade webcams at this time, underlining the advantages of facial expression
features. Moreover, recent studies have showcased the utility of advanced Facial Emo-
tion Recognition (FER) methods on webcam videos in adjacent domains, particularly
for evaluating emotion regulation in remote collaborative learning settings (Nguyen
et al., 2022a; Ngo et al., 2024). Further, the creation of hand-manufactured features
requires domain knowledge and might be tailored to the setting at hand.

In other image-based classification tasks such as facial expression recognition,
deep learning methods have been used successfully (Rawat & Wang, 2017; Li &
Deng, 2020). Due to the limited sample sizes of data for mind wandering detection,
we use transfer learning, where the feature extraction part of networks pre-trained
on a similar task with available large datasets, is applied to a new problem. Based
on the previous successful use of facial expression features as facial texture patches
and AUs (Bosch & D’Mello, 2021) and emotional state features (Lee et al., 2022)
for mind wandering detection, we argue that latent features learned by a CNN trained
on the related task of FER can be informative to the mind wandering classification
problem at hand. Furthermore, as they are trained on an in-the-wild data set, which
assures large data variability, and thus utilizing these featuresmay contribute tomaking
the models generalizable to in-the-wild settings, i.e. in terms of image quality. To
increase the confidence in these latent features, which cannot be directly interpreted
by humans, we use the Explainable AI tool LIME (Ribeiro et al., 2016) to illustrate
which parts of the face are used for classification and are encoded respectively in our
latent representation.

Temporal Models

Previous research indicates that temporal dynamics can be informative for mind wan-
dering detection. Recent studies showed the importance of hand-crafted features such
as co-occurring AU pairs and temporal dynamics of AUs (Bosch&D’Mello, 2021), as
well as body (Stewart et al., 2017a; Bosch &D’Mello, 2021) and headmovement (Lee
et al., 2022), which are explicitly designed to depict these dynamics. If not represented
by such manually generated features, they might be blurred by aggregation over time.
For this reason, we employ models that are able to take time-series data such as the
video data at hand as input and directly learn temporal relations between features. The
use of these temporal models allows us to additionally train an end-to-end model, in
which we can fine-tune the pre-trained Convolutional Neural Network (CNN) used
for frame-wise feature extraction to our specific classification task.

Generalizability

In previous face-based mind wandering detection research, only cross-task prediction
in laboratory settings was explored (Stewart et al., 2017b), but the generalizability of
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lab settings to other more naturalistic settings is still to be examined. We trained a
model on data collected during a reading task in the lab (Bosch & D’Mello, 2021) and
then applied it to in-the-wild data of students watching a lecture video at home (Lee
et al., 2022), resulting in a cross-context and cross-task prediction. However, the two
data sets differ additionally in the cultural backgrounds of their subjects, as one was
collected in the U.S. and the other in Korea. With regard to the discussion about the
cross-cultural universality of facial expressions in the literature (Russell, 1994; Ekman,
1994; Benitez-Garcia et al., 2017), this is a further challenge for our model, which is
based on such features to generalize across culturally diverse user groups. Although
the in-the-wild dataset is relatively modest in size, it represents to our knowledge
the only publicly available dataset of its kind, enabling a crucial initial stride towards
achieving generalizability in naturalistic environments. For comparability, we used the
reading-task data to carry out within-context and within-task evaluation. We further
compare the classification results for both across gender to investigate potential biases.

Methodology

In this section, we discuss the details of the employed data, features that are utilized
for mind wandering detection, as well as training and inference processes.

Data

We employ two different datasets in our work, one (Bosch & D’Mello, 2021) for
within-dataset evaluation and the other (Lee et al., 2022) for cross-dataset evaluation.
Table 1 provides a general overview of the datasets, and they are described as follows.

Lab Data by Bosch & D’Mello (2021)

This dataset is from a lab study, containing facial videos, recorded using a Logitech
C270 webcam, of N = 135 university students from the U.S. reading a scientific
text and their self-caught reports on mind wandering. Mind wandering instances and
on-task moments of 10 s each were cut from the original videos (Fig. 1) (Bosch &
D’Mello, 2021). The mind wandering instances are the time windows right before
a self-report, with a 4 s buffer before the self-report, to ensure the exclusion of the
key-press movement. The buffer length was validated in a pilot study. The on-task
examples are 10-second clips taken from the time in-between, that do not include a
page turn or fall into 30s before a mind wandering self-report. The resulting dataset
contains N = 1031 mind wandering instances and N = 2406 non-mind wandering
instances. We use this dataset for training our models in both within- and cross-task
evaluation scenarios as it contains more subjects and samples.

In-the-wild Data by Lee et al. (2022)

This open-source dataset available for research purposes contains facial videos of
N = 15 university students in Korea and probe-based mind wandering reports. The
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Fig. 1 Example images of mind wandering (left) and non mind wandering (right) instances in the lab data
(Bosch & D’Mello, 2021)

participants watched a one-hour-long lecture video at home, were probed for mind
wandering in 40-second intervals, and were filmed by their webcams. In contrast
to previously employed datasets, the data was collected in the wild (i.e., at students’

Table 1 Dataset comparison

Specification Datasets
Lab data In-the-wild data

Study Bosch & D’Mello (2021) Lee et al. (2022)

Task Reading scientific text Watching lecture video

Setting Laboratory In the wild

Country USA Korea

Mind wandering self reports Self-caught Probe-caught

Participants 135 15

Total instances 3,437 1,220

Mind wandering 1,031 206

Non mind wandering 2,406 1,014

Video FPS 12.5 30
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homes), which is an increasingly realistic learning setting forMOOCs and other online
learning tools. In total, it contains N = 205 mind wandering and N = 1009 non-mind
wandering instances with 30 FPS. Due to the smaller dataset size, we use this dataset
solely for evaluation purposes to detect mind wandering in the wild.

Features

To extract deep learning-based facial expression features, we use a CNN with a
ResNet50 (He et al., 2016) architecture pre-trained on the AffectNet dataset (Mol-
lahosseini et al., 2017) containing 23,901 images classified as belonging to seven
discrete facial expressions (neutral, happy, sad, surprise, fear, disgust, anger), as a fea-
ture extractor. The process is depicted exemplarily in Fig. 2. This model achieves an
accuracy of 58% on the AffectNet validation set (see Sümer et al. (2021) for details on
model training). To extract latent features from our video clips, we apply frame-wise
face detection by employing RetinaFace (Deng et al., 2020) to our videos. In this step,
we had to remove 74 instances, 31 of them mind wandering, because no face could be
detected across all frames. We pre-process the resulting face images, aligning them
based on five facial key points extracted by the face detector, then they are cropped
to size 224× 224 and normalized. We then insert them into the pre-trained ResNet50
model, from which the FER classification layer was removed. The extracted latent
feature vector is 2048 digits long and can be fed into a downstream classifier. We
provide insights into the most important image areas encoded in the feature vectors by
applying the Explainable AI tool LIME (Ribeiro et al., 2016) to the feature extraction
model.

To compare our latent deep learning features to more explicit features, similar
to those used in previous research, we extract AUs, facial landmark locations, head
location, pose and rotation, as well as face shape parameters. Additionally, we extract
gaze direction vectors for both eyes and gaze angles, as well as 2D and 3D eye region
landmarks, consisting of 55 landmark points for each.All featureswere extracted using
the OpenFace toolkit (Baltrušaitis et al., 2016) from each video frame respectively.

Training and Inference

In our analysis approach for binary mind wandering classification, we aim to leverage
pre-trained features fromdeepneural networks by employing transfer learning from the

Fig. 2 Pre-trained Resnet50 as feature extractor
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related task of facial expression recognition and compare this approach to employing
explicit features as AUs and gaze vectors. Further, we examine whether these pre-
trained features enable our model to generalize to a new in-the-wild dataset.

Handling Temporal Data

We aim to leverage temporal dynamics information which may be lost by aggre-
gation over time in non-temporal models, by employing recurrent neural network
models for supervised classification. In particular, we train long short-term memory
(LSTM) (Hochreiter&Schmidhuber, 1997) and bidirectional long short-termmemory
(BiLSTM) (Baldi et al., 1999; Schuster & Paliwal, 1997) recurrent neural networks.
For both models, we employ an architecture consisting of three recurrent layers with
100 neurons respectively, taking frame-wise extracted feature vectors with 125-time
steps as input. A dense layer stacked on top, implementing a sigmoid activation func-
tion, outputs the binary mind wandering predictions.

The aforementioned self-reports serve as ground truth for our supervised machine
learning approach. In order to compare our results in a within-task and within-context
evaluation scenario, we employ the exact same person-independent 4-fold validation
splits as in (Bosch & D’Mello, 2021). For each fold, a model is trained separately
and results are averaged over all test folds. To emphasize the minority class mind
wandering during training we employ class weighting. Furthermore, we employ early
stopping of model training to avoid overfitting with a patience of 5 epochs.

To compare the performance of temporal models with non-temporal models, we
additionally train SVMs (Cortes & Vapnik, 1995) with a radial basis function (RBF)
kernel, which showed to be the best performing models in previous research (Bosch
& D’Mello, 2021), as well as XGBoost (Chen & Guestrin, 2016) models and simple
DNNs with one hidden layer (Fig. 3). To find the optimal parameter settings for each
model, we used person-independent, nested 4-fold cross-validation to apply grid-
search hyperparameter tuning. The best performing settings determined in inner 4-
fold cross-validation were used for prediction in each outer fold. An overview of the
parameters tested can be found in Table 7 in the appendix. To generate suitable input,
we aggregate frame-wise extracted explicit features, computing the mean, median,
minimum, maximum, and standard deviation values for each feature over the whole
clip. For our latent features, we create statistical aggregations of the 2048-numbers
long feature vector over all 125 frames. Since this procedure results in a large number
of features with a lot of redundancy, we apply mutual information-feature selection,
a univariate feature selection method based on the dependency between variables.
Based on the training data, the 100 most meaningful features were selected in each
fold. To account for the imbalanced data, we employ weighting or up-sampling of the
training split using Synthetic Minority Over-sampling Technique (SMOTE) (Chawla
et al., 2002). We report the best performing combinations of balancing and hyper-
parameters.

Fine-tuned CNN-LSTM

Employing temporal models allows us to not only employ the pre-trained AffectNet-
CNN as a feature extractor but also train and fine-tune an end-to-end CNN-LSTM
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Fig. 3 Mind wandering detection pipeline

model. This allows not only to train the temporal inference and classification parts
of the model for our present problem of mind wandering detection but also to adapt
the image feature extraction part of the model more precisely to the particularities of
our problem. As a first step, the pre-trained ResNet50 without classification layer is
included in the LSTM architecture to allow for video input and frame-wise feature
extraction. Then, the previously described RNN architectures are stacked on top. In
a first training run, the pre-trained weights in the CNN part of the model are frozen
and only the top part of the model is allowed to adapt with a learning rate of 0.001.
In a second training run, the last convolutional block of the ResNet50 model is set
trainable and thus adapted to the mind wandering classification task with a smaller
learning rate of 0.00001.

Cross-dataset Prediction

To examine the generalizability of the proposed approach over different settings, tasks,
and target groups, we perform cross-dataset prediction employing our new approach.
This means the aforementioned in-the-wild data is used to predict mind wandering
instances. To this end, we use the video data from our lab reading task and train amodel
on the entire data. Using this model, we then predict mind wandering instances in the
in-the-wild lecture viewing data from (Lee et al., 2022).We pre-process the in-the-wild
dataset in the sameway as the lab data. Based on the provided mind wandering probes,
we cut 10-second windows before each probe and extracted all features described in
“Features”. For temporal models, we downsampled the 300 frames resulting from a
higher recording frame rate to 125 frames to match the sequence length.

Evaluation Metrics

Due to the unbalanced nature of both our datasets with lab data having 30% and in-
the-wild data having 25%mind wandering instances, reporting the accuracies of mind
wandering prediction models could be misleading. A classifier always predicting non-
mind wandering would achieve 70-75% accuracy without recognizing a single mind
wandering instance. Also commonly used threshold metrics focusing on the minority
class as F1 scores are highly influenced by the skew in the data (Jeni et al., 2013). Such
measures can be driven by high recall at low detection precision. For this reason, we
report area under Precision-Recall curve (AUC-PR) values, which show the precision
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as function of the recall. This rank metric helps to balance precision and recall of the
minority class.

Anothermeasure that helps to evaluate the performance, especiallywhen comparing
performances of datasets with differing class distributions, is the improvement of the
model above chance level, which is calculated as follows:

AboveChanceLevel = Actual Per f ormance − Chance

Per f ect Per f ormance − Chance

To allow comparability to previous research, we additionally report the F1 scores
for the minority-class mind wandering, which is calculated as follows:

F1 = 2 × Precision × Recall

Precision + Recall

where the Precision (i.e., the proportion of correct mind wandering predictions of
all mind wandering predictions) and Recall (i.e., share of correctly predicted mind
wandering instances of all mind wandering instances) are defined as:

Precision = T P

T P + FP
, Recall = T P

T P + FN
.

TP, FP, TN, and FN represent “true positive”, “false positive”, “true negative”, and
“false negative”, respectively.

Results

In this section, we report within- and cross-dataset mind wandering detection results
and investigate potential model biases by comparing our results across gender and
explain the employed latent features.

MindWandering Detection

The results for within-task mind wandering detection, training, and predicting on the
lab data, are depicted in Table 2. In the within-task prediction setting, models trained
on latent features outperform the random baseline (i.e., F1 = 0.3 (Bosch & D’Mello,
2021) and AUC − PR = 0.3) to a significant extent.

The results are comparable to the state-of-the-art on this data (Bosch & D’Mello,
2021), which achieved similar performance between F1 scores of 0.414 and 0.478,
mostly with hand-crafted features and SVMs. However, the observed F1 scores are
clearly driven by high recall values, while precision values are rather low. While a
high recall means that most mind wandering instances are detected, simultaneously
low precision also means that many instances are falsely classified as mind wandering.
Therefore, we introduce the AUC− PR score, which is a rank metric that also reflects
the ratio of precision and recall. Thus, the above chance level values reported in the
table are calculated on the basis of AUC − PR scores.
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The results for cross-task mind wandering detection using in-the-wild data for
evaluations are reported in Table 3. Similar to the within-task setting, our results
outperform the random baseline (i.e., F1 = 0.25 (Lee et al., 2022), AUC − PR =
0.17) despite the cross-task prediction and in-the-wild setting. State-of-the-art on this
dataset (Lee et al., 2022) achieved F1 scores between 0.25 and 0.36 using SVMs,
XGBoost, and DNNs for mind wandering prediction in a within-dataset setting. We
achieve a very comparable performance to the best performance of the state-of-the-
art (Lee et al., 2022) despite cross-task evaluation, a culturally different target group,
and an in-the-wild setting.

A comparison of performance along the employed feature sets over all classi-
fiers and prediction scenarios, depicted in Fig. 4, indicates that overall the latent
features allow a better mind wandering detection. Especially in cross-dataset pre-
diction, the fine-tuning of the latent features in an end-to-end CNN-LSTM leads to
further improvement. This could be due to the fact that more data, i.e., the complete
lab data set, were available for the training, hence fine-tuning, than in the case of the
within the prediction.When employing latent features, the use of temporal (i.e., LSTM,
BiLSTM, CNN-LSTM, CNN-BiLSTM) models, allows for a small improvement of
prediction performance compared to non-temporal classifiers (i.e., SVM,XGB, DNN)
(Fig. 4, 2nd row), especially in the cross-dataset prediction.

Figure5 shows the confusionmatrices forwithin- and cross-datasetmindwandering
prediction of the fine-tuned CNN-BiLSTM model, as well as precision-recall curves
for both prediction scenarios. The confusion matrices reveal that the models are able
to detect 37% and 23% of mind wandering instances in the two scenarios. Depending

Fig. 4 Average Performance by Feature Sets and Classifier Type
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Fig. 5 ConfusionMatrices and Precision-recall Curves forWithin- and Cross-dataset Prediction with CNN-
BiLSTM

on the detection use case high recall might be favored over precision, which can be
achieved by lowering the prediction threshold.

When aggregating instance-by-instance predictions over time per participant, to
assess performance over longer time windows, we obtain a Pearson’s correlation coef-
ficient of 0.578 (P < 0.001) between true and predicted mind wandering proportion
per person in the within-dataset prediction. For cross-dataset predictions, we found a
correlation of 0.48 (P = 0.07) on a person-level. However, when adapting the pre-
diction threshold from 0.5 to 0.3 we achieve a correlation of 0.8 (P < 0.001). This
finding underscores the potential to enhance mind wandering detection by fine-tuning
the prediction threshold for specific use cases, particularly in cross-dataset predic-
tions that exhibit varying overall proportions of mind wandering. Consequently, we
conducted systematic experimentation to optimize thresholds for enhanced detection
accuracy and applicability.

Threshold Optimization

In alignment with previous research (Stewart et al., 2017b; Faber et al., 2018) we
employ threshold optimization to further improve the detection of mind wandering
instances. Threshold optimization is a technique used to enhance the performance of a
classification model by selecting the optimal cutoff value for distinguishing between
the two classes. In binary classification, models often output a probability score that
indicates the likelihood of an instance belonging to the positive class. The default
threshold is typically set at 0.5. However, the default threshold of 0.5 may not always
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be the best choice for all datasets or objectives, especially in cases where there is
class imbalance. Particularly in the cross-dataset scenario, where the two different
datasets yieldedvaryingmindwandering rates of 30%and17%, threshold optimization
emerges as a critical approach, enabling the adjustment of classification cutoffs to
better reflect the disparate prevalence rates across datasets (Stewart et al., 2017b).

We systematically tested thresholds from 0.1 to 0.9 in increments of 0.1 for all
employed models. Tables 4 and 5 show the results for optimization according to F1
values for within- and cross-dataset predictions. Optimal thresholds are smaller than
0.5 for most classifiers. Those lower thresholds lead to notable improvements in F1
values. Figure6 shows evaluation metrics by prediction thresholds for CNN-BiLSTM
models in both prediction scenarios. We can see that F1 values drop at the 0.3 and 0.4
thresholds, which were identified as optimal for those models.

Comparison across Gender

To detect potential bias in the classification models and provide transparency with
regard to the fairness of prediction across gender, we compare the detection perfor-
mance of mind wandering by gender for the within- and cross-dataset predictions.
We compare the results of all models trained on latent features for both prediction
scenarios. The lab data employed for within-dataset predictions consists of 40.77%
male and 59.23% female participants, with females reporting an overall higher mind
wandering rate of 32.64% and males a rate of 26.41%.

The in-the-wild data, serving as an evaluation set for our cross-dataset predictions,
contains 53.33% female and 46.67% male participants, reporting mind wandering in
18% and 16% of the mind wandering probes on average, respectively. The prediction
results by gender are displayed in Table 6, with above chance values based on different
base rates by gender and dataset. In general, mind wandering instances are predicted
more accurately for females than for males. These results are most likely rooted in the
imbalance of the underlying datasets, both regarding overall gender rates as well as
gender-specific mind wandering rates, leading to overall fewer male mind wandering
instances in the data. However, this difference becomes larger when employing tem-
poral models, especially for within-dataset prediction scenarios. We can assume that
this is due to the increased number of parameters in the temporal models, requiring
large training data. While the overall performance increases, only females seem to
benefit from improved detection, as there is more training data available.

Latent Feature Explanation

In order to gain deeper insights into the employed latent features, we apply the explain-
ability algorithm LIME (Ribeiro et al., 2016) on our feature extraction CNN model,
pre-trained on facial expression recognition task, and fine-tuned to ourmindwandering
detection task. LIME is an Explainable AI tool that helps to understand the decision-
making of an algorithm, as it allows highlighting areas of interest in the image, the
so-called super-pixels, that contribute positively or negatively to the model’s predic-
tion. This helps to get an intuition on why the model thinks this image belongs to a
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Fig. 6 Evaluation Metrics by Prediction Thresholds for Within- and Cross-dataset Prediction with CNN-
BiLSTM

certain class and which part of a given image the decision is based on. It is impor-
tant to take this step to uncover any unintended correlations that the classifier may
have learned, such as those resulting from artifacts produced in the data collection
process (Ribeiro et al., 2016).

In our study, these regions of interest let us draw conclusions about the information
encoded in the latent features that are fed into the temporal mind wandering classifier.
Therefore, it ensures the quality of feature extraction, by validating that the learned
information aligns with established theoretical frameworks. Example images from
the lab data including super-pixel boundaries and heatmaps, with dark blue encoding
the most important areas, are provided in Fig. 7. The super-pixel boundaries include
the 5 most important features positively contributing to the obtained prediction. The
heatmaps depict super-pixels by importance, by coloring the most important areas

Table 6 Results of mind wandering detection using latent features by gender

Model Gender Within-dataset prediction Cross-dataset prediction
AUC-PR Above chance AUC-PR Above chance

SVM Female 0.38 8% 0.283 12.6%

Male 0.326 8.4% 0.189 3.5%

XGB Female 0.365 5.7% 0.21 3.7%

Male 0.301 5.0% 0.186 3.1%

DNN Female 0.419 13.7% 0.351 20.9%

Male 0.355 12.4% 0.186 3.1%

LSTM Female 0.458 19.5% 0.335 18.9%

Male 0.328 8.7% 0.196 4.3%

BiLSTM Female 0.445 17.6% 0.335 18.9%

Male 0.306 5.7% 0.186 0.7%

CNN-LSTM Female 0.429 15.0% 0.29 13.4%

Male 0.334 9.5% 0.207 5.6%

CNN-BiLSTM Female 0.439 16.7% 0.333 18.7%

Male 0.316 7.1% 0.199 4.6%
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Fig. 7 Most important super-pixel boundaries (left) and super-pixel importance heatmaps (right) of pre-
trained ResNet50 FER model, calculated with LIME for a true positive, true negative, false positive, and
false negative samples in the final mind wandering classification (top to bottom)

in dark blue. We see that the CNN part of our classification model, employed for
feature extraction, mainly relies on information from the eye and mouth areas of the
participants, which are consequently inherently encoded in our feature vectors as well.
We included example images basedonourmindwanderingprediction results including
a true positive, true negative, false positive, and a false negative. These results are in
line with previous studies suggesting facial textures and AUs are meaningful features
for video-based mind wandering detection (Bosch & D’Mello, 2021).
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Fig. 8 Temporal dynamics of extracted latent feature super pixels. Example depiction of every 25th frame
from one correctly predicted mind wandering instance

Since our analysis is based on video clips, the features shown are extracted from
each frame individually and then transferred to the LSTM module as a time series.
In this way, temporal dynamics can be displayed. To visualize this process, we have
mapped the time course of the most important features for a correctly predicted mind
wandering instance in Fig. 8. Every 25th frame from a 10s clip is depicted. It is evident
that the focused regions undergo minimal changes based on facial expression and eye
opening, but the primary focus on the eye region remains consistent.

Discussion

In this section, we discuss our findings, also focusing on application scenarios and
ethical issues.

Main Findings

We showed that features extracted from a pre-trained CNN on the AffectNet facial
expression recognition dataset are informative for predicting mind wandering, even
to a higher degree when they are utilized with temporal models that use frame-wise
extracted features as input. The best results for within-dataset predictionwere obtained
using deep learning models such as DNN, LSTM, and BiLSTM, which allowed us to
detect mind wandering ≈ 14% above the chance level. This indicates that the latent
representations provided by amodel based on the recognition of six basic facial expres-
sions of emotion contain information at the same level for the task of mind wandering
recognition as a set of explicit out-of-the-box features such as AUs, facial landmarks,
and gaze vectors extracted by the OpenFace toolbox. Further, visualizations of areas
of interest from the pre-trained FER model, fine-tuned on the mind wandering task
showed that mainly eye and mouth areas were encoded by the model and, therefore,
most likely encoded in the latent representation. these findings show that the features
used represent meaningful information and can increase confidence in the latent rep-
resentations. The results are comparable to those previously obtained by Bosch &
D’Mello (2021) using a CART fusion of five explicit and hand-crafted feature groups
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on this data (F1 = 0.478; ≈ 25% above chance level). By using transfer learning, the
problem of insufficient data to train deep learning for this task can be overcome. Fine-
tuning these features in an end-to-end model on the task at hand did slightly improve
performance for the respective models but depends strongly on the available amount
of data.

Whenwe evaluated thesemodels with a new dataset that differed in the task, setting,
and target group, we showed that latent features generalized very well and achieved
a prediction performance (≈ 11.4% above chance level) that was comparable to the
best performance of a within-task prediction in the state-of-the-art (Lee et al., 2022).
Also for the cross-dataset setting, the models on the latent features performed better
overall than those on the OpenFace features. This indicates that the transfer-learned
features generalize better than the explicit out-of-the-box features without manual
feature engineering. This may be due to the fact that they are based purely on facial
expression, which is less stimulus-specific than, for example, gaze. Beyond the only
existing generalization study of video-based mind wandering recognition (Stewart
et al., 2017b), whichwas based onAUs, wewere able to show that latent facial features
are also predictive beyond the lab in naturalistic settings, such as the home. These
features were trained on an in-the-wild dataset, which might favor the transferability
of the features to an in-the-wild setting.

Nevertheless, the generalization results are remarkable because not only the setting
and task differ in our cross-dataset prediction, but also the culture of the target group.
As mentioned in “Introduction”, there is an ongoing debate about the universality of
facial expressions of emotion (Russell, 1994; Ekman, 1994; Jack et al., 2012). One
position taken is that the facial expressions of the six basic emotions relate to Western
interpretations of these, but are not representative for instance, of East Asian cul-
ture (Jack et al., 2012). While often universality of facial expressions of the six basic
emotions is assumed, several studies tackled cross-cultural FER (Dailey et al., 2010;
Benitez-Garcia et al., 2017; Ali et al., 2020) and highlighted culture-specific differ-
ences in automated detection. The features used in this work are based on a model that
was pre-trained on AffectNet data without accounting for culture-specific differences.
Nevertheless, they generalize well from U.S. to Korean subjects in detecting mind
wandering.

When comparing the prediction performances across gender, for both scenarios, we
achieve better classification results for the female group. This difference could partly
be the result of a combination of a greater proportion of women in both datasets, and
the generally higher mind wandering rate for females in the training sample. However,
gender differences are higher for temporal models with a higher number of parameters,
in need of large training data. Another challenge is choosing the best predictionmodel.
We demonstrated that adjusting the threshold for decision-making, depending on its
application, can improve the effectiveness of these predictions, especially in cross-
dataset prediction. However, focusing on F1 scores can lead to an imbalance between
recall and precision of the mind wandering class, therefore we focus on the rank
metric AUC-PR. Depending on the application scenario, the need for optimization
towards one or the other can be advantageous. While it is important to capture all
mind wandering instances when used for research and testing of materials, it may be
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more useful to have high precision when using interventions not to disturb learners in
attentive moments.

Applications

The ability of a machine learning model to generalize is of primary importance in
terms of its potential applications. On the one hand, it enables finding the optimal
design of learning materials and systems in a way that less mind wandering occurs.
On the other hand, automated detection of mind wandering has the potential to help
learners in online learning contexts such as ITSs and MOOCs to focus their attention
on the task at hand, which often consists of tasks such as the ones we explored in this
study: reading or video lecture viewing. This can be done through interventions such as
providing feedback, suggesting re-watching or re-reading, asking intermediate ques-
tions, or adapting the presented content when a user loses focus. Such interventions
can reduce user’s mind wandering (D’Mello et al., 2017; Hutt et al., 2021; Mills et al.,
2021) and therefore, based on the observed negative relationship between mind wan-
dering episodes and learning success (Smallwood, 2011; Feng et al., 2013; Szpunar
et al., 2013; Hollis & Was, 2016), improve learning outcomes. However, since all
of these studies examine short-term effects, there is a need to validate the long-term
impact of mind wandering interventions.

The automatic detection of learners’ off-task thoughts presented here can be used in
future research to provide learners with different types of interventions and feedback.
An experimental examination with corresponding questionnaires and knowledge tests
could examine whether these are suitable to help learners sustain their attention and
whether they actually lead to improved learning success without being distracting or
disruptive. While the efficacy of some interventions based on eye tracking has been
investigated in both lab and classroom context (D’Mello et al., 2017; Hutt et al., 2021;
Mills et al., 2021), a generalizable video-based recognition approach proposed in this
studywill allow future research to investigate the effectiveness of interventions outside
the laboratory in naturalistic settings on a large scale. Furthermore, it will allow to
deploy mind wandering detection modules in interfaces used in settings, in which eye
tracking is not feasible.

While the current precision in predicting isolated occurrences of mind wandering
might evoke uncertainties, our research shows that by consolidating predictions at
the participant level correlations with the ground truth, ranging from moderate to
high, can be achieved. This underscores that when aggregated over longer periods
of time, analogous to the temporal scope utilized in interventions, models can yield
improved outcomes. However, given the current performance of state-of-the-art video-
based mind wandering prediction and the potential for false positive predictions, it is
imperative to consider interventions that do not impede the learning process. Among
the viable options, two seemmost suitable:Non-interruptive interventions, like follow-
upprompts to re-reador re-watch critical parts of learningmaterials, prioritize fostering
self-regulated learning while minimizing disruptions and distractions. By seamlessly
integrating these interventions into the learning environment, a more favorable and
effective learning experience can be achieved. Furthermore, the implementation of
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thresholds, based on criteria such as prediction confidence or time durations, ensures
the maintenance of intervention quality. This approach mitigates the risk of learner
irritation or negative experiences resulting from inadequately controlled interventions.
In doing so, even if video-based mind wandering detection is less performant than
comparable tasks, such as emotion recognition, its use in online learning systems can
still lead to an improvement in attention. It is crucial to determine the required level
of precision for targeted interventions to attain their desired effect without impeding
learning. In general, the goal should be to support learners in self-regulated learning
(Järvelä et al., 2023) rather than to monitor or assess them. Therefore, it is important
to consider user and data privacy in any potential application.

Ethical Considerations

While the application of video-based mind wandering detection holds promise for
supporting learning in various applications, it also raises concerns regarding privacy,
fairness, and inclusiveness. Since videos capture the identifiable faces of students dur-
ing learning tasks, responsible handling of this data becomes imperative. While we
workwith rawvideos, formodel development, one of the advantages of our approaches
is that for real world applications both explicit and latent features can be extracted on
the fly in real time without the need of saving videos in the first place. A similar
approach was employed in the classroom study of Bosch & D’Mello (2021) to pre-
serve privacy. This aspect is very important as particularly vulnerable target groups
such as school children (i.e., minors in dependent relationships), as those can also ben-
efit fromMOOCs and ITSs that utilizemindwandering detection. TheHCI community
has been addressing data privacy-related issues in different tasks such as face recogni-
tion (Erkin et al., 2009), gaze estimation (Bozkir et al., 2020), or even in the classroom
context (Sümer et al., 2020) and similar approaches that preserve privacy should be
utilized if one uses raw videos in an end-to-end fashion when mind wandering detec-
tion modules are deployed in real-world systems. Another convenient approach would
also include utilizing federated learning systems (Li et al., 2020) where the training of
machine learning models is carried out locally in user devices by keeping the sensitive
data away from other parties and only sending the trained models to the computation
party for aggregation. In brief, while the performance of mind wandering detection is
an important aspect, privacy issues are of paramount importance for real-world use. In
any case the process of collecting and analyzing any form of data should be transparent
to the user with informed consent and clarity of the purposes the data will be used
for (Nguyen et al., 2022b). Another important aspect of deploying automated mind
wandering detection in educational settings is the inclusiveness in data and algorithms
(Nguyen et al., 2022b). To ensure fairness and equality across user groups, it is crucial
that these algorithms are trained and tested on diverse, unbiased data. This research
underscores the significance of these considerations by aiming to develop a culturally
generalizable algorithm and conduct a transparent analysis of gender fairness. While
the results are promising with regard to generalization, especially the found gender
differences stemming from unbalanced data, highlight the necessity for diverse and
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representative data that facilitate even better adherence to these principles in future
research.

Limitations and FutureWork

Despite its novelty, the presented work exhibits several limitations. First of all, we
examined cross-setting predictions from the lab dataset to the in-the-wild dataset.
This is partly due to the fact that lab-based data collection is more controlled, and
therefore, allows for higher data quality. As reported in the original study (Lee et al.,
2022) of the in-the-wild dataset, a large amount of data had to be excluded during data
preparation due to insufficient data quality, for example, due to low luminance. From
a practical standpoint, the generalizability from labeled lab data to in-the-wild data is
a likely setting for future applications. Related to this point, the present in-the-wild
dataset is rather small to train our proposed models on it. The need for a comparatively
large labeled dataset to enable us to use the proposed temporal methods is a further
limitation of this work. Currently, to our best knowledge, no larger in-the-wild mind
wandering dataset is available. Despite the limited size of the in-the-wild dataset, this
study examines the potential generalizability of state-of-the art mind wandering detec-
tion to diverse datasets. However, it is important to exercise caution when interpreting
these findings due to the dataset’s size. Future research should focus on collecting
larger datasets to provide a more robust evaluation of the model’s performance and
enhance our understanding of its broader applicability. In general, further advances
in automated detection of mind wandering should be evaluated based on their gener-
alizability to in-the-wild settings to avoid the optimization of performance on single
datasets at the expense of generalizability, as was recently discussed in the related
field of affect detection (D’Mello & Booth, 2023).

While our cross-dataset prediction examines the models’ ability to generalize two
culturally different target groups, the sample of university and college students is
somewhat homogeneous regarding other demographics, such as age. Future research
should investigate, how well the model can be transferred to other target groups, for
example, to school children. Furthermore, differences in predictive power by gender
were revealed. A balanced sample by gender, as well as further investigation of gender
differences inmindwandering, should be an important consideration for future studies
to avoid bias.

In general, the presented results underscore the complexity of the recognition of
mind wandering solely through facial video analysis. The approach presented in this
paper, alongside previous approaches, can predict off-task thoughts above chance
level, for dataset-specific class distributions, albeit without achieving exceptionally
high prediction performances. While the achieved prediction accuracy may be consid-
ered moderate, and will potentially lead to false positive predictions when employed
in educational systems, it is crucial to acknowledge the inherent difficulties associated
with accurately identifying such a nuanced cognitive process. A prior study hinting
at upper bounds for appearance-based detection showed that human observers only
could identify mind wandering episodes to a similar extent (F1= 0.406) as machine-
learning based detection algorithms on the lab data (Bosch & D’Mello, 2022). These

123



850 Int J Artif Intell Educ (2025) 35:823–857

results strengthen the assumption that there is a limit to the accuracy with which the
covert cognitive state of mind wandering can be detected based only on appearance.
However, the required detection accuracy heavily depends on the desired application.
Initial studies exploring interventions, like reiterating content, and asking questions,
based on similar prediction performances show the potential success of those (D’Mello
et al., 2017; Mills et al., 2021; Hutt et al., 2021). Future investigations should deploy
the presented automated mind wandering detection approach to deliver interventions
while assessing learning outcomes to determine the extent to which interventions
improve attention and learning outcomes, whether frequent or incorrectly delivered
mind wandering interventions hinder or interfere with learning and whether predic-
tions at the current precision level are sufficient to be integrated into systems. As
mentioned above, especially the use of non-intrusive interventions and the implemen-
tation of quality thresholds should be considered in the context of moderate prediction
accuracies.

Additionally, the limited performance of these elaborate models can be attributed
to the size constraints of the employed training dataset. Unfortunately, to our best
knowledge, no other video-based mind wandering detection dataset is publicly avail-
able at this moment. To further advance the field and improve prediction outcomes,
future research should place emphasis on collecting large-scale datasets, particularly
in in-the-wild scenarios. By incorporating such diverse and extensive data, researchers
can enhance the models’ performance and pave the way for more accurate and robust
mind wandering detection systems. A commendable approach was employed by Hutt
et al. (2023), who gathered webcam eye tracking data both in university environ-
ments and via the platform Prolific, thereby ensuring the inclusion of diverse target
groups and settings. Further potential strategies for enhancing prediction performance
may include the implementation of personalization, such as the use of personalized
prediction thresholds. This approach could partially compensate for the presumed
interpersonal variations. Another way to improve prediction accuracy is to add other
signals, like behavioural trace data or physiological signals. In this work, we focused
on webcam videos due to the goal of scalability and low-threshold application in nat-
uralistic settings. One potential for future research in this realm could be the further
improvement of webcam-based eye tracking, since eye movements have been shown
to be highly predictive for mind wandering (Hutt et al., 2023; Bixler &D’Mello, 2014;
D’Mello et al., 2016; Faber et al., 2018; Mills et al., 2021).

Conclusion

In this work, we proposed a novel and generalizable approach for mind wandering
detection utilizing facial features based on transfer learning from videos. Our results
show the meaningfulness and transferability of those features with within- and cross-
dataset prediction tasks on two challenging datasets. In particular, the results of the
cross-dataset setting that differedwith regard to the task, target group, and environment
show the generalizability of our approach, which is key to the deployment of such
models in intelligent learning systems to support learners to keep their attention on a
given task.
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Appendix A: Additional Tables

Table 7 Hyperparameter grids
for employed non-temporal
classification models

Model Hyperparameter Grid

SVM C (1, 10, 1000, 1000)

Gamma (0.001, 0.01, 0.1)

DNN Hidden layer size (100, 64, 32)

Learning rate (0.001, 0.0001)

Alpha (0.0001, 0.001, 0.005)

Early stopping (True, False)

XGB Gamma (0.5, 1, 2,5)

Subsample (0.6, 0.8, 1)

Column sample by tree (0.6, 1)

Max depth (3, 5, 9)

Learning rate (0.01, 0.1, 0.3)

Table 8 Results of mind-wandering detection for within- and cross-dataset prediction with feature level
fusion

Prediction Model Method F1 Precision Recall AUC-PR Above
Chance-Level

Within-dataset SVM OpenFace, AffectNet 0.405 0.331 0.525 0.336 5.143%

XG Boost OpenFace, AffectNet 0.338 0.382 0.307 0.364 9.143%

DNN OpenFace, AffectNet 0.401 0.382 0.693 0.397 13.857%

LSTM OpenFace, AffectNet 0.461 0.334 0.761 0.373 10.429%

BiLSTM OpenFace, AffectNet 0.450 0.346 0.697 0.377 11.000%

Cross-dataset SVM OpenFace, AffectNet 0.299 0.218 0.473 0.207 4.5%

XGBoost OpenFace, AffectNet 0.202 0.198 0.207 0.199 3.5%

DNN OpenFace, AffectNet 0.311 0.238 0.448 0.220 6.0%

LSTM OpenFace, AffectNet 0.315 0.192 0.864 0.250 9.6%

BiLSTM OpenFace, AffectNet 0.335 0.214 0.772 0.229 7.1%

The bold entries highlight best performing models
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