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ABSTRACT Intrusion Detection Systems (IDS) tackle the challenging task of detecting network attacks as
fast as possible. As this is getting more complex in modern enterprise networks, Artificial Intelligence (AI)
and Machine Learning (ML) have gained substantial popularity in research. However, their adoption into
real-world IDS solutions remains poor. Academic research often overlooks the interconnection of users and
technical aspects. This leads to less explainable AI/ML models that hinder trust among AI/ML non-experts.
Additionally, research often neglects secondary concerns such as usability and privacy. If IDS approaches
conflict with current regulations or if administrators cannot deal with attacks more effectively, enterprises
will not adopt the IDS in practice. To identify those problems systematically, our literature survey takes
a user-centric approach; we examine IDS research from the perspective of stakeholders by applying the
concept of personas. Further, we investigate multiple factors limiting the adoption of AI/ML in security and
suggest technical, non-technical, and user-related considerations to enhance the adoption in practice. Our
key contributions are threefold. (i) We derive personas from realistic enterprise scenarios, (ii) we provide a
set of relevant hypotheses in the form of a review template, and (iii), based on our reviews, we derive design
guidelines for practical implementations. To the best of our knowledge, this is the first paper that analyzes
practical adoption barriers of AI/ML-based intrusion detection solutions concerning appropriateness of data,
reproducibility, explainability, practicability, usability, and privacy. Our guidelines may help researchers to
holistically evaluate their AI/ML-based IDS approaches to increase practical adoption.

INDEX TERMS Anomaly detection, artificial intelligence, intrusion detection, machine learning, network
monitoring, privacy, security, usability.

I. INTRODUCTION
Artificial Intelligence (AI) and particularly Machine Learn-
ing (ML) have experienced a surge in popularity in network
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monitoring and management in recent years. Even though
we see a lot of AI/ML-driven research on cybersecurity, its
adoption in practice remains limited, as it is still facing key
challenges [1]. According to Vielberth et al. [2], academic
research on Security Operations Centers (SOCs) lacks a
holistic view, only looks at fragments, and while it focuses

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 79815

https://orcid.org/0009-0000-1658-4539
https://orcid.org/0009-0008-9125-3017
https://orcid.org/0000-0003-4700-8264
https://orcid.org/0009-0007-2846-8464
https://orcid.org/0009-0006-6701-4492
https://orcid.org/0000-0002-5036-5206
https://orcid.org/0000-0002-7374-3054
https://orcid.org/0000-0003-0173-595X
https://orcid.org/0000-0002-6700-9347


K. Dietz et al.: Missing Link in Network Intrusion Detection: Taking AI/ML Research Efforts to Users

on both human and technical aspects, it neglects their
connection. By including AI/ML approaches, this disparity
increases even further, as models introduce more complexity,
reducing the trust of AI/ML non-experts.

Intrusion Detection Systems (IDS) are valuable tools in
cybersecurity environments, and have been an academic
research focus since decades. Intrusion detection is a classical
classification problem (both supervised and unsupervised),
and IDS in-the-wild are by large based on signatures and
thus incapable of coping with new and unseen intrusion
attempts. There are different types of IDS, such as host-based
IDS (HIDS) and network-based IDS (NIDS). In this survey,
we focus on AI/ML-based NIDS, which are placed in the
network that perform this classification task mainly on a per-
packet- or per-flow-basis.

Academic research in the area of such NIDS faces several
issues, which can be grouped into different topics. Challenges
exist regarding the data, code, model, practicability, and
privacy, as well as user-centric topics like explainability and
usability. The former problems mainly relate to technical
facets, such as data appropriateness or data and code
availability to foster reproducibility. In addition to these
more generic challenges, other technical problems persist
regarding the required monitoring efforts, overall perfor-
mance, as well as requirements regarding software, hardware,
and confidentiality. Apart from technical challenges, the
second group of problems addresses potential users. While
explainability is concerned with making decisions of AI/ML
models transparent by extracting relevant information, usabil-
ity goes one step further by providing interfaces to actually
display this information appropriately to users, potentially
even allowing to interact with the tool.

The above aspects are often disjoint theories in academia,
while in reality there is always an interplay between all of
them, hindering the practical implementation into the real
world. In this work, we look at academic research on the topic
of AI/ML-based network intrusion detection and analyze
published papers through the eyes of the potential users of
such tools to investigate the above challenges. In this context,
users are administrators or other stakeholders with different
needs, which we extract from two example enterprises. Thus,
we follow a user-centric approach for our survey and review
recent literature w.r.t. a multitude of technical and usability-
related aspects, to analyze the following research questions
(RQs):
RQ1: Which technical factors contribute to the poor adop-

tion of AI/ML-based NIDS research?
RQ2: What user-centric aspects should research consider to

improve the practical adoption of AI/ML-based IDS?
RQ3: What design guidelines should researchers follow to

prepare research results for product integration?
To answer the above questions, the contributions of this

paper are as follows:
1) We identify personas that are actually involved with

AI/ML-based security tools and discuss their needs in
that context.

2) Derived from our personas, we present hypotheses on
why AI/ML-based NIDS approaches have not yet been
widely adopted.

3) We evaluate existing approaches in the scientific litera-
ture based on our hypotheses.

4) We publish1 our template and reviews, as well as
evaluation code.

5) We give design guidelines for future research and
discuss these guidelines, i. e., why not all guidelines can
always be met simultaneously.

The remainder of this work is structured as follows.
Section II reviews existing surveys in the domain of IDS
and related topics, with a special focus on AI/ML-based
approaches. The differences to our survey and the goal
of our survey are highlighted. Section III introduces the
applied methodology, i. e., how existing research papers were
analyzed in detail. To this end, the concept of personas and
their needs for two enterprise scenarios are explained.We also
provide our strategy how AI/ML-focused works in literature
were selected and analyzed. Then, 17 hypotheses about
why those research works are not deployed and adopted in
practice are introduced. Section IV presents the results of our
literature survey. In particular, the formulated hypotheses are
carefully checked for all papers identified in our survey and
the key insights are summarized. As a result, Section V gives
some concrete guidelines and key take-aways for researchers,
which are of utmost importance for AI/ML-based solutions
to be adopted in practice. Finally, Section VI concludes this
work with a brief summary of the most important insights.

II. RELATED WORK
Several survey papers have already been published on
IDS and related topics, shedding light on various aspects
of network monitoring and management in general. The
surveys by Boutaba et al. [3] and Nguyen and Armitage [4]
provide comprehensive insights into traffic classification via
AI/ML, in which intrusion detection is one of the use cases.
In addition, Guimaraes et al. [5] survey visualization tech-
niques for network management, though, the survey does not
specifically zero in on AI/ML-driven approaches. However,
intrusion detection is recognized as the by far biggest use
case for network management, which shows its significance.
Decade-old surveys [6], [7], [8] on IDS demonstrate this
long-standing importance even further, and there exists also
a plethora of surveys on NIDS specifically [9], [10], [11],
focusing on this subcategory of IDS.

Recent surveys on intrusion detection and explainabil-
ity [12], [13], [14] explore the application of Explainable
Artificial Intelligence (XAI) techniques in the context of
IDS, partially in different settings compared to enterprise
networks, like the Internet of Things (IoT). While these
surveys investigate approachesmaking IDSmore transparent,
our work goes beyond explainability by considering usability
and addressing other secondary concerns for practical

1https://github.com/wintermute-project/missing-link-NIDS
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FIGURE 1. The workflow of our literature review. Each step also corresponds to a specific (sub)section, where the
components are described in-depth.

deployment in the real world. While explainability is an
important aspect, it is just one component among several
factors necessary for the successful implementation of IDS in
a real-world environment. Furthermore, surveys on Human-
Centric Machine Learning (HCML) [15], [16] explore
the broader connection between human users and AI/ML,
although they do not directly address IDS techniques or are
not in the context of network traffic in general.

Table 1 summarizes the above findings in order to make
the contribution of this paper clearer. The table showcases a
few selected topics we address in this paper and illustrates
the disjunction between the various research fields clearly.
Most of the related surveys have two or three focal points
which they excel in, while neglecting other factors. While
the surveys in [3] and [4] present us with thorough insights
into anything related to AI/ML-based traffic classification
and touch lightly upon privacy issues, they do not necessarily
focus on IDS, though it is one of the use cases. Thus they
also do not investigate any challenges that come along with
it, e. g., practicability, explainability, or usability issues of
IDS. Complementary to these two surveys, the work by
Guimaraes et al. [5] focuses mainly on visualization with
IDS as the most prominent use case, but does not zero in on
AI/ML and other factors. Older surveys on IDS also do not
focus on AI/ML but on rather more traditional approaches,
yet include practicability aspects like performance and
possibly recommendations [6], [7], [8]. On the contrary,
newer surveys [12], [13], [14] include explainability and –
to a limited extent – usability or privacy aspects, while only
partially focusing on the practicability and feasibility of IDS.
Lastly, there exist surveys on AI/ML methods that focus
wholly on aspects like usability [15], [16] and also privacy
approaches [17], such as differential privacy or homomorphic
encryption, but are not in the context of communication
networks and IDS.

The main difference of the presented literature review is
that instead of posing an in-depth discussion of dozens of
papers, this survey focuses on a more high-level evaluation
of recent literature on NIDS research. This allows to include
not only all of the aspects presented in Table 1 into our survey,

TABLE 1. Overview of related surveys and their main focus. (✔: focus,
(✔): partial focus, ✘: no focus). The aspects on top are only an excerpt of
challenges we discuss in our literature review.

but many additional factors as well. In other words, we take
many aspects necessary for an operational deployment of
academic research in a real-world network into consideration,
and ultimately derive several guidelines for future research.
For this, we design personas, hypotheses, and provide a
review template to help researchers identify the most relevant
review criteria. The template might be used as a checklist for
evaluating future work, such that the potential for deployment
in a real-world network security system can be improved.

III. METHODOLOGY
Our goal is to identify potential reasons why academic
researchers’ AI/ML-based NIDS approaches are not adopted
broadly in practice. Fig. 1 illustrates our workflow and
how we structured the paper accordingly. To understand the
barriers between AI/ML-based academic research and the
industry, we first introduce users of two real-world enterprise
scenarios, from which we extracted so-called personas, that
represent potential users of our IDS tool. As all personas
have different objectives, we gain insights from multiple
perspectives, i. e., departments or teams in an enterprise.
This is the basis for our literature review process, where we
searched for recent AI/ML-based NIDS papers published on
relevant venues for the personas. Also based on our personas,
we formulate hypotheses why the practical application of
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FIGURE 2. Users of example Enterprise 1. Users are characterized by their
profession and possible interactions with a monitoring tool.

AI/ML-based NIDS approaches might fail. That is, each
persona has potentially different requirements and concerns
for introducing such a system. Integrating those different
perspectives in our hypotheses, we get a realistic perspective
on the adoption of AI/ML-based NIDS approaches.

These hypotheses serve as a template to review each of the
papers found in the literature search, where we assess whether
the hypotheses are true or false. In fact, there were two review
iterations. In the first round, one researcher evaluated the
paper individually and created a first review. In the second
round, another researcher evaluated the paper and the first
review to create a second review. In this way, each paper has
been reviewed twice by different researchers and allows the
two reviewers to reach a common ground. In practice, we did
not perform those three steps (i. e., hypotheses design and
first/second review) of our methodology consecutively, but
rather in overlapping time periods with multiple feedback
loops, as illustrated in Fig. 1. That is, we held weekly
meetings and additional discussions between all reviewers
to refine the template by adding, removing, and clarifying,
until we converged to the final template. Then, the reviews are
analyzed to identify the gaps between academia and industry.
From these identified barriers we then design and discuss
guidelines, that may help future research to increase practical
adoption of their proposed IDS solution.

A. CONCERNED PERSONAS AND THEIR NEEDS
To understand the requirements of users of AI/ML-
based NIDS approaches, we modeled prototypical users

FIGURE 3. Users of example Enterprise 2. Users depicted in a similar
fashion compared to enterprise 1 have similar professions.

as personas. Personas are fictional characters representing
different types of users. While personas initially are results
of larger user studies, we used Gothelf’s Proto-Persona
approach [18], which is based on a company’s experiences
with customers. These Proto-Personas serve as a starting
point for product evaluation, early design hypotheses, as well
as raising awareness of the customer’s view point [18].
However, we found only one work using personas in

network monitoring [19]. Therein, the authors introduce two
personas (senior and junior network experts) and present user
study results mapped and evaluated along these personas.
In the visualization domain, McKenna et al. [20] define four
personas along a management decision chain as a starting
point and template for user-centered design. Additionally,
Schufrin et al. [21] specify three personas in a monitoring
context in a home network.

1) MONITORING TOOL USERS IN ENTERPRISES
We investigated the typical user base of network monitoring
tools in large enterprises, as our experience with enterprise
customers shows that the user base is much more diverse
than those in related work [19], [20], [21]. There is not only
a difference in age, experience, or management level, but
experts with different domain knowledge interact with the
system and pose distinct requirements onto it.

However, to describe a more diverse user base, we do
not rely solely on our own experiences. We conducted
interviews with contact persons for German enterprise
customers of a monitoring tool vendor. Based on these
interviews, we created two exemplary enterprises. Our two
example enterprises are used to detail users of monitoring
tools in practice. Based on similarities of the users of the
two example enterprises, we derived generalized personas
to better understand user requirements. To ensure that our
personas reflect a diverse user base, each individual author
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TABLE 2. Summary of derived personas from the previous exemplary enterprises. Each persona has their specific objectives, workflow, and interfaces
that they prefer or require when working with a network monitoring tool.

contributed insights from their own field of expertise, e. g.,
network management, security, privacy, and usability.

a: EXAMPLE ENTERPRISE 1
The first enterprise runs a core network within Germany
for providing connectivity and services to internal and
external customers via own or leased lines. Fig. 2 shows
the persons involved. Starting on top, people working in
network operations and support use a monitoring tool for
ticket processing, i. e., troubleshooting and finding the cause
of reported network problems. Below, planners and 3rd-level
supports perform more detailed data analysis. The security
department on the right considers system security, while
the remaining persons are concerned with system and data
integration.

b: EXAMPLE ENTERPRISE 2
The second enterprise has a network connecting its global
production and retail sites. Fig. 3 shows the persons involved
in Example Enterprise 2. The site managers get direct
access to ready-made simple views for 1st- and 2nd-level
support. Below, 3rd-level supports require more sophisticated
utilization or detailed analysis for troubleshooting. Top right,
the security department is concerned with requirements and
operative security, while operations on the bottom right deals
with data import and hardware.

2) DERIVED PERSONAS
Our two example enterprises show different users of mon-
itoring tools and serve as input for the abstract personas.
Table 2 lists our personas and describes their objectives, usual
workflow, and used interfaces. In the following, we explain
our different personas in more detail.

a: MAGGIE MANAGER
has a responsible position in the network department and acts
as contact point for internal and external customers regarding
contracts for service delivery. She maps to the account

manager in Example Enterprise 1 and is also interested in
cost-effective solutions.

b: CHARLIE COMPLIANCE
is the Chief Information Security Officer (CISO) (or in a
similar position) and acts as a proxy for external data security
officers. He maps to the security department person of our
two examples and manages documents on enterprise policies
and ensures the compliance with legal requirements. Charlie
specifies requirements on the functionality and security
criteria and evaluates the system. He needs detailed threat
reports and utilizes the tool to check the fulfillment of general
policies.

c: SANDY SUPPORT
is a 2nd-level customer support person and maps to the
corresponding support or site manager persons of our
examples. Her workflow is ticket-driven and initiated by
alarms raised by the tool that automatically opens tickets. She
uses the tool to locate the origin of problems. To achieve this,
she uses cheat-sheets containing possible solutions and best-
practices and also maintains these sheets.

d: PAUL PLANNER
implements new requirements of the business strategy and
the compliance into the network configuration. He checks
long-term trends and formulates rules, as well as future
requirements on the system. In Example Enterprise 1,
there is a corresponding planner person, while in Example
Enterprise 2, the utilization evaluation lays within the 3rd-
level support.

e: OLGA OPERATIONS
takes care of the system itself (e. g., server operation,
backups, updates, maintenance) and its integration into the
IT landscape. She is concerned with system/data health and
resolves tickets related to the system itself (e. g., tickets from
Paul Planner). The three persons concerned with automation
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TABLE 3. Surveyed conferences and journals. Each venue is associated with a relevant field for our survey and either had a high CORE ranking once
during our reviewing period from 2018 to 2023, or was suggested by domain experts.

of Example Enterprise 1 as well as the operations person of
Example Enterprise 2 map to Olga Operations.

f: NILS NETWORKER
solves 3rd-level tickets regarding complex network issues and
possesses profound understanding of network-related details.
Both of our examples show 3rd-level support persons, who
want to understand problems on a fine-grained level and
prefer a detailed network/data view, which is important for
establishing trust in the system.

B. LITERATURE SELECTION CRITERIA
To find papers on AI/ML-based NIDS approaches, we per-
formed a systematic literature review. In this section,
we describe our literature selection criteria by outlining the
inclusion and exclusion criteria for the individual papers.
Overall, 13 people (8 authors + 5 helpers) participated
in searching for or reviewing relevant papers and venues.
We decided to consider only papers with AI/ML-based NIDS
approaches published from Q1 2018 to Q4 20232 to provide
a recent overview of this field.

In the first step, we identified established venues in the
fields of networking, security, privacy, AI/ML, and UI/UX
research to find relevant papers. We decided to focus on these
four fields, as AI/ML venues potentially provide the most
sophisticated AI/ML models and network management is the
exact context of our use case. Furthermore, we derived from

2Some conferences that took place in Q4 22/23 might not be included
here, since their proceedings were not published when the literature search
was conducted.

our persona-based approach that secondary concerns, such
as privacy (Charlie Compliance) and usability/visualization
(Sandy Support, Nils Networker, Paul Planner) are vital
aspects and hence we included privacy and visualiza-
tion/usability venues. That means, all these research fields
provide different facets important for IDS design.

For our literature review, we selected venues based on their
CORE ranking; they should have ranked at least A once
in our reviewing period from 2018 to 2023. Additionally,
we included some conferences and journals suggested by
domain experts in those fields. Table 3 shows the conferences
and journals we considered in our literature review. If we
found any associated workshops for those venues, we also
searched for relevant papers there.

In the second step, we searched for relevant papers in the
proceedings for each of these venues. Papers were tagged
as relevant in the first place by one person as soon as the
paper deals with intrusion or anomaly detection in any way.
Additionally, to ensure the comprehensiveness of the selected
papers, each of the relevant venues was searched through
mainly by domain experts, e. g., the privacy and security
conferences were assigned to someone with expertise in that
field.

After our initial paper collection, we excluded papers
that match at least one of the following exclusion criteria:
We did not consider papers that do not contain at least
once the term anomaly detection or intrusion detection.
Further, we excluded papers without AI/ML-based IDS
approaches. Specifically, we did not include papers where
the approach does not use network traffic features since

79820 VOLUME 12, 2024



K. Dietz et al.: Missing Link in Network Intrusion Detection: Taking AI/ML Research Efforts to Users

TABLE 4. Overview of established hypotheses and relevancy for the six personas. For each hypothesis, the table displays if a persona is concerned with it
(✔: directly relevant, (✔): indirectly relevant, ✘: not relevant). Each hypothesis is also assigned a topic for further reference.

our focus is on network intrusion detection. That means,
we excluded, for example, log-based IDS papers and papers
analyzing malicious PDF documents or malware executables.
Additionally, we excluded SCADA/ICS, Cyber Physical
Systems, Internet of Vehicle, Internet of Things, Smart
Home, and Smart Grid papers as we focus on enterprise
networks. Further, we found some borderline papers, where
we had to discuss internally whether we want to include
those papers. To account for those borderline papers, two
researchers reviewed the papers individually. Afterwards, the
two researchers made the final decision about the exclusion
of the paper based on their mutual agreement for each paper.

C. HYPOTHESES ON WHY AI/ML APPROACHES FAIL
To evaluate the identified papers of our literature review,
we created a template containing hypotheses why AI/ML-
based IDS approaches may not broadly be adopted in prac-
tice. Table 4 illustrates the various hypotheses, the designed
personas, and maps them to each other in terms of relevance.
The table already shows that the personas all view the AI/ML
tool from different (possibly conflicting) perspectives, i. e.,
each persona is subject to their own requirements. The table
also maps each hypothesis to one of six topics: data, code and
model, practicability, understandability, secondary concerns,
and contextualization. In the following paragraphs, we briefly
describe all of the 17 hypotheses we used in our template and
the reasoning behind them by relying on our personas as well
as supporting our hypotheses with observations from related
studies.We also discuss in-depth which hypothesis is relevant
for which personas.

1) H1: DATA TOO OLD
The first three hypotheses (H1 to H3) are about the data used
in the paper. It is key to utilize representative, up-to-date
data when developing AI/ML tools, as otherwise the derived

conclusions may not be meaningful in the context of today’s
networks. Yet, many decade-old datasets are still frequently
used in recent publications as benchmarking sets [22]. While
this is a valid approach to compare emerging methods
to legacy ones, newer datasets should still be utilized
additionally. This hypothesis is indirectly relevant for all
personas, as it is concerned with a more general problem
in research, rather than being related to a specific persona
task or requirement. As reference, we decided on several
milestones for this hypothesis, where the Internet traffic
landscape changed, with 2016 and the introduction of the
QUIC protocol being the most recent one, and 2001 and the
creation of Wikipedia the earliest one. Since this hypothesis
is a more generic challenge, it is a technical factor related to
RQ1.

2) H2: TRAFFIC MIX NOT EXPLAINED
While there exist plenty of datasets from more recent
years, the age of the data is not the only issue [22].
Other problems include unrepresentative data due artificial
setups in academic networks, testbeds, labs, or simulations
and emulations. Thus, at minimum, there should be an
objective description of the traffic composition, and, ideally,
a justification for using this dataset. This information helps
MaggieManager andNils Networker to assess if the proposed
tool is relevant in context of their use case, from a high-
level managing perspective and a low-level networking
perspective, respectively. Like H1, this is a technical factor
concerned with RQ1.

3) H3: DATA NOT AVAILABLE
Besides the data quality and its justification, public avail-
ability and consequently reproducibility is another important
factor when considering practical implementation in a
real-world system.Without accessible data, it is impossible to
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replicate results, which hinders the insight and trust into the
monitoring tool. This is relevant for Nils Networker, as he is
the one eventually implementing the tool into the productive
system. Similar to the first two hypotheses, this is also a
technical factor linked to RQ1.

4) H4: (PSEUDO)CODE NOT AVAILABLE
The next two hypotheses are about the code and model
(H4 and H5). Analogous to data availability, the code
availability is another component for reproducible results.
Without (pseudo)code, it is a complex, time-consuming task
to recreate the methodology, as many AI/ML models exhibit
a myriad of parameters to configure. Thus, in the best case
there exists a publicly available code repository. Again, this is
relevant for Nils Networker, as he is the one incorporating the
tool into the running system. Analogous to the data-related
hypotheses, H4 is relevant for RQ1, since it is a technical
factor.

5) H5: POTENTIAL MODEL OVERFITTING, NOT
GENERALIZABLE TO OWN SCENARIO
Generalizability is yet another important factor to consider
when assessing the integration of a new approach into a
running system. An emerging approach may outperform
existing ones on one dataset, but might underperform on
other datasets. Consequently, testing an approach on the
basis of more than one dataset is desirable. For models
that are evaluated on the basis of simulated data, this
generalizability is potentially problematic, as these models
are often optimized for a single environment [23]. Lastly, it is
also important to consider network changes [23] and evaluate
the tool’s capability to adjust to a new environment [1], e. g.,
involving transfer learning approaches to reuse old models
or evaluating covariate shifts and concept drifts. This is
important for Charlie Compliance, as he is responsible to
create fitting rules (potentially based on decisions of AI/ML
models) and Nils Networker, as – similar to the previous
hypotheses – he is responsible for the implementation. This
hypothesis is another technical factor impacting RQ1.

6) H6: UNUSABLE IN PRACTICE, SINCE REQUIRED DATA
PROBLEMATIC TO OBTAIN
The following four hypotheses are concerned with potential
practicability issues (H6 to H9), since efficiency in general
is a non-negligible factor for users when choosing AI/ML
tools [1]. Due to privacy and confidentiality requirements, the
practically available data is often either limited to web proxy
and firewall logs [23] (e. g., DNS activity may be problematic
from a privacy perspective [24]) or to very comprehensive
datasets like full-resolution packet traces. Acquiring packet
traces in existing environments is complicated due tomultiple
compliance problems and organizational overhead. In our
opinion, NetFlow/IPFIX is a suitable data foundation for
many practical deployments, as it is the predominant data
format for many vendors [25]. This hypothesis is important

for Charlie Compliance, as he is responsible to fulfill data
legal and confidentiality requirements. Further, since this
is mainly related to practically available data, it is another
influencing factor for RQ1.

7) H7: UNREALISTIC OR HIGH EFFORT FOR DATA
COLLECTION AND MONITORING
Besides the data format and type, the amount of themonitored
data may pose a problem. In practice, monitored data is often
sampled or aggregated (e. g., due to the usage of NetFlow),
rendering approaches that require full-resolution network
traffic in the form of packet captures (PCAPs) infeasible.
Sometimes the initial data needed to train the model spans
months, which may make a fast deployment infeasible. This
is important for Maggie Manager, as this is a budget-related
issue, Olga Operations due to hardware requirements, and
Paul Planner due to network requirements (bandwidth, taps,
etc.). Like H7, this is related to RQ1, since it is concerned
with mainly technical factors.

8) H8: SPECIAL OR EXCESSIVE PROCESSING HARDWARE
REQUIREMENTS
In conjunction with the previous two hypotheses, special
or excessive hardware requirements may also hinder the
applicability in the real world, as extensive resources
are not always available [1], e. g., clusters, GPU/CUDA,
or specialized hardware such as P4. Similar to before, this
is important for Maggie Manager, as this is budget-related,
Olga Operations (e. g., due to possible operations on VMs),
and – depending on his scope – maybe Paul Planner due
to network requirements. Since this hypothesis is concerned
with the actual hardware, it depicts another influencing factor
for RQ1.

9) H9: FALSE POSITIVE RATE (FPR) HINDERS PRACTICAL
ADOPTION
For a practical usage of proposed AI/ML methods, it is
essential to keep the false alarm rate low and to provide
the severity level of the alarm. Otherwise, admins have to
handle too much workload when dealing with security alerts.
For example, a FPR of over 1% might already be too high
when looking at big volumes of traffic. As reported by
Mink et al. [1], AI/ML models are generally perceived to
have a higher FPR than traditional, rule-based solutions by
users. Thus, besides measures like accuracy, an evaluation
of the false positives (FPs) is important. The FPR should be
kept as low as possible by finding a feasible trade-off with
the true positive rate (TPR). Alternatively, AI/ML methods
should provide measures, such as severity or confidence [26],
to the admins to make the workload more bearable. In our use
case, Sandy Support and Nils Networker are concerned with
these challenges, as Sandy is dealing with and asking others
regarding FPs, and Nils Networker handles them. Since this
hypothesis is related to the performance of the model, it is
mainly a technical factor linked to RQ1. However, since
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false alarms are potentially handled by the administrators,
it indirectly also has an impact on user-centric aspects in RQ2.

10) H10: MODEL COMPLEXITY TOO HIGH FOR PERSONA,
MISSING TRUST AND EXPLAINABILITY
The next three hypotheses (H10 to H12) are about explain-
ability issues. After the data is collected, another possible
issue may be the chosen AI/ML model, as an understandable
and explainable model is important to build trust; otherwise
it may result in mistrust and misuse [27]. Models deemed
too complex may combine many models in sequence or
parallel, may depend on many unintuitive or unexplained
hyperparameters, or may be black-box or cutting-edge
models. This is important for Nils Networker, Paul Planner,
and Charlie Compliance, but not Sandy, Maggie, and Olga,
as the latter have no interest in knowing why something was
detected, while Nils, Paul, and Charlie do. H10 is mainly
concerned with the respective abilities and skills of the users
themselves to understand the model and therefore related to
RQ2.

11) H11: FEATURES NOT MOTIVATED OR TOO COMPLEX,
MISSING TRUST AND EXPLAINABILITY
Not only the model itself should be explainable, but also
the input features, as abstract and unfamiliar features will
disrupt the trust of the expert, even if the methodology
is technically correct [26]. Thus, the feature set should be
complete and in the domain context, but it should not include
too many features (e. g., Miller’s magic number 7±2 [28]) or
complex transformations. For the same reasons as before, this
is important for Nils Networker, Paul Planner, and Charlie
Compliance. Analogous to understanding the AI/ML model,
H11 is also a user-related concern and linked to RQ2.

12) H12: UNCLEAR MEANING OF DECISION AND RESULT
Extending on the previous two hypotheses, the output – and
thus decision – should be explained properly in the use
case context. Further, by adding confidence scores to the
decision [1], [26], admins can focus on critical alerts. Other
useful information are standard approaches, such as feature
importances or the visualization of the decision path for tree-
based methods. This is important for Sandy Support and
Nils Networker, as both need to understand the output in
order to answer tickets. Like the previous two hypotheses,
the explainability of the result is another user-centric problem
and concerned with RQ2.

13) H13: IMPORTANT USABILITY AND INTERACTION
FEATURES MISSING
In the following two hypotheses (H13 and H14), secondary
concerns are discussed. An AI/ML tool usable in practice
does not only consist of the implemented algorithms, but
also includes a GUI, that follows UI/UX/Usability standards
and provides functionality, such as sorting or ignoring.
Though, according to Oesch et al. [27], GUIs in practice are

either non-existent, or violate established usability heuristics.
Consequently, AI/ML security tools are generally perceived
to have poor usability [1]. An appropriate GUI is important
for Sandy Support, Nils Networker, and Maggie Manager, as,
for instance, dashboards or management reports visualize all
the relevant information to answer management questions or
customer tickets. Naturally, since this hypothesis is concerned
with usability itself, it is directly related to RQ2.

14) H14: PRIVACY NOT IN RESEARCHERS’ FOCUS
Another important aspect for the deployment of a tool in
practice are privacy concerns. With constantly evolving data
protection laws and regulations, invasive methods such as
DPI, SSL interception, or code on user devices cannot be
trivially implemented nowadays. Even if the collected data
seems unproblematic, adversaries can still infer sensitive data
from encrypted or aggregated traffic by analyzing metadata
with traffic analysis. Thus, well-considered anonymization
or pseudonymization mechanisms are desirable. Naturally,
Charlie Compliance is concerned with this hypothesis. This
hypothesis is both a technical and a user-related concern. It
potentially complicates the technical implementation of an
AI/ML model (e. g., due to the implementation of methods
such as differential privacy or homomorphic encryption)
and may have an impact on the performance of the model,
but also protects sensitive data of network participants.
The latter generally have unique privacy perspectives and
expectations [29].

15) H15: NO COMPARISON WITH STATE-OF-THE-ART
(SOTA) GIVEN
The last three hypotheses (H15 to H17) are about contextu-
alization. When considering a new approach to deploy, it is
always important to consider alternatives. Thus, a comparison
with SOTA approaches as a baseline is obligatory, e. g.,
comparisons with other AI/ML-based approaches and/or
signature-based IDS, such as Suricata3 or Snort.4 Up-to-
date approaches should also discuss early detection, zero-day
attacks, and multi-stage attacks, as these are increasingly
problematic to detect [30]. This hypothesis is important for
Maggie Manager, as she is the one that wants to buy and
include an AI/ML tool. Charlie Compliance is also concerned
with this hypothesis as there might be requirements on the
detection capabilities. Since this hypothesis is concerned
with putting the performance of the proposed approach into
context of performances of SOTA approaches, it is another
technical factor for RQ1.

16) H16: IGNORED DOMAIN KNOWLEDGE
Often, context information is neglected [31] (e. g., topology
information) and open-source or commercial sources are not
considered [23] (e. g., CVEs). This is especially crucial when
data from different sources is combined (e. g., via federated

3https://suricata.io/
4https://www.snort.org/
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FIGURE 4. Percentage of relevant papers for this literature review
published in the surveyed years.

learning [32]). Admins like Nils Networker and Paul Planner
need this context information to give feedback [26] (e. g., via
active learning approaches), as they are the ones that possess
the required technical knowledge about the system. H16 is
both a technical and user-related factor, and therefore linked
to the first two RQs, since domain knowledge may come
from different types of sources. In other words, sources like
vulnerability databases and how to include them is more of a
technical factor, while implementing a feedback loop to gain
knowledge from the admins is directly related to the users.

17) H17: NO DISCUSSION OF LIMITATIONS
Last, it is important to also discuss a proposed model’s
weaknesses and limitations. Models may often be evaded or
cannot handle unknown zero-day attacks. This is an important
point to consider in practice, as this raises the questions
whether the proposed approach is fit for one’s use case or
can be adapted properly. Limitations could concern personas
from all departments. For instance,MaggieManagermight be
interested to buy anAI/ML tool. Charlie Compliance andNils
Networker are also concerned with this hypothesis, as they
want to know about potential problems prior to deployment.
This allows them to fix these problems in order to comply
with privacy-related and other requirements. H17 is mainly
a technical factor and thus related to RQ1, as it directly
influences the decision to deploy the proposed IDS.

IV. EVALUATION
After defining our set of hypotheses that we want to check
for each paper, this section is concerned with the actual
evaluation. Note that this section depicts mainly an objective
analysis, before diving into a more subjective discussion
in the next section, where we give recommendations and
describe challenges or trade-offs. For this, we considered
166 papers on AI/ML-based NIDS approaches in our
literature review. For all papers, we determined at first some
general information. Secondly, we reviewed the hypotheses
from the template for each paper individually.

A. GENERAL INFORMATION
In the following, we analyze the general information of the
surveyed papers, including the venue, the year of publication,
the used datasets, and AI/ML methods.

1) PUBLICATION VENUES
Table 5 lists the relevant papers we found at the publication
venues introduced in Table 3. The most prominent venue
among the 166 papers on AI/ML-based NIDS approaches
is ICC; almost 25% of all papers have been published
there. TNSM is also a popular venue with over 23% of
the papers published there. Further, roughly 10% of the
papers have been published at the TrustCom conference
with its associated BigDataSE workshop. We found 9% of
the papers at NOMS, as well as around 8% at SIGSAC
CCS including four workshops (on Moving Target Defense,
on Security and Artificial Intelligence, on Cyber-Security
Arms Race, and the Cloud Computing Security Workshop).
Furthermore, 6% of papers have been published at CNSM.
For other venues, we found only a limited number of
papers on AI/ML-based NIDS approaches. For instance,
we found 3% of the papers matching our inclusion criteria
at IM and the USENIX Security Symposium. Additionally,
we found roughly 2% of the papers for each venue at AAAI,
ICML (including its workshop on Machine Learning for
Cybersecurity), SIGCOMM (including its associated Big-
DAMA workshop), ESORICS (including its Workshop on
Security and Artificial Intelligence), and NDSS. For the rest
of the venues, we either found only one or no relevant papers.

The largest portion of relevant papers has been published at
networkmanagement conferences, and the smallest portion at
AI and usability/HCI/visualization conferences. Papers in the
latter two fields generally work on other data (often images
or text), or focus more on sophisticated methodologies
themselves (AI/ML algorithms, visualization techniques,
etc.). Only a small fraction of these papers proposes NIDS
and utilizes network traffic data. Noteworthy, there are several
works we found in the surveyed venues in the visualization
domain. Those works are in our context of network security,
but focus more on visual analytics, utilizing mainly statistical
methods [33], [34], [35], [36], [37], and present the data
directly to the user for manual investigation, instead of
employing an intermediary AI/ML model.

2) YEAR OF PUBLICATION
All the papers we considered on AI/ML-based NIDS
approaches have been published at venues between 2018 and
2023. Fig. 4 shows a notable and steady increase in
papers throughout all six years, with exception of the years
2020 and 2021. 18% of the selected papers have been
published in 2020, while in the previous years 2019 and
2018 only 13% and 11% of the selected papers have been
published, respectively. The number of published papers
slightly decreased in 2021 in comparison to 2020 with 16%
of papers published that year. In 2022 and 2023 this number
increased again. That is, 20%, respectively 22% of the papers
have been published in those years.

3) USED DATASETS
Less than 29% of papers found with our literature review
created an own dataset for their use case. The remaining
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TABLE 5. Papers per venue (n=166), excluding venues with no papers.
The venues might include papers from associated workshops.

FIGURE 5. Top utilized datasets. Many papers used more than one
dataset, so the sum of shares may exceed 100 %.

papers use existing datasets from related work. For our
template, we utilized the list proposed by Ring et al. [204].

Fig. 5 depicts the top datasets found in the surveyed papers.
Among the included papers, the most used dataset is the

FIGURE 6. Top utilized AI/ML methods for supervised algorithms.
Percentages are in relation to total number of papers.

FIGURE 7. Top utilized AI/ML methods for unsupervised algorithms.
Percentages are in relation to total number of papers.

CIC-IDS 2017 [205] dataset, which is used in almost 25%
of papers. The UNSW-NB15 [12], NSL-KDD [206], and
CSE-CIC-IDS2018 [205] datasets are also used quite often.
While over 14% of all the papers use the UNSW-NB15
dataset, almost 10% use the NSL-KDD dataset, and 8% use
the CSE-CIC-IDS2018 dataset. Slightly less utilized are the
CICDDoS2019 [207] dataset and the CTU-13 dataset [208]
(both about 7% of papers). In over 6% of the papers,
researchers make use of the traffic data repository maintained
by the MAWI Working Group5/MAWILab [209]. Other
datasets such as KDD CUP [206] and ISCX 2012 [210] are
each used in roughly 5% of the papers. In a limited number
of papers, researchers also use other datasets, such as the
Kitsune dataset [175], datasets from the Los Alamos National
Laboratory (LANL),6 or the CIC DoS 2017 dataset [211]
(each roughly 4% of papers).

4) AI/ML METHODS
As this paper is about AI/ML-based NIDS approaches,
we further examine the used methods. 65% of papers used
some kind of supervised learning while 36% of the papers
used unsupervised learning. Note that some of the papers used
both, supervised and unsupervised learning, contributing to
both of the above numbers. We also found a number of
papers using semi-supervised learning (5%) or reinforcement
learning (6%).

5https://mawi.wide.ad.jp/mawi/
6https://www.lanl.gov/
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Fig. 6 shows an overview about the supervised ML
methods. When supervised learning is used in an AI/ML-
based NIDS approach, the authors applied mainly Neural
Networks (NNs, 40% of papers), Random Forests (RFs,
23% of papers), Decision Trees (DTs, 15% of papers),
or Support Vector Machines (SVMs, 14% of papers). Some
other techniques were less frequently used including Logistic
Regression (LR), Naïve Bayes (NB, both 9% of papers),
and K-Nearest Neighbors (KNN, 8% of papers). Besides
the AI/ML models in the figure, some papers made use
of AI/ML ensembles by combining various of the above
models via boosting methods (e. g., AdaBoost, XGBoost,
or LogitBoost), which was the case for almost 10% of papers.

For unsupervised learning, Fig. 7 shows the most used
ML methods. In that case, the authors applied also mainly
NNs (17% of papers). Further, the authors used k-means
(8% of papers), DBSCAN (6% of papers), Isolation Forest
(IF), and One-Class SVMs (OCSVMs, both 4% of papers).
Occasionally, we also found other typical anomaly detection
algorithms, such as Local Outlier Factor (LOF, 2% of papers),
which are less frequently used in the papers.

B. HYPOTHESES
Our hypotheses why AI/ML-based NIDS approaches might
not be adopted in the industry are outlined in Section III-C.
To answer RQ1 and RQ2, we evaluated whether each
hypothesis is true or false for all of the 166 papers we
identified in our literature review. Our results are shown in
Fig. 8 and detailed in the following.

1) DATA
As shown in Fig. 8, we found for H1 that a non-negligible
portion of papers use outdated data. That is, 33% of the
papers use old data, i. e., the latest dataset used is more
than 8 years old (introduction of QUIC protocol in 2016).
Additionally, there is no information on the data recording
date for 15% of the papers. Thus, only 52% of the papers
make clear to use recent datasets, i. e., not older than 2016 per
our definition. However, for H2, we observe that the majority
of papers is describing the data or traffic mix to some extent.
As shown in Fig. 8, only 18% of papers do not provide
sufficient explanations for the data or traffic mix used in the
paper. In H3, we assess whether datasets are mostly publicly
available. Datasets are not available for 31% of papers while
69% of papers provide their data or use publicly available
datasets.

2) CODE AND MODEL
In H4, we evaluate the reproducibility of the authors’ work;
that comprises the availability of source code or at least
pseudo-code.We found that most of the papers do not provide
any implementation of their approach. Fig. 8 shows that
79% of the papers do not give any kind of code. Only 21%
of the papers provide some kind of implementation, e. g.,
a reference to a Git repository containing the source code.
If code and data is directly available, it is often possible to

evaluate the quality of the model. However, when a working
link is not available in the paper, contacting authors directly
may sometimes yield positive results but is unlikely to be
successful in most cases as shown by Wieling et al. for a
different use case [212].

For H5, we evaluate whether AI/ML models might be
prone to overfitting. As shown in Fig. 8, we found that AI/ML
models might not be generalizable in 64% of the papers due
to potential overfitting. Indicators for that are, for instance,
the use of a single dataset, or simulated data [23].

3) PRACTICABILITY
The availability of data, code and AI/ML models are helpful
to estimate the practical utility of any AI/ML-based NIDS
approach. If enterprises want to adopt the approach, they
still have to assess, whether it is feasible to collect the data
in their own setting. In H6, we review how problematic
data collection might be for enterprises [23], [24]. We found
that data can be easily obtained for the approaches in 40%
of the papers, e. g., using NetFlow. In the other 60% of
papers, the approaches often use more data than provided
by NetFlow. For instance, some papers use DNS data or
information that require collecting complete PCAP files,
e. g., higher statistical moment such as skewness or kurtosis
(even variance would be problematic for NetFlow). In H7,
we hypothesize that this brings high effort for data collection,
so that enterprises might not adopt an approach. Fig. 8 shows
that the effort for data collection is too large for 49% of the
papers.

Besides effort for collecting the data, enterprises have
to consider running the AI/ML-based NIDS approach in
production. That is, enterprises might need special hardware
to run the NIDS approaches. Regarding H8, Fig. 8 shows
that special hardware, such as a GPU or a cluster for faster
calculations, is needed in 23% of the papers. 43% of papers
provide no specification of the used hardware.

Furthermore, it is not feasible to handle large numbers
of false alarms in production, i. e., alarms for intrusions
that are actually benign. This is the reason, why we further
hypothesize in H9 that the FPR has to be acceptable for
production environments. Our results in Fig. 8 show that
presented information regarding the FPR hinders practical
adoption for 86% of the papers. Actually, the FPR is above
1% for 30% of the papers – what we consider as too high
in production. 57% of papers do not report the FPR at all.
Further, many papers do not elaborate on implications of a
high FPR and do not interpret the results for the use case
(60% of papers). So, even if the FPR is reported in numbers,
it is not explicitly discussed.

4) UNDERSTANDABILITY
If the different personas can not understand an AI/ML-based
NIDS approach easily, decision makers likely will not adapt
an approach. As shown in Fig. 8, we found for H10 that the
model might be too complex for the relevant personas (see
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FIGURE 8. Results for all hypotheses and all papers in our literature review. Each hypothesis is also assigned to the topic we previously defined.

Table 4) in 86% of the papers. That is, personas might not
understand the model and thus do not trust the approach.
In most papers, this is due to the use of black box models
(75% of papers), unclear model parameters (42% of papers),
or the use of various sequential or parallel models (39% of
papers).

Another factor for understanding the approach is feature
selection. In H11, we hypothesize that even if the model is
explainable, using complex features leads to missing trust
and lack of explainability for the personas. Fig. 8 shows that
81% of the papers use features that might be too complex
for the personas for which this hypothesis is relevant (see
Table 4). Those features are often too complex because they
are not explicitly explained and no domain interpretation
is given (52% of papers). Further, features might not be
comprehensible for the personas (42% of the papers), also
due to heavy preprocessing of the data (27% of the papers).
Additionally, many AI/ML-based NIDS approaches use too
many features according to Miller’s magical number of
seven [28] (63% of the papers) or do not provide a list of
all features used in the approach (45% of the papers).

In the end, the decision of the AI/ML model has to be
explainable. As we found in H12, those decisions are often
unclear (78% of papers). That means, there is no sound
explanation of the decision, for instance, researchers do not
provide plots of decision trees, any feature importance values,
or something comparable (63% of papers). Further, results

are often not explained in the context of the use case (50% of
papers), or the meaning of the results is not communicated to
users (57% of papers).

5) SECONDARY CONCERNS
There are also some secondary concerns introducing AI/ML-
based NIDS approaches. Enterprises usually want to provide
usable software for their employees. Further, approaches with
invasive data collection might conflict with certain privacy
regulations. In H13, we evaluated whether the papers address
usability concerns. Our results in Fig. 8 show that 95%
of the papers do not integrate important usability features.
In fact, 93% of the papers do not provide any user interface,
sophisticated graphical representation (also 93% of papers),
or define possible user interactions (91% of papers). As we
evaluated in H14, privacy is not in the researchers’ focus in
88% of the papers. While privacy is sometimes mentioned
in the introduction, the approaches do not consider privacy-
enhancing technologies. A small fraction of papers even used
invasive methods for data collection (8% of papers).

6) CONTEXTUALIZATION
There are also several other barriers that cannot be catego-
rized easily. In H15, we evaluate whether the AI/ML-based
NIDS approach is compared to other AI/ML-based NIDS
approaches or traditional signature-based IDS. We found that
there is no comparison with state-of-the-art approaches in
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36% of the papers. Further, regarding H16, we determine
if the approaches use domain knowledge to improve the
results. Our results in Fig. 8 show that 90% of the papers do
not use domain knowledge. Those papers neglect contextual
information [31] (77% of papers), do not gather information
from other sources [23] (87% of papers), or include no admin
feedback [26] (81% of papers). Furthermore, we believe
that enterprises might be interested in limitations of the
approaches (H17). However, 61% of the papers do not
describe any limitations of their approach.

V. DISCUSSION AND GUIDELINES
In the previous sections, we have established several
hypotheses why AI/ML-based NIDS approaches are not
adopted in practice. To answer our first and second research
question (RQ1 and RQ2), we performed a literature review,
identified relevant papers for our use case, and evaluated
whether our hypotheses are true or false with a review
template in a more objective manner. Our results have shown
that there are multiple factors that prevent the practical
adoption of AI/ML-based NIDS approaches. We grouped
these limiting factors into six topics: data, code and model,
practicability, understandability, secondary concerns, and
contextualization.

Based on the above topics, we now establish research
guidelines (G1 to G6) for the future in a more subjective
and critical manner and discuss why these guidelines might
not always be easy to follow in academia. In the following,
we detail the six different guidelines, summarized in Table 6,
to answer our third research question (RQ3).

A. G1: DATA
Utilizing realistic datasets is essential for obtaining accurate
results, as well as making them public to foster reproducibil-
ity and, ultimately, practical adoption. While we found that
a non-negligible portion of the papers did not utilize up-to-
date data, some (few) even did not provide any insightful
description of the data, and, most importantly, over a third
did not provide publicly accessible data.

However, we acknowledge that obtaining real-world data
is often a big challenge due to privacy/compliance concerns,
e. g., from ISPs or companies. Even if such data is available,
the utilized dataset may then not be shared with other
researchers. Thus, utilizing the many readily available public
datasets (created in labs or simulations) is an attractive
alternative for many, i. e., it is understandable that many
works use such, possibly outdated, data. Yet, as Engelen et al.
[213] notice, even the newer, and (in our survey) most popular
dataset CIC-IDS 2017, exhibits some undesirable properties.

Our recommendation is to at least make use of more
recent datasets instead of using decade-old ones, take into
consideration more than one dataset for generalizability,
and carefully explain the choice of these datasets. If data
from real-world scenarios is available but may not be
published, researchers can verify their approach additionally
on public datasets. This way, the proposed approach can

be tested on realistic data, but is also transparent and
reproducible to other researchers. The responsibility for
establishing this guideline is not on the researchers alone,
but also one the publishing venues. Incentives like the
ACM Artifact Review and Badging7 help to reinforce the
integrity, reproducibility, and, ultimately, adoptability of
academic research. However, Olszewski et al. [214] report no
statistically significant difference between the availability of
artifacts before and after the introduction of the badge for
high-ranking venues. So, more incentives might be needed.

B. G2: CODE AND MODEL
Similarly to data availability, we found that the majority
of papers did not provide their code and/or model. In the
past years, it has become best practice to make the code
available to the community, but incentives for researchers
might be needed to establish that as a common practice.
Challenges like copyright issues could hinder researchers
from making their code available to the public. Additionally,
some researchers may also be hesitant to publish their code
due to their fear of erroneous code.

Our recommendation is that the model and the code should
always be made public, since the community may help to
refine and evolve the implementation. So, we advocate to
use free-software licenses so that existing code may be
altered, copied, and distributed under respective licenses,
e. g., GPLv3. It helps to improve the practical applicability,
as the approach does not need to be re-implemented based
on potentially ambiguous implementation instructions and
incomplete (hyper-)parameter settings. We argue that in
case of errors it is especially useful to share the code,
as the community can help fixing them. Both, commercial
and open-source software, receive updates and patches on
the regular, since making errors, especially in big projects,
is almost unavoidable. Thus, publishing imperfect code
should not be something to be afraid or ashamed of. Similar to
the previous guideline, the responsibility here is also on the
publishing venues, that need to encourage and enforce best
practices. As mentioned, the approach can be easily tested on
more datasets for the sake of generalizability if the code is
public.

C. G3: PRACTICABILITY
Having potential users and/or system environments and their
corresponding constraints in mind when designing an IDS
is critical for its future deployment. We found that roughly
half of the papers use data that is problematic to obtain
and exhibits an unrealistic effort for monitoring (e. g., packet
granularity, or in general not sampled/aggregated data).
In addition, for the majority of the papers, the FPR hinders
practical adoption, e. g., the FPR is either too high, or not
discussed at all.

7https://acm.org/publications/policies/artifact-review-and-badging-
current
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TABLE 6. Proposed guidelines, including a summary of associated hypotheses, recommendations, challenges, and relevant personas. The guidelines
directly correlate to the defined groups and our evaluation from before.

The challenge and potential trade-off is that restricting
research only to currently available and feasible data in
practice might hinder innovation. Sometimes, using more
intricate and novel data can improve the overall performance
of the model. That is, more complex features, that might not
be feasible to monitor on enterprise hardware, might increase
the AI/ML model’s performance in terms of accuracy. Anal-
ogously, novel hardware, such as programmable switches,
might increase its performance in terms of throughput.

We recommend at least discussing real-world applicability,
such as monitoring effort (hardware, software, data volume
etc.), or potential user/admin effort due to false alarms. For
the FPR, we set an arbitrary cutoff of 1%. Of course, the
feasibility of this percentage is highly dependent on the
absolute number of flows in the network; however, this is
rarely discussed in anyway in papers. So, we also recommend
to take different types of performance or accuracy measures
into account, and discuss trade-offs accordingly. Neverthe-
less, according to user studies by Kokulu et al. [215], the
relevance of false alerts should not be overstressed, as not all
practitioners in the field consider them a major issue.

D. G4: UNDERSTANDABILITY
To foster understanding of AI/ML-based IDS approaches, it is
crucial to think about users of the system in advance. If the
target audience, e. g., decision makers or administrators in
enterprises, do not understand the approach, theywill not trust
the system and will not adopt it in practice. In this paper,
we have shown that AI/ML models and features might not
be explainable for our personas in the majority of papers.

Similar to the challenges and trade-offs of the previous
guideline, using simpler and more explainable models, such
as Decision Trees or Regression models, instead of black
box models can lead to poorer performance and might limit
innovation. While the previous guideline already mentioned
that some features might not be practicable to monitor,
this guideline is also concerned with the users’ ability to
comprehend them, both in terms of the sheer amount of
features and their complexity. Again, using less complex but
more explainable features might decrease its performance.

We recommend that researchers should always consider
explainable AI/ML models in the first place. With XAI
methods on the rise, more complex models, such as
generalized additive models (GAM) [216] and explainable
Boltzmann machines (EBM) [217], aim for both, explain-
ability and performance. Certain visualizations, e. g., plots
of the decision tree or insights from feature importances
might help users gain trust in the system and understand
the decision of a model. For black-box models, there is
at least the possibility of post-hoc explainers like SHAP
(based on Shapley values [218]) or LIME [219] to gain some
insights, even if the model itself might not be explainable
at first. In that regard, it is also important to rely on
domain knowledge when using explainable features. Those
features should be given, limited in number, and clearly
communicated to users so that they are not overloaded
with information. Finally, results of the AI/ML-based IDS
approach should be reported in context of the use case, i. e.,
authors should describe what ‘‘accuracy’’ means for a certain
use case. Our recommendations are further underlined by the
fact that user studies already showed the positive reception of
potential AI/ML tool users to explainable workflows [1].

Publishing venues have already been taking measures to
foster more explainable research, by specifically including
explainability into their areas of interest in calls for papers.
Thus, we also found some papers during our review that were
concerned directly with explainability in IDS approaches,
such as the works by Wang et al. [176] and Minh et al. [55].
From 2020 to 2023, the number of articles available when
searching for the term explainable AI on Google Scholar has
almost tripled, from less than 8 000 to over 23 000 hits.

E. G5: SECONDARY CONCERNS
There are also several concerns regarding the practical
adoption of AI/ML-based IDS approaches which are not
directly related to the AI/ML approach. This includes for
instance privacy and usability concerns. We have shown that
most of the papers do not focus on usability and privacy
aspects. However, if approaches are not compliant with
data protection regulations such as the GDPR, enterprises
cannot adopt those AI/ML-based IDS approaches in practice
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and potentially face severe punishments [220]. Additionally,
if there is no user interface (or at least a description), the
barrier for enterprises might be too high to adopt the system
in practice.

The challenge with taking into account multiple secondary
concerns is that researchers do not design market-ready
software solutions. So, paying major attention to multiple
technical and user-related aspects might not be in scope for
most academic research and might simply be infeasible.

Our recommendation is to at least think about end users
of the system for practical adoption. That is, researchers
might use the persona concept to motivate use cases and
show the practical applications of their approach. Therefore,
we encourage researchers to discuss those concerns when
designing AI/ML-based IDS approaches. We also want to
emphasize that we found some works during our review
where a graphical interface was implemented successfully
in the context of AI/ML-based IDS which yielded impor-
tant insights, e. g., the ILAB graphical user interface by
Beaugnon et al. [38].

Regarding privacy-related concerns, there is already a shift
in current research to not use payloads in feature engineering.
Nevertheless, there are still other privacy concerns, e. g.,
about IP addresses, DNS data, or traffic patterns. So we also
recommend that researchers should follow the principle of
data minimization (Art. 5 par. I lit. c GDPR) and collect only
absolutely necessary information.

F. G6: CONTEXTUALIZATION
Enterprises want to choose the best IDS solution for their
needs in terms of detection performance, capabilities, and
limitations. Our literature review shows, however, that this
is often not possible. We found that a large number of the
papers make no use of domain knowledge, i. e., additional use
case-specific internal or external information. In our literature
review, more than a third of the papers do not compare the
solution with the related work at all and limitations are not
always discussed in the papers.

The biggest challenge of this guideline is the high
implementation effort that comes along with it, whether
it is the synchronization of multiple data sources or the
comparison with state-of-the-art approaches by properly
reimplementing the related work. Researchers often compare
their approaches to the related work in terms of accuracy or
false positive rate. However, they often make comparisons
based on different datasets or do not use current approaches
as a baseline asmany IDS solutions are not publicly available.

We recommend that AI/ML-based IDS approaches should
use external knowledge, e. g, from open source databases,
whenever possible to improve the approach. Candidates for
such information that is already gathered by institutions and
easily available include threat feeds and vulnerability data,
but also (social) media and news [221]. We also highlight that
researchers should discuss the capabilities and limitations of
their approaches honestly and not cherry-pick the underlying
data and baselines. If there are any possible evasions or

specific requirements for the IDS solution, enterprises need to
know that before running the software in production. Though,
we acknowledge that testing the robustness of AI/ML-based
IDS has been a topic in quite a few papers we found during
our literature review [44], [63], [65], [76], [78], [176], e. g.,
via countermeasures like data poisoning or evasion attacks.
In other words, synthetic data is created by generative meth-
ods such as Auto-Encoders (AEs) or Generative Adversarial
Networks (GANs), and injected either during training or
testing to fool the AI/ML model [44]. Though, as mentioned
by Nkashama et al. [44], less attention has been paid to IDS.
Even further, expertise for these types of adversarial attacks
is considered rare according to user studies [1].

G. LIMITATIONS OF OUR WORK
Our proposed guidelines rely on the persona approach and
the findings from our literature survey, which might have
some limitations. One limitation might be that we relied on
Proto-Personas instead of real Personas. Proto-Personas serve
more as an ad-hoc solution for user-related research, instead
of in-depth conversations with customers. However, as the
personas were developed in close cooperation with domain
experts of industry partners, we believe that our personas are
sufficiently realistic.

Additionally, we could have derived more personas and
hypotheses, as seen in the introduced example enterprises.
Not all of the presented users of those enterprises are mapped
to our personas. Nevertheless, we tried to break our personas
down to the most important ones with feedback from our
industry partners. In addition, our personas mainly apply to
enterprise networks, as they were specifically designed for
that context, and may not be generalizable to other types
of networks, since potential tool users require expertise in
security as well as AI/ML in general [1]. That is, other
network types may have different user requirements, e. g.,
users in Smart Home environments may have less knowledge
about AI/ML and communication networks in general, since
they are likely no domain experts or administrators. For other
networks, different personas might need to be designed. The
same applies to the hypotheses.

During the paper review process, we noticed the gap
between academia and practitioners of the industry partners
ourselves. Due to the different backgrounds, we sometimes
observed diverging opinions among the reviewers. In addition
to the different backgrounds of reviewers, their research or
working field also varied. Depending on the researcher’s
focus, this resulted in him/her judging some hypotheses more
harshly than others. We tried to overcome these problems and
potential biases with regular meetings and multiple iterations
of our review template. As far as possible, we also agreed on
objective criteria to make decisions on the hypotheses with
the help of domain experts.

VI. CONCLUSION
In this literature survey, we asked the question, why
academic AI/ML-based NIDS approaches have not been
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largely adopted in enterprise networks. First, to answer
this question, we derived six personas from two different
enterprise scenarios. Our personas, that are involved with
AI/ML tools, were developed in cooperation with domain
experts from our industry partners. Second, based on the
personas, we derived 17 hypotheses concerned with six
topics, regarding the used data, code and model, practica-
bility, understandability, secondary concerns (usability and
privacy), and contextualization.

We found 166 papers on AI/ML-based NIDS approaches
from venues of AI, Network Management, Privacy and
Security, as well as usability, HCI, and visualization.
To answer our initial question, we formulated three fine-
grained research questions. In the first one (RQ1), we eval-
uated technical factors that hinder practical adoption of
AI/ML-based NIDS approaches. For that, we analyzed for
all 166 papers whether our hypotheses are true. Our results
show that the used datasets are not available in over a third
of papers and almost 80% of papers do not provide source
code. Additionally, enterprises might have difficulties to
obtain the necessary data for the AI/ML-based approaches in
roughly half of the papers due to uncommon data formats,
unavailable features, or large data volumes. Over 80% of
papers do not examine false alarms or similar metrics in
detail. Further, almost 90% of papers do not focus on privacy,
i. e., privacy is rarely mentioned, and when it is, privacy-
enhancing technologies are often not used.

In our second research question (RQ2), we analyzed what
user-centric aspects should be considered to improve the
adoption of AI/ML-based NIDS research. We evaluated RQ2
analogously to RQ1 with our hypotheses. Our analyses show
that the AI/ML process is often not understandable. Explain-
ability concerns regarding features, the AI/ML model,
or decisions are not addressed in roughly 80% of the papers.
Usability-related issues, e. g., interfaces or sophisticated
visualizations, are not a concern in over 90% of papers.

In our third research question (RQ3), we derived guidelines
from the previous two research questions. We conclude
that researchers should consider additional concerns like
practicability, explainability, privacy, and usability besides
the mere performance of the model. Researchers should also
be transparent by publishing their source code and data. There
is also some responsibility on the publishing venues to foster
reproducible research and make room for more niche topics
in conjunction with network monitoring.

Our guidelines, that reflect academic and practical views,
might help to address the above concerns in future academic
research of AI/ML-based NIDS research. With regards to
future research, one of the main gaps we discovered was
the interplay between AI/ML-based solutions and secondary
concerns. While there exist some papers that cover some of
the mentioned disciplines in a more isolated manner, i. e.,
explainability, usability, or privacy for AI/ML-based IDS,
there are still a lot of opportunities to expand on these topics
from a researcher’s point of view. However, not only do these
individual topics need more attention in research, but also

the combination of multiple disciplines, i. e., combining at
least two or more of the aforementioned aspects. This allows
to at least cover major concerns in order to make academic
research for AI/ML-based IDS more applicable in practice.
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