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This study explores the cognitive load and learning outcomes associated with using large language models
(LLMs) versus traditional search engines for information gathering during learning. A total of 91 university

students were randomly assigned to either use ChatGPT3.5 or Google to research the socio-scientific issue of
nanoparticles in sunscreen to derive valid recommendations and justifications. The study aimed to investigate
potential differences in cognitive load, as well as the quality and homogeneity of the students’ recommendations
and justifications. Results indicated that students using LLMs experienced significantly lower cognitive load.
However, despite this reduction, these students demonstrated lower-quality reasoning and argumentation in
their final recommendations compared to those who used traditional search engines. Further, the homogeneity of
the recommendations and justifications did not differ significantly between the two groups, suggesting that LLMs
did not restrict the diversity of students’ perspectives. These findings highlight the nuanced implications of
digital tools on learning, suggesting that while LLMs can decrease the cognitive burden associated with infor-
mation gathering during a learning task, they may not promote deeper engagement with content necessary for

high-quality learning per se.

The vast and variable quality of online information demand critical
digital skills (Vejvoda et al., 2023), especially when confronting
contentious scientific topics. Whether information comes from
real-world encounters, social media feeds, the news on TV, or search
engines such as Google, we are constantly faced with the challenge of
evaluating its accuracy (Simone et al., 2022; Vejvoda et al., 2023).
Because of the ease, immediacy, and success with which one can obtain
information, searching the web has become a daily routine to gain
knowledge on a variety of topics, ranging from food safety (Bouzembrak
et al., 2019) to issues of science (e.g., Lu & Reis, 2021). A large majority
of Americans (81%) report they rely on their own web research over
friends and family (43%) or professional experts (31%) when gathering
information before making an important decision (Rainie et al., 2019).

Recent advances in artificial intelligence (AI), specifically in large
language models (LLMs), are adding a new way learners may obtain
information. ChatGPT, an LLM chatbot with vast knowledge about an
array of topics, was released on November 30, 2022, and by February
2023, Microsoft and Google announced the upcoming availability of
LLMs as well as Microsoft ending its waitlist for Bing Chat on May 4,

2023 (Spatharioti et al., 2023). Unlike traditional search engines, which
direct users to websites based on their requests, LLMs aim to answer user
questions directly based on a large amount of accumulated information.

In an extension of an approach suggested by Kammerer et al. (2021),
who investigated university students’ use of search engines to research
an unsettled and wunfamiliar socio-scientific issue (the wuse of
nano-particles in sunscreen), this study investigates whether there are
differences in the recommendations and justifications students reach
when researching the same issue using search engines or LLMs. Based on
cognitive load theory (Sweller, 2011) and on self-regulated learning
(Zimmerman, 2000), we investigate the cognitive effort both types of
information gathering require during a learning task as well as their
recommendations and justifications.

1. Web search as learning

As digital technologies continue to permeate educational environ-
ments, the Internet has become an indispensable resource during
learning. It is crucial that students harness this tool effectively, learning
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to maximize the potential of the information available to them. This
requires more than mere access to data; it demands a set of skills that
enhance comprehension and foster deep learning. The concept of
"Search as Learning" (von Hoyer et al., 2022) posits that the act of
searching the web can be a deliberate educational endeavor, rather than
a passive consumption of information.

Consider a typical web search task where a student needs to gather
information on climate change effects on different ecosystems. This task
is not just about finding the right data; it involves discerning relevant
information, evaluating sources, and synthesizing data into a coherent
understanding (Fischer et al., 2014). During this process, students must
exhibit a high degree of self-regulation to manage potential distractions,
such as unrelated websites or social media notifications (Whipp &
Chiarelli, 2004).

Self-regulation in learning, as defined by Zimmerman (2000), is a
complex interaction of personal, behavioral, and environmental factors.
This triadic model emphasizes that effective learning is not just about
having the behavioral skills to manage environmental challenges but
also involves possessing the requisite knowledge and a strong sense of
personal agency. These skills enable learners to engage in self-generated
thoughts, feelings, and actions that are systematically directed toward
the attainment of personal goals. Correspondingly, the difficulty of
web-based search tasks during learning can vary significantly based on
several internal and external factors. Prior knowledge in the domain
plays a crucial role; students with a deeper initial understanding of a
topic can navigate information more strategically (Bannert, 2007; Moos
& Azevedo, 2008; Willoughby et al., 2009). Additionally, the complexity
of the search tasks can pose varying cognitive demands (Barsky &
Bar-Ilan, 2012Barsky & Bar-Ilan, 2012). Finally, complex searches
require a high degree of cognitive flexibility, metacognitive skills, and a
robust working memory capacity, particularly in terms of the ability to
shift attention between different pieces of information (Dommes et al.,
2011) in respect to one’s learning goals (Azevedo, 2005; Opfermann
et al., 2012)

2. Cognitive load during web searches

The interplay between cognitive resources and learning outcomes is
central to Cognitive Load Theory (CLT), which posits that human
working memory has a limited capacity crucial for learning (Sweller,
2011, 2024). According to CLT, learning activities typically demand a
significant allocation of cognitive resources, and instructional design
plays a pivotal role in either exacerbating or alleviating cognitive load.
The theory delineates three types of cognitive load: extraneous (ECL),
intrinsic (ICL), and germane (GCL), each influencing learning in distinct
ways (e.g., Bannert, 2002; Sweller et al., 2019).

Extraneous cognitive load refers to the load imposed by the manner
in which information is presented to learners. In the context of web
searches, the need to discern relevant from irrelevant information ex-
emplifies additional ECL, such as when students encounter seductive
details that may be interesting but are irrelevant to the task at hand
(Sundararajan & Adesope, 2020). Intrinsic cognitive load is directly tied
to the complexity of the material itself. In web searches, high ICL can
occur when websites do not present information straightforwardly, or
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when the information has high element interactivity—requiring the
learner to understand and integrate various components simultaneously
(Mutlu-Bayraktar et al., 2019). The amount of ICL experiences depends
on the learners’ prior knowledge that helps them to organize the ele-
ments (Chen et al., 2017). Germane cognitive load, on the other hand,
involves the cognitive resources devoted to the learner’s active pro-
cessing and automation of schemas. In the case of web searches, as
students actively collect and synthesize information from various sour-
ces, they engage in processes that enhance their understanding and
contribute to knowledge construction, thus resulting in higher GCL
(Klepsch et al., 2017; Paas & van Gog, 2006).

3. Search engines vs. LLMs

The rise of large language models (LLMs) such as OpenAI’s GPT has
introduced a new paradigm for information gathering during learning
that differs significantly from traditional search engines. Unlike search
engines that direct users to relevant websites based on their keyword-
based queries, LLMs aim to provide direct answers by “understanding”
the intent of questions in human language and drawing upon vast
knowledge bases to answer them.

While there is the obvious advantage of being able to write questions
in plain text, rather than keyword-based queries (White et al., 2015) and
receiving a plain text answer rather than having to construct the answer
from an array of more or less relevant search results, there are several
technical issues with the use of LLMs such as the issue of currency.
Search engines continuously index the live web, aiming to provide users
with the most up-to-date information available online (using different
algorithms, depending on the specific search engine). In contrast, LLMs
represent a fixed knowledge base that is only updated periodically,
meaning the information they provide may not reflect the latest de-
velopments (Bender et al., 2021). Notably, though, some LLMs are now
able to supplement their knowledge base through restricted
web-searches. Still, search engines may provide an advantage in
researching rapidly evolving topics or breaking news. Another concern
is the potential for LLMs to generate "hallucinated" content - information
that appears plausible but cannot be verified in the cited sources (Xu
et al., 2024). While search engines direct users to original sources,
LLM-generated responses do not always provide the same level of
transparency, making it challenging for users to assess the reliability and
accuracy of the information. Finally, the personalized and conversa-
tional nature of LLM interactions may amplify confirmation bias, as the
systems tailor responses to align with users’ existing beliefs and pref-
erences (Sharma et al., 2024). This could lead to the reinforcement of
echo chambers and the narrowing of information exposure, in contrast
to the more diverse results often provided by search engines (Krupp
et al., 2023).

On the other hand, the possibility of asking questions in natural
language and the opportunity to ask for further explanation or refine-
ment may represent an important advantage, reducing the cognitive
demands of information gathering.

Table 1
Descriptive statistics of measures (n = 91).
Variable Range M SD ICL ECL GCL Quality
ICL 1-7 3.81 1.65 (0.78)
ECL 1-7 3.49 1.67 0.43* (0.70)
GCL 1-7 3.99 1.59 0.56* 0.48* (0.69)
Quality of justifications 0-4% 1.55 1.00 0.26* 0.25* 0.38* -
Prior knowledge 0-7° 2.96 1.52 —-0.18 -0.10 —0.00 0.21

Note. ICL = Intrinsic cognitive load, ECL = Extrinsic cognitive load, GCL = germane cognitive load. a = maximum value is 7, b = maximum value is 8. Internal
consistencies (McDonald’s Omega) are given in the diagonal. * indicates statistically significant correlations.
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4. This study

These differences between researching using search engines and
researching using LLMS, should also result in differences in the student’s
cognitive load and learning outcome. In this study, we test these as-
sumptions following an approach introduced by Kammerer and col-
leagues (Kammerer et al., 2021), in which students research the use of
nano-particles in sunscreen (an unsettled socio-scientific issue) with the
goal of providing recommendations with justifications to a friend.
Extending the original approach, the present study investigates the
differences in cognitive load as well as the nature of recommendations
and justifications drawn by university students when researching using
either traditional web search engines or the large language model
ChatGPT (version 3.5). Specifically, we explore the following research
questions (RQ).

RQ1. Do students exhibit differences in extraneous, intrinsic, and
germane cognitive load when using web search engines compared to
interacting with LLMs to research the given scientific topic?

RQ2. Is there a difference in the quality of justifications presented in
the students’ final conclusions when using web search engines versus
interacting with LLMs?

RQ3. Are there differences in the homogeneity of the recommenda-
tions in the students’ final conclusions when using web search engines
versus interacting with LLMs?

Regarding RQ1, we expect the research using LLMs to limit the
amount of irrelevant information to be discarded and the content to be
presented in a more accessible way (with the possibility of asking tar-
geted follow-up questions to clarify specific aspects). Correspondingly,
the need to actively engage with the content should be higher for the
web-searches, which might result in a more in-depth processing. Based
on these considerations, we deduct three hypotheses.

H1.1. Students using LLMs will experience lower extraneous cognitive
load than students using traditional search engines.

H1.2. Students using LLMs will experience lower intrinsic cognitive
load than students using traditional search engines.

H1.3. Students using LLMs will experience lower germane cognitive
load than students using traditional search engines.

Regarding RQ2, there are two possible mechanisms that could be
deducted from the theoretical models described above. The theory of
self-regulated learning (Zimmerman, 2000) suggests that the reduced
complexity of the search task using LLMs should result in a better un-
derstanding of the content. On the other hand, cognitive load theory
(Sweller, 2024) predicts that the lower germane load of using LLMs,
through the reduced need to make inferences, result in a reduced pro-
cessing and thus worse memorization of the content. Therefore, we
expect to find a difference between the groups but cannot clearly
determine a direction of the effect.

H2. There will be a difference in the quality of justifications presented
in the students’ final conclusions between students using LLMs and
students using traditional search engines.

A synthesis of the two theoretical approaches is suggested by Seufert
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et al. (2024), who describe the relation between cognitive load and
self-regulated learning (i.e., the application of learning strategies; Seu-
fert, 2020) as a tradeoff between cognitive load and cognitive resources.
For simple tasks, mental resources are high and cognitive load is low, so
there is no need to regulate, whereas for difficult tasks, load is high and
resources may be too low to regulate. Consequently, learners engage in
self-regulated learning to the fullest extent when confronted with tasks
of medium difficulty because these tasks, there is an optimal level of load
with sufficient amounts of resources available. It is unlikely that an in-
formation search task, as the one in our study, is too difficult for a
sample of educated adults. However, it may be experienced as too
simple to actually require much self-regulation. More regulation (more
strategic behavior) should lead to better processing of the content to be
learned. Consequently, we hypothesize that the amount of germane load
(i.e., the type of load related to the processing, construction and auto-
mation of schemas) will mediate the effect of the type of information
search on the quality of justifications presented in the students’ final
conclusions. We posit that a more demanding learning task will lead to
the more germane load invested, which in turn will lead to better
learning (Wang et al., 2023). However, this analysis is dependent on the
results of H2, which we can only test exploratively.

Finally, search engines will provide an array of different results,
whereas most LLMs aim to provide definitive answers to questions
(Krupp et al., 2023). We therefore expect the students’ final recom-
mendations to be more homogenous when using LLMs than when using
search engines.

H3. Students using LLMs will show less variation in their recommen-
dations than students using traditional search engines.

5. Methods
5.1. Sample

In total, 92 students from various academic programs at a prestigious
German university participated in the study between April and May
2023. Due to potential prior knowledge on the effect of nanoparticles in
sunscreen, students in medicine, pharmacy, and biology were excluded
as participants from the outset. One participant did not follow the in-
structions, using both an LLM and a search engine for the research, and
was therefore excluded from the study. Thus, the final sample size was
91 students, with 67 female and 24 male participants. The average age of
participants was 22.3 years (SD = 4.11). Participants were informed at
the start of the study that their participation was voluntary and that all
data would be anonymized to be used solely for research purposes. For
certain programs, such as psychology majors and minors, participation-
credits, a part of their curriculum, were offered as compensation.

5.1.1. Manipulation of the independent variable

Students were randomly assigned to one of two groups using
different tools of information search. The first group was assigned the
“web search” condition (n = 47) and the second group the “LLM” con-
dition (n = 44). All students worked on university computers in a large
lab allowing for multiple students working individually at the same
time. For the web search condition, computers were configured so that
the homepage in the Mozilla Firefox web browser was set to the Google
search engine (google.com), for the LLM condition it was set to the

Table 2

ANCOVAs Statistics for investigating RQ1 and RQ2.
Hypothesis - variable Mweb search (SD) My (SD) F P n2
H1.1 - ECL 3.96 (1.55) 3.00 (1.67) 8.26 0.005 0.09
H1.2 - ICL 4.43 (1.60) 3.16 (1.46) 16.48 <0.001 0.15
H1.3 - GCL 4.79 (1.18) 3.14 (1.53) 33.06 <0.001 0.27
H2 — Quality of justifications 1.87 (1.10) 1.20 (0.77) 11.18 0.001 0.11

Note. ICL = Intrinsic cognitive load, ECL = Extrinsic cognitive load, GCL = germane cognitive load.
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chatbot ChatGPT (chat.openai.com) at time running the LLM GPT3.5.
The study’s questionnaires were opened in a second tab. Since it could
not be assumed that every participant was familiar with ChatGPT or had
prior knowledge of interacting with the system, the chat was prepared so
that initially the following prompt was entered: "Introduce yourself and
describe how to interact with you." After this input, ChatGPT wrote an
introduction about itself and explained how to use the chatbot.

5.2. Procedure and learning task

The participating students first answered a set of demographic
questions before being introduced to the search task. Following the
approach introduced by Kammerer et al. (2021), students were
instructed to help a fictitious friend named Paul decide whether to use
sunscreen with mineral nanoparticles (i.e., particles of zinc oxide and
titanium dioxide) in the future. Paul mentioned three advantages: the
particles reflect UV light, thus filtering UV radiation without chemical
agents that transform radiation into heat and can cause allergies or
hormonal side effects; there are no known harmful side effects from the
particles; and the use of nanoparticles in sunscreen can achieve very
high SPF levels that protect the skin. However, Paul expressed concerns
that sunscreens with nanoparticles might pose health risks. The task was
to research whether his concerns about health risks were confirmed or if
his fear was unfounded. Students were informed that they had exactly
20 min to research this issue after which they would be asked to provide
a written recommendation with justifications without any notes (web-
pages or conversations with ChatGPT). The full instruction can be found
on the osf repository (https://osf.io/jpxyt). To make sure there was no
confounding of the cognitive load experienced during the web search
task and while writing the recommendation, the CL-questionnaire was
provided right after the task and before the recommendation was writ-
ten. Finally, students answered a set of questions assessing their prior
knowledge on nano-technology.

5.3. Measures

5.3.1. Cognitive load

A scale by Klepsch et al. (2017) was used to assess students’ cognitive
load during the learning task. The questionnaire consists of 7 statements
covering ICL (e.g., “This task was very complex.”), ECL (e.g., “In this
task, it is difficult to recognize the most important information.”), and
GCL (e.g., “In this task, it is difficult to connect the central content with
each other”) to which the students rate their agreement on a scale from 1
(Do not agree at all) to 7 (Fully agree). Klepsch et al. (2017) report good
internal consistency for all three scales based on two samples of uni-
versity students. The full scale covering the 3 types of CL (ICL, ECL, and
GCL) can be found on the osf repository (https://osf.io/jpxyt).

5.3.2. Justifications

In line with Kammerer et al. (2021) and following previous research
in the area of multiple document comprehension (Braten et al., 2018),
we operationalized the quality of the justifications by coding the stu-
dents’ recommendations and justifications in terms of whether or not
they mentioned that (a) risks are low or no risks are known and/or that
advantages predominate, (b) a coating procedure could reduce the po-
tential risks associated with nanoparticles, (c) there is (only) risk when

Table 3
Frequency of students’ recommendations regarding the use of nano-particles in
sunscreen.

Recommendation Total
Against Neutral In favor
LLM 9 7 28 44
Web search 15 8 24 47

Total 24 15 52 91
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the skin is damaged, (d) sprays are risky because nanoparticles could be
inhaled, (e) risks are high or uncertain, (f) the advantage is only
cosmetic, and (g) mineral sunscreen without nanoparticles could be used
instead. The coding scheme emerged from both a consultation of
nanotechnology experts (from the Leibniz Institute for New Materials,
Saarbriicken, Germany) on relevant aspects of the topic and a bottom-up
analysis of the written justifications. We used the number of relevant
aspects each participant mentioned in their recommendation as a
dependent measure. Two raters independently coded all justifications,
achieving an overall inter-rater agreement of k = 0.92. The disagree-
ments were resolved through discussion. The coding scheme was not
available to the participants.

5.3.3. Recommendation

Regarding the recommendation that participants make in their rec-
ommendations with justifications, answers were coded as recommend-
ing the use of sunscreen with nanoparticles (+1), neither recommending
nor not advising against it (0), and advising against it (—1). Two raters
independently coded all recommendations, achieving an overall inter-
rater agreement of k = 0.89. The disagreements were resolved
through discussion.

5.3.4. Prior domain knowledge

To measure students’ prior knowledge regarding nanotechnology,
we used an adapted version of the Public Knowledge of Nanotechnology
(PKNT) test by Lin et al. (2013). On this knowledge test, participants
answered eight multiple-choice questions with four response alterna-
tives about different concepts in nanotechnology, such as size and scale,
structure of matter, or current applications of nanomaterials. The
quality indicator and the score for prior knowledge, as index-scores,
were not expected to be internally consistent (Stadler et al., 2021). All
items can be found on the osf repository (https://osf.io/jpxyt).

5.4. Statistical analysis

All analyses were conducted using jamovi 2.3 (The jamovi project,
2003). To detect potential prior knowledge differences between both
groups, we conducted a t-test. To test the Hypotheses based on RQ1 and
RQ2, we conducted analyses of covariance (ANCOVA) comparing the
mean scores of the two groups controlling for prior knowledge. For the
exploratory mediation analysis in extension of H2, we defined a medi-
ation model using the jJAMM module (Gallucci, 2020). The model
defined direct effects of the group, GCL and prior knowledge on the
quality of the justifications with an additional indirect effect of GCL
mediating the effect of the group on the quality of the justifications. H3,
differences in the variation in students’ recommendations, was tested
using a Chi-Squared test. Internal consistency was estimated for the
cognitive load scales using McDonald’s Omega. All analyses were con-
ducted using jamovi 2.3 (Sahin & Aybek, 2020). The alpha level was set
to 5%.

6. Results
6.1. Descriptive statistics

All descriptive statistics for the continuous dependent variables and
prior knowledge are provided in Table 1. Notably, the average quality of
the justifications was rather low with a maximum of 4 out of 7 possible
points reached. The internal consistency of the cognitive load scales was
acceptable given the low number of items. There was substantial
intercorrelation between the different facets of cognitive load. The
quality indicator showed small correlations to all of the facets of
cognitive load. Students had some prior knowledge, which was not
significantly related to any of the dependent variables.
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6.1.1. Inferential statistics

First, we found in the randomization check that the two groups did
not differ significantly in their level of prior knowledge (t(89) = —0.28;
p =0.777, d = —0.06).

In line with Hypotheses H1.1 to H1.3, students using LLMs experi-
enced substantially lower cognitive load than students using traditional
search engines on all three facets of cognitive load (Table 2) adjusted for
prior knowledge. The strongest difference was found for GCL, the
smallest for ECL.

Also, in line with H2, there was a significant difference in the quality
of justifications presented in the students’ final conclusions between
students using LLMs and students using traditional search engines
(Table 2) adjusted for prior knowledge. Students in the web search
condition listed significantly more relevant arguments in their state-
ments than students in the LLM condition.

In an exploratory extension of H2, we tested, whether the difference
in the quality of the arguments and reasoning presented in the students’
final conclusions between students using LLMs and students using
traditional search engines was mediated by the difference in GCL. We
found a significant indirect effect (f = 0.15; p = 0.020) and no signifi-
cant direct effect (f = 0.19; p = 0.095) indicating a full mediation of the
effect of the different research conditions on the quality of the argu-
ments and reasoning presented through GCL.

Contrary to H3, students using LLMs did not show less variation in
their recommendations than students using traditional search engines
(X2(2) = 1.78; p = 0.411). In fact, the distribution of recommendations
was similar for the two groups (Table 3).

7. Discussion

The results of the current study offer several intriguing insights into
the differences in cognitive load and the quality of learning outcomes
between traditional web searches and those conducted using LLMs such
as ChatGPT. This investigation builds on previous research by exploring
how these different information-seeking approaches affect the learning
process (e.g., Spatharioti et al., 2023), specifically within the context of
a complex socio-scientific issue like the use of nanoparticles in sunscreen
(Kammerer et al., 2021).

The findings suggest significant differences in cognitive load be-
tween the two groups, with students using LLMs experiencing lower
cognitive loads across the extraneous, intrinsic, and germane facets. This
supports the hypotheses (H1.1 and H1.2) that LLMs, by providing direct,
concise answers, may reduce the cognitive burden associated with
sifting through and synthesizing multiple web sources. In line with
cognitive load theory, this reduction in cognitive load could be benefi-
cial for learning by freeing up cognitive resources (Sweller, 2011, 2024).
However, in line with our hypothesis H1.3, the lower GCL in the LLM
group suggests that while the information was easier to process, it might
not have engaged the deep learning processes as effectively as the more
challenging traditional search tasks.

Interestingly, despite the reduced ICL and ECL, students in the LLM
condition presented justifications of lower quality than those in the
traditional search engine condition (H2). This outcome supports the
findings of prior studies suggesting that a higher degree of interaction
with diverse and sometimes challenging information—as often
encountered in traditional searches—may promote better comprehen-
sion and processing of learning material (e.g., Cierniak et al., 2009). This
interaction likely encourages students to engage more deeply with the
content, thus enhancing their learning experience and leading to more
sophisticated justifications in their conclusions. The results of our
exploratory mediation analysis, suggesting a complete mediation of the
effect of the two research conditions through GCL, further support this
interpretation. These results are also in line with the model proposed by
Seufert (2020). According to this model, our results would suggest that
research using LLMs is not cognitively challenging enough, that students
regulate their learning behavior and engage the content systematically.
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On the other hand, researching using the search engine was not too
challenging so that students could still process the content provided
systematically (Seufert et al., 2024).

Contrary to our third hypothesis (H3), there was no significant dif-
ference in the homogeneity of recommendations between the two
groups. This suggests that despite the more structured and directed re-
sponses provided by LLMs, students still reached a diverse set of con-
clusions. This finding contradicts concerns that LLMs might lead to a
narrowing of perspectives due to their design to provide seemingly
definitive answers (Krupp et al., 2023). It appears that even within the
constraints of LLM responses, there is room for interpretation and in-
dividual judgment among users.

These results collectively underscore the complex relationship be-
tween the method of information presentation and learning outcomes.
While LLMs can reduce the cognitive load, which is theoretically
beneficial for learning, the nature of the content delivered and the
interaction required to engage with that content also play crucial roles.
The ease of obtaining answers from LLMs does not necessarily translate
to deeper learning or better-quality outcomes, as evidenced by the su-
perior performance of the Web search group in developing more
detailed and higher-quality justifications. Specifically, the results point
towards the importance of inferring cognitive processes (e.g., reorgan-
izing, reflecting; Chi & Wylie, 2014) when using digital technologies
that are associated with higher learning outcomes (Sailer et al., 2024).
While recall of knowledge from LLMs might more closely be related to
shallow learning processes, inferring knowledge from different sources
might more closely be related to deep learning processes.

Summing up, this study also emphasizes the importance of active
engagement with content for deeper learning, as suggested by the
cognitive load theory as well as the self-regulated learning framework.
The findings highlight the need for educational strategies that not only
provide information efficiently but also challenge learners to engage
actively with complex material.

7.1. Limitations and future directions

This study, while informative, has several limitations. First, the
absence of a "think aloud" protocol, as used in Kammerer et al. (2021),
limits the insights into the cognitive and metacognitve processes stu-
dents engaged in during their searches (Bannert & Mengelkamp, 2008).
Future research could incorporate such qualitative measures to gain a
deeper understanding of how students interact with and process infor-
mation from different sources. Additionally, examining the search logs
could provide insights into the strategies used by students, which would
help further explain the different learning trajectories observed (Fan
etal., 2022; Winne, 2023). Effective prompting strategies fundamentally
change the utility of LLMs and factors such as previous experience with
LLMs as well as knowledge on prompting could be important moderators
that need to be explored further (Knoth et al., 2024). This could be an
important direction for future studies, helping to refine our under-
standing of how digital tools influence learning. Moreover, a closer in-
spection of the participants’ use of their test time might reveal whether
the allotted time was too short or even too long. Especially the partici-
pants using the LLMs might have required much less time to complete
the task but were forced to spend a total of 20 min on it.

Another significant limitation concerns the generalizability of our
results. The study sample was rather small, not representatively sampled
and consisted solely of university students who are likely well-versed in
web searches and possess high reading ability. While the sample size was
sufficient to detect effects of practical relevance with acceptable power,
this particular demographic does not represent the broader population
(e.g., Kammerer et al., 2015), which varies widely in both digital literacy
and cognitive skills (Hahnel et al., 2018). Future studies should consider
a more diverse sample to determine if the findings observed in this
research extend to populations with different educational backgrounds,
varying levels of familiarity with technology, and diverse cognitive
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capabilities. This expansion of the participant pool would provide a
more comprehensive understanding of the impacts of LLMs and tradi-
tional web searches across different societal segments. Furthermore,
real-world learning would likely integrate a multitude of information
sources, rather than being artificially constrained to LLMs or search
engines. In particular, since the completion of this study, numerous
search engines have incorporated LLMs to enhance their comprehension
of user queries, while LLMs have also gained the capacity to perform
limited web searches. Future research should investigate the orches-
tration of different digital tools and resulting learning strategies.

A final minor limitation concerns the timing of the knowledge test.
The test was purposefully conducted after the search task. This ensured
that the questions of the knowledge test would not influence the stu-
dents’ searching by guiding them towards relevant keywords. On the
other hand, it is possible that engaging in the search task could have
increased students’ knowledge on nano-particles, thus inflating their
test scores. Comparing these two risks, the former (knowledge test after
the search task) seemed like the smaller limitation to the interpretability
of our results than the latter.

8. Conclusion

In conclusion, while LLMs like ChatGPT offer an efficient way to
reduce intrinsic and extraneous cognitive load, they may not always
facilitate the deep learning necessary for complex decision-making
tasks. Traditional search engines, by necessitating more active engage-
ment, may promote a higher quality of learning, underscoring the need
for educational practices that encourage critical engagement with
diverse information sources.
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