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Figure 1: Musicians being creative using a HoloLens 2 HMD in a creative space of free choice (left) or in a lab environment
(right). In what way do their creative experiences differ?

ABSTRACT
With the advent of HMD-based Mixed Reality, or “Spatial Com-
puting” as framed by Apple, creativity- and productivity-related
use-cases in XR, such as music production, are rising in popularity.
However, even though the importance of environments for creativ-
ity is understood, XR applications for creative use cases are often
evaluated in laboratories. While the mismatch of familiar creative
spaces and lab environments matters little in VR, the effect on eval-
uation metrics for AR applications needs to be clarified. To this
end, we conducted an experiment in which participants composed
and produced music on an AR HMD in their preferred creative
environments and a typical laboratory environment. Looking at
questionnaire data, we observed similar scores for user experience,
flow, and creative experience in both conditions, suggesting that
supervised evaluation of AR-based creativity support applications
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does not require mobile demonstrators nor freely selectable envi-
ronments. Based on qualitative feedback and overall high scores
for UX and flow, we discuss our observations and their implica-
tions and emphasize the need for field studies in the XR creativity
domain.
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1 INTRODUCTION
Regardless of the field in which one is creative, be it music, fine
arts, or poetry, many factors can interact with individual creativ-
ity. Be it specific tools, certain lighting conditions, certain natural
environments, or inspiration from others: Creative people usually
express unique and particular needs when asked about them [45].
One of these factors is the environment in which the creative per-
son finds him- or herself. While some people prefer orderly and
minimalist conditions, others prefer more chaotic and pragmatic
environments.

These preferences challenge researchers and developers who
want to evaluate augmented reality applications for creative people.
To ensure the integrity of evaluation metrics, e.g., scores from ques-
tionnaires, probands would need to use such applications in their
usual creative environments or at least in environments that meet
their creative needs. However, especially when novel technologies
such as HMDs or complex applications are used, hardware that
represents the state of the art is often expensive and not available
in large numbers. Consequently, AR applications that use headsets
such as the HoloLens 2 are often evaluated in the laboratory, where
participants find themselves in unfamiliar creative spaces, rather
than in field studies. To assess the impact of such practice, the study
presented in this paper addresses the research question of whether
it makes an impact to let users freely choose a location in such
studies or whether it is sufficient to test AR applications in the
laboratory.

For this purpose, we conducted an experiment in which an AR
application that enables the composition of drum tracks is used
either in a free-choice environment (e.g., in the forest, on campus
grounds, or at home) or in a laboratory setting. For both conditions,
we used questionnaires to measure typical evaluation metrics such
as user experience, creative support, creative experience, and flow.
In addition, we evaluated open questions and free-form feedback
to learn what is important to users when choosing their creative
environment and what criteria study participants used to select
their creative environment/space during the study. Our results sug-
gest that the quantitative evaluation metrics derived from the User
Experience Questionnaire (UEQ), Creativity Support Index (CSI), Flow
Short Scale (FSS), and Creativity Experience Self Rating Question-
naire (CESR) neither benefited nor suffered from a freely selectable
user environment during our creative music-making sessions in
augmented reality. We discuss various potential reasons and factors
for this observation, such as interference from experiment setup
and the challenges of handling and learning complex applications
with new interaction paradigms in the AR domain.

2 RELATEDWORK
2.1 Creativity Support Factors
There is a variety of works that focus on how different factors
can support users’ creativity. Several of these specifically mention
environmental cues. For example, contextual cues like furniture
or paintings [18, 35], open spaces (e.g., high ceilings) [2, 33], well
thought colors [26, 29, 31, 52] or visual details (e.g., “untidiness”)
[2, 29, 54] were observed to positively affect creativity. Indoor plants
[47, 52], windows [5, 18, 29] and random objects (that can serve as
inspiring decorative elements) were reported to play a substantial

role for creativity as well. While those support factors specifically
are relevant for indoor settings, Chulvi et al. [9] stated that being
outdoors itself can benefit creativity. Other works suggest the im-
portance of lighting for creativity [21, 23, 31, 49]. Besides purely
visual cues, the sound of the environments (i.e., moderate ambient
sounds) additionally contributes to feeling creative [30].

Not only environmental factors are relevant for creativity. The
communication of positive or embodied metaphors and instructions
also increases creativity [28, 37, 55]. Further, a high degree of free-
dom regarding body posture is desirable. For example, users should
be allowed to walk [15, 38, 60], exercise [10, 50], do large and fluid
movements [19, 20, 48] and do open and expansive postures [1, 32].
Other possibilities to improve the possibility to feel creative are
using the concepts of Embodied Creativity (e.g., through avatars)
[4, 17] , or Surprise [14].

2.2 XR and Creativity
Chandrasekera et al. [6] studied how VR and AR interfaces affect
creative design processes in design education, suggesting that the
higher tangibility of an AR interface reduces cognitive load com-
pared to VR interfaces. Yilmaz et al. [58] showed that AR technology
significantly increases narrative skill and creativity when used as
a tool for storytelling. An AR app that translates 3D phone mo-
tion and touch pressure into 3D sculptures as well as sound was
developed and evaluated by Valer et al. [53]. They reported that
participants received good scores on the creativity support index
(CSI).

Lin et al. [27] conducted a study to draw findings about the
influence of VR on creative self-efficacy. Although they did not find
a significant difference there, they observed that their VR-supported
project facilitated the participants’ efficacy for creative thinking.
Fröhlich et al. [16] presented a VR-based landscape sandbox tool
incorporating real sand into their application. They reported that
all participants of a user study agreed that their system supported
creative expression. Obeid et al. [36] investigated the impact of
VR technology on design process creativity. They reported that
in a user study coping with a design task, participants that made
use of a VR system had an increased design process creativity
than participants that used a non-immersive setup. For a (product-)
design task, Yang et al. [57] developed and assessed a VR-based
creative support system. They observed that, compared to a pen-
and-paper approach, it performed better in terms of creativity and
flow.

Muender et al. [34] included tangible objects into a VR system
in order to improve perceptions of correct depth and scale. In an
interview study with domain experts, all participants mentioned
a possible positive impact on creativity. Further, the participants
mentioned that they would integrate such a system into their pro-
fessional creative workflow. Research by Chang et al. [7] evaluating
the potential of VR in a teaching scenario involved 138 seventh-
grade students. Participants in a VR group showed more innovative
designs and problem-solving skills than users that were working
with traditional media (presentations, videos).

In different works, music-related scenarios were used to study
the impact of VR on users’ creativity. While Ppali et al. [39] investi-
gated how VR environments can be designed to support creativity,
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(a) An example open space in nature. (b) An example covered outdoor space.

(c) An example indoor space with more privacy. (d) An example public indoor space.

Figure 2: Four example creative spaces that participants could choose in the FreeSpace condition.

Schlagowski et al. [45] specifically investigated if customizable
VR environments can increase users’ creativity when compared
to non-customizable VR environments. While they did not find
a significant difference here, users predominantly preferred the
customizable setting.

3 METHODOLOGY
To investigate the impact of free environment choice, we conducted
an experiment during which musically creative and affine partici-
pants interacted with an augmented reality application to compose
drum beats for existing background tracks. The mobile HMD ap-
plication and its UI are described in subsection 3.4. As we did not
expect large effect sizes and had participants that varied widely
regarding musical ability and age, we chose a within-subject study
design during which participants saw both conditions in random-
ized order. The next subsection explains these conditions along
with the dependent variables we measured.

3.1 Dependent and Independent Variables
In our experiment we altered the independent variable environment
selection paradigm in two conditions/steps:

• FreeSpace: In this condition, participants conducted creative
tasks using our mobile AR application in an environment of
their choice (e.g., an open space in nature, see Figure 2).

• LabSpace: Within the LabSpace condition, participants used
our AR prototype in a typical laboratory environment (see
the right picture in Figure 1).

The order of the conditions was randomized. In the condition
FreeSpace, participants were free to either guide the test supervisors
to a creative space of their preference or choose a space from a
picture catalog presented to them (in this case, test supervisors
guided participants to that place). Although creative space choice
was not limited to a constraint area (the test leaders also offered
to visit subjects at home), all test subjects chose creative places
on - or near - the university campus. Figure 2 shows four example
places that participants selected. Examples include open areas in a
nearby forest, covered outdoor spaces (suited for rainy weather),
and private and public indoor spaces at or near the university cam-
pus. Participants did not need to stick to a particular creative space
for the whole duration of the creative sessions in the FreeSpace con-
dition. Instead, they were free to change the location at any time
- for instance, if they felt disturbed by pedestrians or saw a more
inspiring place nearby. However, in the LabSpace condition, partici-
pants needed to complete all creative tasks in a specific laboratory
environment, a fairly neutral space with mostly seated PC work-
ing places. After each creative session in condition FreeSpace or
LabSpace, participants filled out four questionnaires measuring our
dependent variables. Table 1 lists these questionnaires with their
subscales. Each subscale was considered as a dependent variable
for our experiment.
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Figure 3: A visualization of the study procedure.

(a) The loop editor 3DUI in an outdoor creative space. (b) The loop editor 3DUI in an indoor creative space.

(c) A VMM sound design UI in an outdoor creative space. (d) Two VMM sound design UIs in an indoor creative space.

Figure 4: Screenshots of the HoloLens 2 Application.

3.2 Participants
We acquired 22 participants from Germany through various meth-
ods, including social media, mailing lists, and word of mouth. Eigh-
teen of them identified as male, and four as female. Participants
ranged in age from 21 to 51 (M: 29.0, SD: 6.0). Each participant
confirmed to be either musically creative or music-affine. One par-
ticipant stated to have used an AR-HMD before. The others did not
have any experience with HMD-based AR. Each participant was
paid a compensation of 30 Euros for their efforts.

3.3 Study Procedure
The study procedure is visualized in Figure 3. After arriving at
the lab and filling out the data and privacy consent documents,
participants first did a HoloLens 2 tutorial using the HoloLens Tips

app1. Subsequently, they watched a tutorial video on how to use the
AR drum sequencer application described in subsection 3.4. After
watching the video, participants could test the AR app interactively
for approximately 10 minutes in the familiarization stage. Then,
participants and test supervisors either went to the laboratory
environment (if in condition LabSpace) or to a freely selectable
environment (if in condition FreeSpace) to complete their first of
two creative sessions. During these creative sessions, participants
went through two creative stages:

(1) Exploration: In this stage, participants composed drum beats
using the AR drum sequencer UI for three backing tracks
which were then stored persistently. They were told that

1https://microsoft.com/en-us/p/hololens-tips/9pd4cxkklc47#/
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Table 1: Questionnaires employed during the experiment. All
subscales are considered as dependent variables.

Name/Source Measure/Description/Subscales Range

User Experience
Questionnaire
(UEQ) [24]

User Experience, Experience
while using the application, sub-
scales: ‘Attractiveness’, ‘Perspicu-
ity’, ‘Efficiency’, ‘Dependability’,
‘Stimulation’, ‘Novelty’

1-5

Flow Short Scale
(FSS) [40]

Flow, Psychological state of being
immersed in a task [11], subscales:
‘Flow’, ‘Fluency’, ‘Absorption’, ‘Anx-
iety’, ‘Challenge’.

1-7

Creativity Sup-
port Index (CSI)
[8]

Creativity Support, Feeling of
being creatively supported, sub-
scales: ‘Enjoyment’, ‘Exploration’,
‘Expressiveness’, ‘Immersion’, ‘Re-
sults worth Effort’.

0-
100

Creativity Expe-
rience Self Rating
Questionnaire
(CESR) [12]

Creative Experience, How cre-
ative users felt, subscales: ‘Com-
petence’, ‘Autonomy’, ‘Task Enjoy-
ment’.

0-9

these creations need not be polished, as they could be refined
in the next stage.

(2) Refinement: In this stage, participants selected one of their
creations and revised them until they were content with the
outcome.

Participants were free to invest as much time as they liked in
both creative stages. However, if they wished to be in time for a
standard study duration (20 minutes for the exploration phase and
10 minutes for the refinement stage), the test supervisors communi-
cated if time went short. After the first creative session, participants
filled out the questionnaires and proceeded to session two after
changing their creative environment. After the completion of both
creative sessions and questionnaires, they were able to provide open
feedback regarding both the experimental procedure and the AR
drum sequencer application. Furthermore, they were asked to state
their decision criteria for their selected creative spaces in condition
FreeSpace.

3.4 AR Drum Sequencer Application
The AR Drum Sequencer application was built for Microsoft’s AR-
HMD HoloLens 22 using the Unity Engine3 and the Mixed Reality
Toolkit (MRTK) 3DUI Framework4. The sequencer UI was originally
designed and developed in a human-centered iterative procedure
by Schlagowski and colleagues for VR [45] and adapted by us for
the Universal Windows Platform (UWP) and HoloLens.

The AR application provides users with two main 3DUI compo-
nents:
2https://microsoft.com/hololens/hardware/
3https://unity.com/
4https://github.com/microsoft/MixedRealityToolkit-Unity/

• A loop editor 3DUI that can be used to compose drum loops
for a variety of backing tracks by placing spheres on parallel
lines that resemble individual audio channels (see Figures
4a and 4b).

• Vector manipulation modules (VMMs, see [43]) that can be
instantiated for each drum track and allow customizing the
sound of drum samples by manipulating a set of 3D spheres
(see Figures 4c and 4d).

As such, besides using the loop editor 3DUI for drum beat com-
position, users were able to design custom sounds for their drums
which opened up the creative space. For a more detailed description
of the loop editor interface, please refer to [45] and for a study
investigating the VMM modules, to [43].

4 RESULTS
4.1 Quantitative Results

Table 2: Results of the two-tailed Student’s t-tests. If data was
found to be non-parametric, Wilcoxon test was applied.

Condition LabSpace FreeSpace
Variable M(SD) M(SD) t(df) / Z* r p

UEQ: Attractiveness 1.88(0.69) 2.09(0.68) t(21.00) = -1.65 0.34 .11
UEQ: Perspicuity* 1.94(0.75) 2.06(0.59) Z = -0.59 0.13 .55
UEQ: Efficiency* 1.08(1.01) 1.16(1.08) Z = -0.85 0.18 .39
UEQ: Dependability* 1.17(0.92) 1.27(0.67) Z = -0.62 0.13 .53
UEQ: Stimulation* 1.91(0.98) 2.17(0.55) Z = -0.49 0.10 .62
UEQ: Novelty 1.93(0.78) 1.94(0.78) t(21.00) = -0.11 0.02 .92
FSS: Flow 4.80(0.49) 4.89(0.37) t(18.00) = -0.70 0.16 .49
FSS: Fluency 5.87(0.75) 6.03(0.52) t(18.00) = -0.95 0.22 .35
FSS: Absorption* 5.92(0.88) 6.00(0.62) Z = -0.10 0.02 .94
FSS: Anxiety* 2.07(0.93) 2.14(1.04) Z = 0.00 0.00 .72
FSS: Challenge 4.49(0.91) 4.44(0.94) t(18.00) = 0.45 0.11 .66
CSI: Enjoyment 34.58(23.93) 35.83(23.43) t(19.00) = -1.16 0.26 .26
CSI: Exploration 46.86(17.75) 51.16(23.09) t(19.00) = -1.38 0.30 .18
CSI: Expressiveness 56.56(26.81) 57.78(31.17) t(19.00) = -0.33 0.08 .75
CSI: Immersion 42.68(21.44) 41.42(22.82) t(19.00) = 0.50 0.11 .62
CSI: Worth Effort* 29.34(26.86) 30.93(26.89) Z = -1.61 0.36 .11
CSI: Total* 84.00(19.53) 86.85(22.15) Z = -1.46 0.33 .15
CESR: Competence 5.95(1.90) 6.14(1.52) t(18.00) = -0.77 0.18 .45
CESR: Autonomy 7.16(0.98) 7.34(1.03) t(18.00) = -0.88 0.20 .39
CESR: Enjoyment* 8.06(0.94) 8.29(0.65) Z = -1.09 0.25 .28
*Wilcoxon test applied

Using both parametric and non-parametric statistical tests, we
evaluated all subscale scores of the four questionnaires in Table 1
for differences between conditions FreeSpace and LabSpace. Mean
and Standard Deviations for all of these scores are plotted in Figure
5. Due to a database error, we had to exclude three participants
from the FSS and CESR evaluation and two participants from the
CSI evaluation and which resulted in N = 19 for all flow (FSS) and
creative experience (CESR) scores, N = 20 for CSI scores and N =
22 for all UEQ scores.

Samples were tested for normal distribution using the Shapiro-
Wilk test [46] and for equal variances using the Levene test [25].
If the sample data examined turned out to be parametric (this re-
quires that both tests have p values above the significance thresh-
old), a paired-samples t-test [51] was used. If either test failed, the
Wilcoxon signed-rank test [56] was used. The significance level was
set at alpha = 0.05. As we did compare each questionnaire sub-scale
individually without any hypotheses, we did not apply any p-value
correction as suggested by Rothman [41] and Rubin [42]. Results
of t-tests and Wilcoxon tests are reported in Table 2.
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(a) User Experience (UEQ) scores by condition. (b) Flow (FSS) scores by condition.

(c) Creativity Suppoert (CSI) scores by condition. (d) Creative Experience (CESR) scores by condition.

Figure 5: Quantitative results of the questionnaires.

As can be seen, we did not observe any statistically significant
difference between both conditions for any subscale, as we do not
see any p below alpha = 0.05. However, we note that for the UEQ
subscale Attractiveness and the CSI subscales Exploration, Results
worth Effort and the total CSI score, even though they are considered
as statistically too weak for significance (0.11 < p < 0.15), their effect
sizes are above the medium threshold (r > 0.3) and in favor of the
FreeSpace condition (compare Figure 5).

4.2 Qualitative Results
We analyzed the participants’ free-form feedback and the open ques-
tion regarding their creative space preferences through an inductive
thematic analysis[3]. Category labels were obtained by summariz-
ing the semantic content of important phrases stated by the partici-
pants. The frequencies of category labels were used to create code
clouds that can be seen in Figure 6. For the analysis, we used the
MaxQDA5 software, which was already used for similar purposes in
related work (e.g., [13, 22, 44, 59]). Figure 6a shows the mentioned

5https://maxqda.com/

needs for creative spaces. The most frequently mentioned need
was social isolation, which six participants mentioned, followed by
concentration and creative stimulation, with four mentions each.
Further, one participant stated the need for calmness. Figure 6b de-
picts the characteristics of creative spaces that participants selected.
Here, the most frequently mentioned criterion was peacefulness,
which was important for twelve participants. Eight participants
mentioned open space, and six mentioned nature. Further, art-related
background was important to five participants. Three participants
mentioned sunny weather, while the same number of participants
mentioned avoid bad weather. Stimulating background noise, fresh
air, ease of access and sense of well-being each were mentioned two
times. Figure 6c and Figure 6d illustrate the open feedback regard-
ing the AR sequencer UI and the VMMs. Here, negative and positive
feedback are presented in red and green, respectively. Neutral feed-
back is colored purple. Seven people expressed enthusiasm/approval
for the AR sequencer UI. Four participants expressed excitement
regarding the UI, while three users found the controls user-friendly.
Promotes creativity, user-friendly UI, promotes experimentation, un-
intuitive controls and poor UI response were mentioned two times
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(a) Needs for creative spaces as stated by participants. (b) Characteristics of selected creative spaces.

(c) Open feedback regarding user experience of the loop editor UI.
(d) Open feedback regarding user experience of the vec-
tor manipulation modules (VMMs).

Figure 6: Word clouds/code clouds generated from open open questions (Subfigures 6a and 6b) open feedback (Subfigures 6c
and 6d). For the two feedback word clouds, green color means positive, red color negative and purple neutral feedback.

each. For the VMMs, twelve people complained about unpredictable
output. Three participants stated that the parameter tweaks work
well. ‘trial and error’ works best was reported by three users, while
random sample works best was mentioned by two users. Two partic-
ipants said that the samples lack diversity and that there were too
many parameters. One participant acknowledged that there were
diverse samples.

5 DISCUSSION
Environment choice does not seem to impact quantitative eval-
uation metrics: We did not observe any significant difference
when applying parametric and non-parametric statistics to com-
pare subscale scores between condition FreeSpace and LabSpace.
We did not expect large effect sizes or high statistical effects for
User Experience (UEQ) or creative support (CSI) subscales, as the
items for both questionnaires are highly focused on the system or
device in use, which remained the same between both experimental
conditions. However, we were surprised to see no significant effect
on Creative Experience (CESR) or Flow (FSS) scales, as these are
more focused on the holistic experience of creating music in AR.

Complex musical XR applications for HMD-based AR are
feasible: The AR drum sequencer application did perform well in
the UEQ scores attractiveness, perspicuity, stimulation, and novelty
(all are considered "Excellent" according to Laugwitz et al. [24]).
Judging from these scores and the qualitative feedback, people had

a positive overall impression of the prototype as they thought it was
exciting and novel. Furthermore, they found it easy to get familiar
with it. Efficiency and dependability scores, however, are close to
average. Similar results were observed by Schlagowski et al. for the
original VR application that we ported for HoloLens, where each
UEQ scale was rated just slightly higher [45]. Judging from the
CESR subscales (See Table 2), users seemed to enjoy the creative
experience, regardless of being in the lab or in a freely selectable
environment. Further, users felt autonomous and relatively com-
petent while being creative. Hence, we conclude that even though
the hardware we used (HoloLens 2) comes with various drawbacks
regarding the field of view and occlusion (as it uses optical see-
through displays), it can be regarded as a viable testing apparatus
that does not pose too many challenges for users and can be a useful
creative tool for composing drum beats and designing percussive
samples using the VMMs.

Flow may cause a disconnect from the environment, even in
AR: In both conditions, users did not feel much anxiety and were
slightly above average challenged (see Table 2). Furthermore, they
reported a smooth course during the creative sessions and felt heav-
ily absorbed. These subscales contributed to an above-average flow
sensation during the creative sessions in both conditions. Ironically,
by providing a good user experience and above-average creative
support (mean CSI scores of 84.00 and 86.85, see Table 2), our AR
prototype might have fostered the likelihood of users entering the
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state of flow, where users tend to lose connection with time and
their surroundings [11]. Thus, the demonstrator might have re-
duced the effect sizes we saw during the experiment, as users who
experienced the state of flow while being creative felt highly ab-
sorbed in the activity and thus may have paid little attention to
their surroundings.

Familiarity is key when it comes to 3DUI design: While the
Loop Editor 3DUI, which could be used to compose drum beats,
was primarily met with approval (See Figure 6c), feedback for the
Vector Manipulation Modules (VMMs) that could be used for drum
sample sound design was mixed (see Figure 6d). A key issue here
is that the AI-based drum sample generation is quite chaotic (See
[43]) and affordances for such systems remain limited. As such, the
audio output of the generative network often remains unpredictable.
The loop editor 3DUI however, which was oriented mainly on de-
facto standard 2DUI design paradigms for step sequencers [45], did
not struggle with such issues. Hence, when designing musical XR
systems that are similar to our drum sequencer application, we
advise developers and researchers to stick to design paradigms that
are well-known to the target user or persona, even if the use of the
third dimension that is available for 3DUI design in XR remains
limited. By doing so, affordances are better understood and users
can concentrate on mastering potentially unused/new interaction
techniques while interacting with an unfamiliar device (in our case,
HoloLens 2).

Laboratory restrictions are likely to contradict creative needs:
Effect sizes may have been further reduced by confounding effects
arising from the design and conduct of the study. Even though par-
ticipants were offered the opportunity to meet them at home and be
creative in their familiar creative environment during the FreeSpace
condition, every participant chose to visit the university campus
for both creative sessions and choose creative environments from
our catalog of pre-selected spaces. Hence, participants were not
only creative while using an entirely novel system but also in unfa-
miliar environments in both conditions, which may have further
reduced the observed effect sizes. Furthermore, laboratory exper-
iments (be they in the lab or not) require personnel to supervise
the experiment and be there, e.g., if a technical error occurs or to
ensure that the experiment procedure follows the study protocol.
Hence, one of the most frequently uttered needs for creative spaces,
social isolation (See word cloud in Figure 6a), could not be fulfilled.
Furthermore, even though we did not stick to fixed time frames
during our experiment, most participants were limited in their time
availability. As such, the creative experience, support, flow, and
user experience of our AR application could not be verified in an
unaltered way during our experiment.

Comfort zones need to be respected: We observed that partici-
pants in the FreeSpace condition were eager to explore new areas
and try out unfamiliar creative spaces. Especially for more intro-
verted participants, the sensation of physically moving out of their
“comfort zone” was perceived as inspiring. However, getting out
of one’s creative habits or spaces does not need to be inspiring for
everyone and in every situation. Instead, finding the right balance
of familiarity and novelty that results in creative inspiration can be
difficult and needs to be adjusted according to situational factors
such as mood, time of day, and weather. In order to provide ease of

access to familiar creative situations, we highly recommend unsu-
pervised field studies where participants are free to be creative not
only wherever, but also whenever and for how long they want.

6 CONCLUSION
We reported on an experiment in which we investigated the impact
of free user environment choice on quantitative evaluation metrics
for XR-based creative experiences. During this study, participants
interacted with an HMD-based drum sequencer to compose drum
beats, and designed drum sounds either in a laboratory environment
or an open creative space of their choice. Looking at questionnaire
data, we did not observe a difference between both conditions for
user experience, flow, creativity support, and creative experience
scores. Considering these scores and qualitative feedback from par-
ticipants, we discussed these observations in order to find potential
reasons for seeing no effect. Further, we looked at open feedback
and selection criteria to derive recommendations for developers
in the creative AR domain and researchers who aim to conduct
experiments evaluating creative AR experiences. Due to high user
experience and flow scores, we encourage further development of
mixed reality based applications for music production. Furthermore,
we emphasize the importance of unsupervised field studies for the
evaluation of such applications.
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