
Surface Science 753 (2025) 122631

A
0
n

H
A
K
S
a

b

c

d

e

f

g

h

i

j

k

l

C
m

n

o

p

q

r

Contents lists available at ScienceDirect

Surface Science

journal homepage: www.elsevier.com/locate/susc

Time-resolved photoelectron spectroscopy at surfaces
Martin Aeschlimann a, Jan Philipp Bange b, Michael Bauer c,d, Uwe Bovensiepen e,

ans-Joachim Elmers f, Thomas Fauster g, Lukas Gierster h, Ulrich Höfer i,j, Rupert Huber j,
ndi Li k, Xintong Li l, Stefan Mathias b, Karina Morgenstern m, Hrvoje Petek k, Marcel Reutzel b,
ai Rossnagel c,d,o, Gerd Schönhense f, Markus Scholz n, Benjamin Stadtmüller p, Julia Stähler h,q,
hijing Tan l, Bing Wang l, Zehua Wang k, Martin Weinelt r,∗

Department of Physics and Research Center OPTIMAS, University of Kaiserslautern-Landau, Erwin-Schrödinger-Str. 46, 67663 Kaiserslautern, Germany
Georg-August-Universität Göttingen, I. Physikalisches Institut, Friedrich-Hund-Platz 1, 37077 Göttingen, Germany
Institut für Experimentelle und Angewandte Physik, Christian-Albrechts-Universität zu Kiel, Leibnizstr 19, 24118 Kiel, Germany
Kiel Nano, Surface and Interface Science KiNSIS, Christian-Albrechts-Universität zu Kiel, Christian-Albrechts-Platz 4, 24118 Kiel, Germany
Fakultät für Physik, Universität Duisburg–Essen, Lotharstrasse 1, 47057 Duisburg, Germany
Institut für Physik, Johannes Gutenberg-Universität Mainz, Staudingerweg 7, 55128 Mainz, Germany
Lehrstuhl für Festkörperphysik, Friedrich-Alexander-Universität Erlangen-Nürnberg, Staudtstr. 7, 91058 Erlangen, Germany
Institut für Chemie, Humboldt-Universität zu Berlin, Brook-Taylor-Str. 2, 12489 Berlin, Germany
Fachbereich Physik, Philipps-Universität Marburg, Renthof 5, 35032 Marburg, Germany
Institut für Experimentelle und Angewandte Physik, Universität Regensburg, Universitätsstraße 31, 93053 Regensburg, Germany
Department of Physics and Astronomy and the IQ Initiative, University of Pittsburgh, Pittsburgh, PA 15260, USA
Hefei National Research Center for Physical Sciences at the Microscale and New Cornerstone Science Laboratory, University of Science and Technology of
hina, Hefei, Anhui 230026, China
Lehrstuhl für Physikalische Chemie I, Ruhr-Universität Bochum, Universitätsstrasse 150, 44801 Bochum, Germany
Deutsches Elektronen-Synchrotron DESY, Notkestr. 85, 22607 Hamburg, Germany
Ruprecht Haensel Laboratory, Deutsches Elektronen-Synchrotron DESY, Notkestr. 85, 22607 Hamburg, Germany
Experimentalphysik II, Institute of Physics, Augsburg University, Universitätsstraße 2, 86159 Augsburg, Germany
Fritz-Haber-Institut der Max–Planck-Gesellschaft, Faradayweg 4-6, 14195 Berlin, Germany
Fachbereich Physik, Freie Universität Berlin, Arnimallee 14, 14195 Berlin, Germany

A R T I C L E I N F O

Keywords:
Time-resolved photoemission
Image-potential states
Time-resolved photoemission electron
microscopy
Hot electron dynamics
Plasmons
Semiconductor heterostructures
Photostationary states
Time-and spin-resolved photoemission
Ultrafast spin dynamics
Magnons
Femtomagnetism
Time-resolved momentum microscopy
Exciton dynamics
Dark exciton
Interlayer exciton
Intervalley scattering
Momentum microscope
Scherzer theorem
Free-electron laser

A B S T R A C T

Light is a preeminent spectroscopic tool for investigating the electronic structure of surfaces. Time-resolved
photoelectron spectroscopy has mainly been developed in the last 30 years. It is therefore not surprising that the
topic was hardly mentioned in the issue on ‘‘The first thirty years’’ of surface science. In the second thirty years,
however, we have seen tremendous progress in the development of time-resolved photoelectron spectroscopy
on surfaces. Femtosecond light pulses and advanced photoelectron detection schemes are increasingly being
used to study the electronic structure and dynamics of occupied and unoccupied electronic states and dynamic
processes such as the energy and momentum relaxation of electrons, charge transfer at interfaces and collective
processes such as plasmonic excitation and optical field screening. Using spin- and time-resolved photoelectron
spectroscopy, we were able to study ultrafast spin dynamics, electron–magnon scattering and spin structures
in magnetic and topological materials. Light also provides photon energy as well as electric and magnetic
fields that can influence molecular surface processes to steer surface photochemistry and hot-electron-driven
catalysis. In addition, we can consider light as a chemical reagent that can alter the properties of matter by
creating non-equilibrium states and ultrafast phase transitions in correlated materials through the coupling
of electrons, phonons and spins. Electric fields have also been used to temporarily change the electronic
structure. This opened up new methods and areas such as high harmonic generation, light wave electronics and
attosecond physics. This overview certainly cannot cover all these interesting topics. But also as a testimony
to the cohesion and constructive exchange in our ultrafast community, a number of colleagues have come
together to share their expertise and views on the very vital field of dynamics at surfaces. Following the
introduction, the interested reader will find a list of contributions and a brief summary in Section 1.3.
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Fig. 1. Energy diagram of time-resolved photoemission.

. Introduction

Angle-resolved photoemission allows to measure the dispersion of
he occupied band structure (valence bands and core levels) at sur-
aces. Time-resolved photoemission probes the electronic structure as

function of the time after the excitation of the surface by a pump
ulse. The pump pulse excites electrons from previously occupied
tates into unoccupied states (conduction bands). The probe pulse of
he time-resolved photoemission experiment may sample the reduced
opulation in the valence bands or the temporary population in the
onduction bands. The latter signal detects electrons in an energy
indow without signal in the absence of the pump pulse. In contrast

an the valence-band population only be reduced by a small proportion
ithout destroying the sample which makes this effect more difficult to
etect. However, changes of the valence-band structure following for
xample an optical-induced phase transition may be resolved.

.1. Modes of time-resolved photoemission

Two different modes can be distinguished in time-resolved photoe-
ission (Fig. 1):

• In time-resolved photoelectron spectroscopy (tr-PES) the probe
photon energy exceeds the work function 𝛷 = 𝐸𝑉 −𝐸𝐹 . This leads
to a large signal from the occupied valence bands. The electrons
pumped to the conduction bands appear in the spectra at higher
energy, but for metals on top of the tail of the Fermi distribution
of thermally and optically excited electrons. The higher kinetic
energies of the emitted electrons, however, allow to sample the
whole surface Brillouin zone in an angle-resolved photoemission
experiment.

• Two-photon photoemission (2PPE) requires photons from pump
and probe pulse to emit electrons from the sample, i. e. both
photon energies are smaller than the work function of the sam-
ple. This mode provides spectra with low background limited to
a rather narrow range of electron energies and of the surface
Brillouin zone.

n both modes energy spectra at fixed pump–probe delay or time scans
t a selected energy may be recorded.

The pump pulse is usually provided by a pulsed laser source. The
hotoemission probe also has to be pulsed and synchronized to the
2

pump pulse with an adjustable time delay. The most convenient way
is the generation of the probe pulse from the same laser source as
the pump pulse. This may be achieved by frequency doubling, tripling
or quadrupling of the laser pulse in nonlinear crystals. Higher photon
energies can be generated as higher harmonics in gas cells. In a free-
electron laser the photocathode may be triggered by the laser source.
More elaborate is the exploitation of pulsed synchrotron radiation
which requires considerable effort to synchronize the laser source with
the electron bunches circulating in the storage ring. Any electron
spectrometer may be used for electron detection. The pulsed nature of
the laser source offers the possibility of time-of-flight spectroscopy for
repetition rates <1 MHz. In this detection mode all the electrons emitted
by a laser pulse can be registered regardless of their kinetic energy.

1.2. Development of time-resolved photoemission

The advances of time-resolved photoemission are closely related to
the availability of pulsed laser sources. The first time-resolved photo-
electron spectroscopy was reported from ZnTe in 1982 and employed
5 ps pulses at a repetition rate of 1 Hz [1]. Experimental progress
was made towards angle-resolved tr-PES by using higher photon ener-
gies and time-of-flight detection on the InP(110) surface [2]. Excited
electrons relax on metal surfaces on much shorter time scales than
on semiconductors. In 1988 the first 2PPE experiment using 55 fs
laser pulses at a repetition rate of 8 kHz from image-potential states
on Ag(100) was reported [3]. The surface space-charge dynamics and
surface recombination on Si(111) surfaces was the first study using
combined laser and synchrotron radiation with 20 ns pulses at a
repetition rate of 6 kHz [4]. The further development of laser sources
has led to a steady advancement of the experimental possibilities which
are in part reviewed in other contributions of this chapter. Today laser
pulses achieve attosecond precision [5] with complete control of the
electric field [6] (see also Chs. 9 and 10). Developments in effective
electron detection will be described in Chs. 6 and 11.

1.3. List of contributions

This article reviews important aspects of electron dynamics at sur-
faces and their analysis by time-resolved photoelectron spectroscopy.
The individual chapters listed below have been contributed by authors
working in the field. We do not claim to cover the field but still hope
to give a reasonable overview.

1. Introduction
2. Image-potential states

Thomas Fauster
Image-potential states on metal surfaces have lifetimes in the
femtosecond range and serve as an ideal testbed for investigating
various aspects of 2PPE in considerable detail. The knowledge
acquired from these studies can be transferred to adsorbate or
adlayer systems relevant in many areas of surface science.

3. Carrier relaxation in graphene and graphite
Michael Bauer
Over the past two decades, the relaxation and thermalization dy-
namics of photoexcited charge carriers in graphite and graphene
have been thoroughly investigated using various types of ultra-
fast techniques. This chapter reviews our current understanding
of the microscopic interactions and the relevant time scales
involved in this process, focusing on the contributions of time-
and angle-resolved photoemission to this topic.

4. Femtosecond solvation dynamics of Cs+ ions at solid inter-
faces
Uwe Bovensiepen and Karina Morgenstern
Alkali ions coadsorbed with a solvent on metal surfaces represent
a model system for metal–electrolyte interfaces. Their prepara-
tion under ultrahigh vacuum conditions allows to exploit the
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quantitative insights available from well-established surface sci-
ence methodology. Here, microscopic information on the atomic
structural and femtosecond electron transfer driven dynamics is
presented.

5. Ultrafast dynamics of photostationary states in time-
resolved photoemission
Julia Stähler and Lukas Gierster
Excited states with lifetimes exceeding the inverse repetition rate
of commonly used light sources in time-resolved photoemission
studies can play a crucial role in data analysis and interpretation,
but are easily overlooked despite their abundance. The resulting
photostationary states may have very different physical and
chemical properties than the ground state and, moreover, serve
as the precursor for photoinduced phase transitions.

6. Time-resolved momentum microscopy of 2D materials
Jan Philipp Bange, Marcel Reutzel, and Stefan Mathias
The optoelectronic properties of two-dimensional van der Waals
semiconductors and their heterostructures are dominated by
tightly bound electron–hole pairs called excitons. The energy
landscape of excitons is complex and not fully accessible with all-
optical spectroscopies, because most excitons in two-dimensional
materials are optically dark, including, e.g., dark intralayer,
hybrid, and interlayer excitons. Time-resolved momentum mi-
croscopy turned out to be a powerful tool to firstly identify such
dark exciton states in momentum space and to secondly follow
their ultrafast formation and thermalization dynamics.

7. Time-resolved photoemission electron microscopy
Martin Aeschlimann and Benjamin Stadtmüller
Time-resolved photoemission electron microscopy, or tr-PEEM,
is one of the most widely used methods to study ultrafast charge
and spin carrier dynamics on the nano- and mesoscopic scale.
In this chapter, we will first summarize the main features of
modern tr-PEEM experiments. Then, we will give an insight into
pioneering work in the field of tr-PEEM, focusing on exemplary
cases from the fields of plasmonics as well as semiconductor
surfaces and interfaces.

8. Ultrafast Spin Dynamics probed by tr-ARPES
Martin Weinelt
I give a brief introduction to the field of ultrafast magneti-
zation dynamics and highlight some of the contributions that
time-resolved photoelectron spectroscopy has made to the mi-
croscopic understanding of femtosecond spin dynamics.

9. The transition from perturbative to nonperturbative multi-
photon photoemission
Hrvoje Petek, Andi Li, Zehua Wang, Marcel Reutzel, Xintong Li,
Shijing Tan, and Bing Wang
The transition region, where light interaction shifts from pertur-
bative one driving of multiphoton excitation to nonperturbative
one driving of electron currents at PHz frequencies, is particu-
larly rich for the discovery of novel light–matter phenomena.
Here we present research on novel coherent phenomena for
the well-known surface states of Cu(111) and Ag(111) oriented
single crystals, and perform coherent spectroscopy with sub-
optical cycle resolution to explore how these similar materials
respond differently to intense optical fields. Our intent is to build
on well-established topics in surface science to open new areas
of research in surface and solid-state ultrafast quantum physics.

10. Subcycle Photoemission
Ulrich Höfer and Rupert Huber
Elementary processes underlying strong-field light–matter inter-
action, high-harmonic generation, and all-optical band-structure
engineering are now becoming accessible in direct band-
structure videography. Exemplifying the scope of these new pos-
sibilities, this chapter will illustrate subcycle photoemission of
lightwave-driven Dirac currents and the birth of Floquet–Bloch
3

bands in the surface of a topological insulator.
11. Progress in momentum imaging
Gerd Schönhense and Hans-Joachim Elmers
The key element of photoelectron emission microscopes and
momentum microscopes is the cathode lens, with the sample
being an integral part of the lens. A large electrostatic field
between sample and first electrode, although prohibitive for
non-flat samples, was considered mandatory to achieve high
lateral resolution. A novel front lens configuration enables the
reduction of the electrostatic field at the sample surface to zero
and even to negative values. Experimental results confirm the
functionality of this approach.

12. Time-resolved FEL photoelectron spectroscopy
Markus Scholz and Kai Rossnagel
Advances in high-repetition-rate free-electron lasers (FELs) are
opening new possibilities for time-resolved photoelectron spec-
troscopy, enabling the dynamical investigation of quantum ma-
terials, soft matter systems, and interfacial reactions. The com-
bination of valence- and core-electron spectroscopy allows the
detailed tracking of coupled electronic dynamics and atomic mo-
tion on the femtosecond timescale with high momentum resolu-
tion and atomic site specificity. The ongoing development of FEL
and photoelectron spectrometer technology promises unprece-
dented sensitivity and multimodality to dissect and correlate the
electronic and structural response to optical or lower energy
excitation, providing novel valuable insights into the many-body
response of excited systems.

2. Image-potential states

Thomas Fauster

Image-potential states are loosely bound electronic states in front
of metal surfaces (Fig. 2) [7]. They arise from the long-range image
potential of an electron screened by the charge density in the metal.
The image-potential states form a series of unoccupied states labeled
by the quantum number 𝑛 with energies 𝐸𝑛 = −0.85 eV∕(𝑛+𝑎)2 relative
to the vacuum level 𝐸𝑉 and a free-electron-like dispersion parallel to
the surface. The quantum defect 𝑎 accounts for the relative position
of the image-potential states in the projected bulk band gap [8]. The
states have lifetimes in the femtosecond range [3] and served as an
ideal testbed for investigating various aspects of 2PPE in considerable
detail. Fig. 3(a) shows a series of spectra for image-potential states on
Cu(001) for different time delays approximately normalized to the same
maximum peak height. The relative intensities change with time delay
indicating a lifetime increase with quantum number 𝑛. The maximum
of the probability density of the wave functions of the more loosely
bound image-potential states with higher quantum numbers is further
away from the surface reducing the overlap with bulk states which is
the dominating factor for decay. The decrease of the linewidth with
time delay visible for the 𝑛 = 1 image-potential state in Fig. 3(a)
can be explained by modeling the 2PPE process using optical Bloch
equations [9].

Fig. 3(b) presents time-resolved scans at the energies of the first
three image-potential states on a semilogarithmic scale. From the linear
slope the lifetime is readily obtained and increases with quantum
number 𝑛. In the scan for the 𝑛 = 3 state oscillations are visible which
riginate from quantum beats by the coherent excitation of the 𝑛 = 3

and 4 states [10]. The beating frequency allows a precise determination
of the energy difference between the two states. For higher quantum
numbers several states are coherently excited and wave packets develop
representing the transition to the classical picture of a particle bouncing
back and forth between the bulk and vacuum barrier [10].

The high dynamic range in time-resolved 2PPE spectra allows to
study scattering effects of electrons in image-potential states. The trace
for the 𝑛 = 1 image-potential state in Fig. 3(b) changes slope for
delay times larger than 400 fs to a slope similar to the one for the

𝑛 = 2 state. The explanation is scattering of electrons from the 𝑛 =
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Fig. 2. Dispersion of the 𝑛 = 1 and 𝑛 = 2 image-potential states in the projected bulk
band structure (shaded area) of the Cu(001) surface. The arrows indicate elastic (𝛾𝑛𝑚)
and inelastic (𝛤𝑛𝑚) scattering processes between image-potential states and bulk bands
(subscript 𝑏).

Fig. 3. Energy- and time-resolved 2PPE from image-potential states on Cu(001).
(a) Series of spectra for various pump–probe delays. The spectra are approximately
normalized to the same maximum peak height by the factors given at the right. (b)
Traces as a function of pump–probe delay at the energies of the 𝑛 = 1, 2, 3 image-
potential states on a semilogarithmic scale. The linear slope indicates an exponential
decay with lifetimes increasing with quantum number 𝑛.

2 state with its longer lifetime to the 𝑛 = 1 state at times when
the initial population of the 𝑛 = 1 state with a shorter lifetime has
already decayed. Such interband scattering processes can be inelastic or
4

elastic. Detailed studies showed that inelastic processes are attributed
to electron–electron scattering [11] while the elastic processes occur in
scattering by defects [12] or steps [13].

Image-potential states can be resolved on metal surfaces without
band gaps in the projected bulk band structure [14] or on semiconduc-
tor surfaces [15]. The knowledge acquired from studies on clean metal
surfaces can be transferred to adsorbate or adlayer systems relevant in
many areas of surface science.

3. Hot carrier relaxation and thermalization in graphene and
graphite studied with time- and angle-resolved photoemission

Michael Bauer

3.1. Introduction

Due to its layered structure and simple band structure, graphite can
be considered as model system for the study of hot carrier relaxation
in interaction with a two-dimensional electronic environment. With the
first unambiguous production of graphene [16], which in simple terms
can be described as a single, one-atom-thick layer of graphite, this topic
became even more interesting: a thorough microscopic understanding
of the dissipative electronic processes in graphene and its parent com-
pound can provide important insights into the unique electronic and
optical properties of this fascinating material. In particular, one is inter-
ested in the ultrafast carrier dynamics near the Fermi energy 𝐸F at the
𝐾-points (𝐻-points) of the Brillouin zone, where low-energy excitations
in graphene (graphite) resemble relativistic Dirac fermions [17,18].
In this context, all-optical time-resolved spectroscopies have in recent
years provided valuable insights into the involved mechanisms and
their relevance [19–22]. However, these techniques are indirect as they
often mix initial and final state contributions and, in particular, do not
provide momentum resolution.

In contrast, the capabilities of time-resolved photoemission enable
one to probe in an exceptionally direct way the ultrafast dynamics of
electronic excitations with energy and momentum resolution. These
techniques have ‘the potential to directly provide the out-of equilib-
rium single-particle spectral function, the statistical distribution of the
carriers, and its time evolution’ [23]. It is therefore not surprising
that time-resolved 2PPE was used to investigate the decay dynamics
of photoexcited charge carrier in graphite already shortly after it had
become an established technique in surface science [24,25]. However,
the low photon energies available in these two pioneering studies
limited the accessible momentum range to values close to the 𝛤 -point:
The time-resolved 2PPE signal only provided indirect access to the
relevant electronic states near 𝐾 most likely via quasi-elastic scattering
into the accessible momentum range.

The development of high harmonic generation (HHG) sources,
which deliver short photon pulses in the extreme ultraviolet spec-
tral range [27,28], and their combination with state-of-the-art angle-
resolved photoemission (ARPES) [29,30] considerably extended the
photoelectron kinetic energy range available for time-resolved photoe-
mission experiments. This finally made it possible to access electronic
states at the boundary of a typical Brillouin zone or even beyond [31–
34]. The first time-resolved ARPES (tr-ARPES) studies on graphene
and graphite were published in 2013 [23,35,36] and numerous other
tr-ARPES results on the dynamics of hot charge carriers in these
materials have subsequently been published. In the following, the main
experimental and theoretical findings on the different processes and
mechanisms involved in the relaxation of hot charge carriers and their
characteristic time scales are comprehensively summarized. The focus
is on how this general picture has been formed or confirmed from the

results of the various tr-ARPES studies.
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Fig. 4. Photoexcitation and carrier relaxation dynamics in graphene and graphite. (a) Illustration of the sequential steps: Optical excitation of the carrier system generates an
anisotropic non-equilibrium distribution. Carrier–carrier and carrier–phonon interactions drive the electron system towards an FD-distributed electron system (internal thermalization).
The cooling of the electron gas is due to thermalization with the phonon bath. (b) Illustration of the photoexcitation process within the Dirac cone with linearly polarized light.
The red arrow indicates the direction of polarization. The absorption of the polarized laser pulse leads to an non-equilibrium energy distribution and to an anisotropic moment
distribution due to pseudospin selection rules. (c) Carrier relaxation within the Dirac cone of graphene as probed using tr-ARPES. (a) adapted from [26], copyright IOP Publishing.
Reproduced with permission. All rights reserved, (b) courtesy of H. Beyer, (c) reprinted figure with permission from [23]. Copyright (2013) by the American Physical Society.
3.2. Results

Fig. 4(a) schematically illustrates the sequential steps of excited
carrier relaxation within the Dirac cone of graphene (and graphite)
after the absorption of a linearly polarized ultrashort light pulse in the
near-infrared to visible spectral region. The optical excitation initially
generates a non-equilibrium carrier distribution characterized by a dis-
tinct deviation from the Fermi–Dirac (FD) distribution and an angular
population anisotropy in momentum space [see Fig. 4(b)]. The latter
is due to sub-lattice pseudospin selection rules for vertical interband
transitions within the Dirac cone and can, therefore, be associated with
an (optically induced) pseudospin polarization [37]. The recovery of a
complete thermal equilibrium state within the graphene layer involves
in a first step the (internal) thermalization of the photoexcited carrier
distribution and in a further step its cooling by interaction with the
lattice until finally electronic and lattice subsystems have reached the
same temperature. Over the last two decades various experimental and
theoretical studies could provide a comprehensive and quantitatively
consistent picture on the details of the individual steps, the relevant
interactions, and the characteristic time scales. The tr-ARPES data of
graphene shown in Fig. 4(c) give an idea of how this technique could
contribute to answering these questions: It is capable of directly map-
ping the changes in the distribution of hot carriers and their relaxation
pathways within the Dirac cone in energy–momentum space.

3.2.1. Internal thermalization
Energy relaxation. The internal thermalization of the nascent carrier
distribution restores both a FD distribution and an isotropic momentum
distribution. Interestingly, the two processes are driven by distinctly
different interactions and therefore take place on experimentally distin-
guishable time scales [40,41]. The formation of the FD distribution is
governed by carrier–carrier interactions via (nearly) collinear scattering
processes along the Dirac cone, which hardly affect the momentum
distribution of the hot carriers. This process is extremely efficient,
so that non-thermal contributions in the energy distribution of the
excited carriers disappear on exceptionally short time scales. Detailed
investigations of this process therefore rely on experimental setups that
offer a time resolution in the range of 10 fs or even below. Fig. 5(a)
shows energy distribution curves as a function of time delay evalu-
ated from tr-ARPES data of graphite recorded with a 10 fs-tr-ARPES
setup [38]. The data clearly reveal the non-equilibrium character of
the hot charge carrier distribution right at time zero and its complete
disappearance within 50 fs after photo excitation. In another study (of
5

graphene) conducted with a very similar experimental setup, further
details of the involved interaction processes could be uncovered [42].
By comparing the temporal evolution of the number of conduction band
electrons and their average kinetic energy, the authors were able to
show that the initial internal energy redistribution among the excited
charge carriers is dominated by impact ionization processes rather than
Auger heating, in qualitative agreement with results of an high-time
resolution all-optical study [21].

Momentum relaxation. The isotropization of the nascent momentum
distribution relies on interactions that redistribute the charge carriers
over the Dirac cone, i.e. it relies on non-collinear interactions that
are associated with a finite momentum transfer. The most important
mechanism here is the scattering of the hot charge carriers with optical
phonons at 𝛤 and 𝐾 yielding characteristic time scales for the decay of
the momentum anisotropy (and the associated pseudospin polarization)
of several 10 fs [41]. This view has been experimentally confirmed
e.g. by polarization-dependent all-optical pump–probe studies [22].
However, the momentum resolution of tr-ARPES is required to directly
map the momentum anisotropy within the Dirac cone and its decay:
Fig. 5(b), taken from Ref. [39], shows two-dimensional momentum
maps of the carrier population in the Dirac cone of graphene at the
energy of the nascent carrier population in the conduction band at
different time delays. Near time zero (−25 and +60 fs), a momentum
anisotropy in the charge carrier distribution is clearly visible. It is
caused by the excitation with a laser pulse that is linearly polarized
along the 𝑥-direction. 175 fs after the excitation this anisotropy is not
seen any more (the lack of photoemission intensity in and near the
−𝑘x-direction does not reflect the momentum anisotropy, but is due
to photoemission matrix element effects and is also referred to as ‘dark
corridor’ [43]). Tracking the decay of the momentum anisotropy with
sufficient time resolution, a characteristic momentum isotropization
time (pseudospin decay time) of about 40 fs has been reported [44].
It should be noted, however, that also (non-collinear) carrier–carrier
scattering can to some extent contribute to the loss of pseudospin polar-
ization [26]: Experimentally, this has just recently been demonstrated
in a fluence-dependent tr-ARPES study, which showed that the decay of
the momentum anisotropy slows down, when the laser-pump excitation
fluence is reduced [45].

Interestingly, the partial decoupling of energy and momentum relax-
ation on ultrashort time scales also results in a momentum anisotropy
in the electron temperatures (as deduced from fits of FD functions to
the charge carrier distributions at different momenta within the Dirac
cone) [39,44]. This effect is quite pronounced and can lead to transient
differences in the electron temperature within the Dirac cone of up to
several 100 K.
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Fig. 5. Non-equilibrium distribution and momentum anisotropy in the Dirac cone, investigated with tr-ARPES. (a) Energy distribution curves at different delays near time zero.
The dashed lines show the results of fitting a FD function to the experimental data before time zero and 50 fs after time zero. (b) Carrier momentum distribution at the energy
of the nascent carrier distribution near time zero. The polarization of the excitation laser pulse is aligned along the 𝑘x axis. The residual signal anisotropy at +175 fs is due to
photoemission matrix elements. (a) Reprinted figure with permission from [38]. Copyright (2018) by the American Physical Society, (b) Reprinted figure with permission from [39].
Copyright (2017) by the American Physical Society.
Direct signatures of the interaction of the photoexcited carriers with
the relevant optical phonons in graphite could be detected with a tr-
ARPES setup designed with specific emphasis on energy resolution
and using a high repetition cavity-based HHG source [46]. In the
study, well-separated spectral side peaks accompanying the nascent
non-thermal peak in the electron distribution were observed. The for-
mer appear at an energy of about 165 meV below the nascent electron
peak. This value corresponds exceptionally well to the energy of the
optical phonon mode at 𝐾 relevant for the decay of the momentum
anisotropy. The side peaks are therefore indicative for intervalley scat-
tering processes from K to K’. In a combined tr-ARPES/time-resolved
Raman scattering study, it was furthermore shown that the hot charge
carriers indeed couple predominantly to the optical phonons at 𝐾. The
optical phonon branches at 𝛤 are mainly populated indirectly (delayed
by about 65 fs) via phonon–phonon coupling [47].

3.2.2. Electron–lattice thermalization
Even though momentum isotropization involves electron–phonon

interactions, yet, the electronic and lattice systems are still out of
equilibrium. The further energy and momentum exchange between
these two subsystems can in principle occur via direct coupling of
carriers to the optical phonon bath and direct coupling to the acoustic
phonon bath. Pioneering THz time-domain spectroscopy experiments
on graphite implied very early that coupling to selected optical phonons
is particularly strong as long as the hot carrier temperature exceeds
the temperature of the optical phonons [19]. This was later sup-
ported by the findings on the decay of the pseudospin polarization
discussed above. It is this process that is expected to dominate the heat
exchange between carrier and lattice system after excitation with near-
infrared or visible wavelength: The coupling to the acoustic phonon
bath is in the first instance considerably suppressed due to momen-
tum mismatch [48]. However, as first proposed in a theory work by
Song et al. [49] and confirmed experimentally in transport measure-
ments [50] and an all-optical pump–probe study of graphene [51],
the situation can be more complex in the presence of defects: Defect
centers can act as an additional source of momentum, weakening the
constraints of momentum conservation for direct heating of the acoustic
phonon bath through interaction with the excited charge carriers. At
sufficient high defect densities, this channel can even equally contribute
to the electron–lattice heat exchange speeding up the rate at which both
subsystems equilibrate. We are therefore faced with two limiting cases
describing electron–lattice thermalization in graphite and graphene,
6

Fig. 6. Cooling of the electron gas: thermalization with the lattice. (a) Schematic
representation of possible electron–phonon coupling channels for the cooling of hot
charge carriers. Supercollision (SC) scattering processes (left) allow overcoming the
intrinsic momentum imbalance 𝑞d in the direct coupling between hot carriers and
acoustic phonons (AP), where 𝑞AP is the acoustic phonon momentum. In the hot-phonon
(HP) scenario (right), coupling to the lattice involves optical phonons (OP) that decay
into low-energy APs through anharmonic coupling (green arrows) (b) Experimental
electron temperature transients for different fluences compared to fits to the data based
on a three-temperature model (dashed line: SC model; solid line: HP model).
Source: (a) and (b) reprinted figures from [35] with permission.
© 2015 by the American Physical Society.

which are schematically illustrated in Fig. 6(a): For low-defect samples
carrier–lattice interaction is almost exclusively mediated by carrier-
optical phonon interaction. The heating of the acoustic phonon bath
is finally achieved by anharmonic coupling to the optical phonon
bath. This scenario is also referred to as hot phonon assisted (HP)
process. For high defect densities the carriers couple via both channels
efficiently to the lattice. This scenario is referred to as supercollision
(SC) model to account for the promotion of heat exchange by the
defects. Through targeted manipulation of the defect density it is indeed
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possible to gradually tune between these two limiting cases [51]. Both,
P- and SC-type behavior could also be observed in tr-ARPES studies.

n a study of hydrogen-intercalated quasi-free-standing graphene a fit
f a three-temperature model to electron temperature transients [52]

evaluated from tr-ARPES data clearly showed that the carrier–lattice
thermalization occurs in a SC-mediated process [23]. In a study of
graphite (highly ordered pyrolitic graphite), a corresponding analysis
of the data showed that the heating of the lattice can only be described
consistently with an HP process [see Fig. 6(b)] [53].

3.3. Summary and outlook

Thanks to comprehensive theoretical and experimental efforts, we
have now achieved a detailed and quantitative understanding of the
microscopic processes involved in the relaxation of the nascent carrier
distribution in graphene and graphite initially generated by ultra-
fast optical excitation. As probably the most direct probe to study
electronic excitations in energy–momentum space, tr-ARPES has con-
tributed substantially to this impressive achievement. However, this in
no way means that this material class has lost its appeal as a fertile
playground for ultrafast spectroscopies. On the contrary, the many
fascinating properties of graphene in combination with flexible tuning
capabilities, e.g. in stacking 2D quantum materials on demand [54],
open up a wide range of possibilities for addressing fundamental ques-
tions in the context of light-driven and non-equilibrium processes in
low-dimensional systems. Recent examples clearly show that tr-ARPES
could and will be an indispensable tool and a key player in this concert.
These include phenomena such as the renormalization of quasiparti-
cle self-energies under nonequilibrium conditions [55,56], electronic
structure manipulation via Floquet engineering [57–59], carrier and
charge transfer dynamics in 2D homo- and heterostructures [60–62],
and light-field-driven Landau–Zehner–Stückelberg interferences [63].

4. Femtosecond solvation dynamics of Cs+ ions at solid interfaces

Uwe Bovensiepen and Karina Morgenstern

4.1. Electron transfer and solvation dynamics at interfaces

The interface of a solid electrode with a liquid electrolyte is a
fundamental problem in physical chemistry. It is characterized by the
formation of two layers of opposite polarity leading to an electrical
double layer addressed early on in the 19th century by Helmholtz [64]
by an electrostatic model of a dielectric interface. Nowadays, the com-
plexity of the problem, including microscopic interactions of the solvent
molecules, the ions, and electrode interface, is well established. In the
liquid electrolyte, diffusion of the ions is very important in addition. It
forms the foundation of various energy conversion applications which
are widely used in daily life. For an overview see Refs. [65,66].

Dedicated developments like photoelectron emission spectroscopy
operating under near ambient conditions made remarkable contribu-
tions towards a comprehensive understanding of the electrical double
layer [67]. Complementary efforts following a bottom up approach
using well established surface science techniques under ultrahigh vac-
uum conditions analyze the microscopic interactions at such interfaces
in a rather selective manner. Recent results of studies based on low
temperature scanning tunneling microscopy and non-linear photoelec-
tron emission spectroscopy with femtosecond time resolution gave very
detailed insight into the cooperation and/or competition of the local
interactions. The interfaces investigated are essentially solid structures
formed from ions and solvent molecules adsorbed at sufficiently low
temperature on single crystal metal surfaces to form stable structures.
Thereby, the surface represents the electrode and the ion-solvent ad-
sorbates the electrolyte. The adsorbed structures that exemplify the
7

electrolyte consist of ions and the solvent. In this contribution, we focus F
Fig. 7. (a) At the left, the solvated alkali cation on the metal surface is illustrated
with 𝑅M−C being the distance of the ion core to the metal surface and 𝑞 the solvation
coordinate. Optical excitation by ℎ𝜈pump induces electron transfer from the metal to the
unoccupied valence resonance of the cation. At the right, this surface is sketched as part
of a tunnel junction with an applied bias voltage in a scanning tunneling microscope.
(b) Total energy of the neutral alkali C (alkali cation C+) adsorbed on a surface of a
metal M (M− for an ionized alkali upon adsorption of a neutral alkali). The diagram
depicts the projection of a schematic two-dimensional potential energy surface along
two coordinates 𝑅M−C and 𝑞, see (a), representing the ion substrate distance 𝑅M−C and

solvation coordinate 𝑞. Femtosecond laser pulses ℎ𝜈pump and ℎ𝜈probe combined with
hotoelectron spectroscopy allow us the analysis of the population evolution on the
ultidimensional potential energy surface and of the time-dependent interaction with

he electrode surface.

n Cs+ cations on Cu(111) single crystal metal surfaces coadsorbed with
e and D2O as examples for non-polar and polar solvents, respectively.

Alkali ions on metal surfaces are widely investigated in surface
cience. Already in early investigations by Taylor and Langmuir the
ronounced lowering of the work function of a tungsten substrate upon
dsorption of Cs has been attributed to the transfer of the alkali valence
lectron to the metal substrate leaving a cation on the surface [68].
his understanding prevails for sufficiently low coverage of adsorbed
lkalis at which the mutual interaction between the alkali on the metal
urface is absent [69–73]. Upon adsorption of neutral Cs the 6s valence
lectron is transferred to the metal substrate inducing the bonding of
he remaining Cs+ cation to the metal surface. In detail, the charge
ransfer is considered to be slightly smaller than 1 e− due to back-
onation effects. In the experiments, the preparation of alkali cations
roceeds by evaporating neutral atoms from commercial getter sources
nto the metal surface on which the ionization forms spontaneously.

The charge transfer induces an unoccupied resonance in the elec-
ronic structure at the interface whose ultrashort lifetime has gener-
ted widespread interest in ultrafast surface dynamics. It appears in
wo-photon photoemission spectroscopy (2PPE) as a very pronounced
pectral feature [71,74,75].

Fig. 7(a) depicts the adsorbed cation on the metal surface with
he distance of the ion core to the metal 𝑅M−C. Optical excitation
y a photon energy ℎ𝜈pump in resonance with the Fermi energy 𝐸F
f the metal as an initial state and the unoccupied valence electron
esonance as an intermediate state in 2PPE induces electron transfer
cross the interface: M− + C+ → M + C. An electron can also be
ransferred to the ion in a tunnel junction which is part of scanning
unneling microscope as depicted at the right. The corresponding elec-
ronic excitation transiently neutralizes the ion within the lifetime of
he resonance 𝜏d. Importantly, it also weakens the ion-metal bonding,
nducing nuclear wave packet dynamics along 𝑅M−C since the final
tate is an antibonding potential energy surface [76], as illustrated in
ig. 7(b) at the left along the nuclear coordinate 𝑅 .
M−C
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In a next step, we consider a solvent coadsorbed with the alkali ions
on the surface to be similar to an electrolyte. The solvent polarizes the
environment of the alkali cation on the surface which can be described
by a rotation of the solvent dipole by an angle 𝑞 in polar solvents
like water or ammonia. In non-polar solvents the solvation coordinate
𝑞 describes the local charge redistribution in the solvent. The charge
transfer excitation in the solvated case (M− + C+)s → (M + C)s launches
a dynamics also along 𝑞. The dynamics evolves therefore along two
coordinates 𝑅 and 𝑞. It is important to realize that the excitation
starts from the stable ground state solvent coordinate 𝑞0 representing
an energy minimum of the potential energy surface (M− + C+)s. It
reaches the potential energy surface (M + C)s at an unfavored solvation
coordinate in a vertical transition, leading to an energy gain with the
evolution to 𝑞∗0 in this excited state potential. The dynamic response
along the solvation coordinate prevails, while the electron transfer (M−

+ C+)s → (M + C)s weakens the solvation since an electron is attached
to the cation, neutralizing it.

To probe the dynamics in the time domain, a second femtosecond
laser pulse is spatially and temporally overlapped with the first one. The
relative time delay of both pulses is varied to analyze the evolution as
a function of time. Such a time-dependent 2PPE experiment employs
the pump–probe concept with the advantage of a weak background
in the 2PPE signal due to its non-linear character [77]. The probe
pulse photon energy ℎ𝜈probe is chosen (i) to be below the surface work
function 𝛷 to avoid linear photoelectron emission contributions and
(ii) to obtain a favorable photoemission matrix element at such final
states only few eV above the vacuum level 𝐸vac. The experimental data
reported in this contribution was obtained by a non-collinear 2PPE
autocorrelation measurement with ℎ𝜈pump = ℎ𝜈pump = 3.1 eV which is
provided by the second harmonic of a Ti:sapphire amplifier.

From a surface science point of view, it is – more or less – obvious
that the atomic/molecular structure of surfaces is linked to the dy-
namics. It is therefore essential to provide a comprehensive analysis of
the surface structure [78]. Following earlier work [79–81], the authors
continued their collaboration on the topic of ion solvation at surfaces
presented here.

Here, we report on results obtained for one non-polar and one
polar solvent coadsorbed with Cs on Cu(111) to focus on the effect of
two qualitatively different solvents. Although non-polar solvents like
benzene and alkanes are well established, we decided to study xenon
as a non-polar solvent [82] because of its large atomic polarizability
and the expected pronounced effects. As a polar solvent, we studied
water as the most abundant one.

The experiments were performed in two different laboratories ded-
icated to low temperature scanning tunneling microscopy (STM) at
the Ruhr University of Bochum and time-resolved photoelectron spec-
troscopy at the University of Duisburg–Essen. The sample preparation
routines were coordinated between the two teams and the surfaces
prepared in the two laboratories are comparable to each other. The
Cu(111) surfaces were prepared by sputter-anneal cycles. The Cs atoms
were deposited at 𝑇 = 200K from commercial Cs dispensers (SAES
getters). STM images were recorded at 8 K; 2PPE spectra were taken
at 25 K and/or 80 K. The alkali coverage was determined by counting
the ions on the Cu(111) surface using STM and an analysis of the work
function in 2PPE [69,70]. For further details on the sample preparation,
we refer to the corresponding original publications [83–85].

4.2. Cs+/Cu(111) coadsorbed with Xe as a non-polar solvent

Xenon interacts with metal surfaces by van der Waals interaction.
The first monolayer (ML) desorbs from Cu(111) at 82 K [83]. Adsorp-
tion of Xe at a coverage 𝛩[Xe] ≤ 1ML on a Cu(111) surface with
pre-adsorbed Cs+ ions results in a carpet-like growth of Xe wetting
Cs+/Cu(111) and forming a regular hexagonal structure. As concluded
from protrusions observed by STM within and at the perimeter of Xe

+

8

aggregates on Cs /Cu(111), see Fig. 8(a), the xenon aggregates provide e
Fig. 8. STM images (a) of a Xe-Cs aggregate adsorbed on Cu(111) using a false-
color scale, tunneling current 𝐼 = 10pA and voltage 𝑉 = −25mV. The inset shows
an aggregate border at 1 ML Xe/Cu(111), 𝐼 = 44pA and 𝑉 = 7mV. (b) Original (top)
and Laplace filtered STM image (bottom) of 1 ML Xe on top of 0.16 ML Cs+/Cu(111),
𝐼 = 89pA and voltage 𝑉 = 250mV.
Source: Original figure published in Ref. [86].

Fig. 9. (a) 2PPE intensity of 1 ML Xe/0.16 ML Cs+ / Cu(111) at 𝑇 = 30K in a false color
representation as a function of 𝐸 − 𝐸F and time delay. The time-dependent energy of
the Cs 6𝑠 feature is indicated by red circles. (b) Time-dependent change of intermediate
state energy 𝛥𝐸 plotted for Xe/Cs+/Cu(111) from panel (a) and for bare Cs+/Cu(111)
using data from Ref. [87]. The respective distances 𝑅M+C and the excited state potential
energy surface 𝑈 (𝑅M+C) are determined with (red) and without (black) coadsorbed Xe.
ource: Original figure published in Ref. [86].

avorable, localized sites for the alkali ions which are as individual
ons mobile on the bare Cu(111) surface. As recognized from the center
rotrusion in Fig. 8(a), a Xe heptamer is formed when the Xe aggregate
overs an adsorbed Cs+. By adsorbing a full ML of Xe on a larger
s+ coverage 𝛩Cs = 0.16ML, a higher density of such heptamers

were generated forming a regular homogeneous superstructure which
is depicted in Fig. 8(b).

Such surfaces were analyzed by femtosecond time-resolved 2PPE
xperiments. Fig. 9(a) shows the intensity of a 2PPE intensity autocor-
elation measurement using a photon energy ℎ𝜈pump = ℎ𝜈probe = 3.1 eV
n a false color representation. The 2PPE spectrum is characterized by

pronounced resonance which originates from the above-mentioned
lectron transfer to the Cs 6𝑠 resonance on Cu(111) occurring 2.5 eV
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above the Fermi energy 𝐸F of the Cu(111) surface. From these mea-
surements two observables are extracted. First, the relaxation time of
the electron transfer resonance accounts for the electron transfer back
to Cu(111) [71]. To determine these relaxation times, we integrate the
spectrum within 200 to 150 meV. As a function of time, these integrated
intensities are characterized by a single exponential decay [68], yield-
ing relaxation times of (13 ± 3) fs and (80 ± 10) fs for Cs+/Cu(111) and
for 1 ML Xe/Cs+/Cu(111), respectively. See Ref. [86] for details. Xe
adsorption increases the relaxation time six-fold which implies that Xe
reduces the interaction strength of the Cs 6𝑠 resonance with Cu(111)
strongly. The second observable is the time-dependent energy of the
electron transfer resonance, which is depicted by open red circles in
Fig. 9(a). For bare Cs+ on Cu(111), a very similar time-dependent
energy was reported earlier [87] which is replotted in Fig. 9(b) by open
black circles. This effect was explained by an energy transfer to the
nuclear motion of Cs+ along the normal coordinate 𝑅𝐌+𝐂 [76,87] as
depicted in Fig. 7. Following Ref. [87], the time-dependent energy was
used as an input to quantify 𝑅M+C, to infer the excited state potential
𝑈 (𝑅M+C), and how it is changed by the adsorption of Xe, see Fig. 9(c)
and (d), respectively. Upon Xe adsorption, the potential minimum shifts
(4.0 ± 1.5)pm closer to the Cu(111) surface.

These experimental findings establish that upon Xe coadsorption the
electronic interaction of the wavefunction 𝛹6𝑠 of the electron transfer
resonance with Cu(111) is reduced while the ionic interaction of the
Cs+ ion core with Cu(111) is increased. These effects are explained
as follows. The Xe layer has a repelling effect to 𝛹6𝑠 away from the
metal surface, a phenomenon known from lifetime studies of image
potential states [88–90]. The presence of Xe between two Cs+ ion cores
on Cu(111) induces an effective attraction of the two ions, see Ref. [86]
for details. Similarly, it is concluded that Xe mediates an attraction
between the Cs+ ion core and the Cu(111) surface. Essentially, this
study showcases the importance of the Coulomb interaction in the
context of Xe coadsorption where the electron cloud of the Xe atoms has
an attractive interaction with the positive ion core of the cation while it
repels the electronic wavefunction of its excited state. It is important to
emphasize that this behavior is specific for the metallic surface. In the
gas phase, the Cs+-Cs+ repulsion is much larger than the energy gain
induced by the presence of Xe. On the metallic surface, the Cs+-Cs+
epulsion is reduced an order of magnitude and, then, the attractive
nteraction mediated by Xe becomes dominant [86].

.3. Cs+/Cu(111) coadsorbed with D2O as a polar solvent

As an example for a polar molecular solvent, we analyzed water
2O coadsorbed with Cs+ on Cu(111). Water is very important in

ife in general. Metal–water interfaces are key in electrochemistry and
challenging model system for liquid–solid interfaces, as introduced

bove in the context of the electrical double layer. The key questions we
arget in this work is how water modifies the interactions at the alkali–
etal interface. We follow the same scientific approach presented in

ection 4.2. To analyze the structure on a molecular and atomic level,
e use low temperature STM; to study the dynamics of electronic
henomena, we use femtosecond time-resolved 2PPE. Here, we show
hat it is very important to have access to such complementary insights
n order to develop a comprehensive understanding.

Fig. 10 shows in panels (a) and (b) STM images for lower and
igher numbers of water molecules per Cs+ on Cu(111). Panel (a) is
haracteristic for the initial hydration of the surface exhibiting inho-
ogeneous structures. At the left side unperturbed, regularly ordered
s+ ions are found as for bare Cs+/Cu(111), shown in the inset. In other
arts, considerably larger protrusions are present as indicated, e.g., by
he black circle. Increasing the water coverage to approximately 10
ater molecules per Cs+ ion, see panel (b), the surface appears more
omogeneous although the lateral particle size varies considerably. We
ssign it to a variation of the number water molecules attached to
9

n ion. Upon increasing the temperature to 50 K the particles become
Fig. 10. Scanning tunneling microscopy of Cs+ ions coadsorbed on Cu(111) with
D2O. (a) Initial hydration; circle surrounds some of the larger clusters. Inset: bare
Cs+/Cu(111). (b) STM image of hydration at approximately ten D2O molecules per Cs+
ion. (c) Ten D2O molecules per Cs+ ion annealed at 50 K for 15 min. (d) STM image of
a coverage similar to (c), Laplace filtered on a false-color scale. Tunneling parameters:
(a) 𝑉 = −250mV, 𝐼 = 10pA; (b) 53 mV, 7.5 pA; (c) 40 mV, 7.5 pA; (d) 100 mV, 10
pA.
Source: Original figure published in Ref. [84].

more mobile and forms larger clusters, see Fig. 10(c). Panel (d) depicts
similar data on a false color scale and spatially enhanced. Based on cal-
culations of the interaction energies among different water molecules,
between the ion and water, and the metal and the ion, we conclude that
hydrogen bonds between water and water–ion interaction compete on
the metal surface for the rather large Cs+ ion. As a result, typical bulk
solvation structures, in which the solvent molecules arrange around the
solute, differ on the Cu(111) surface. Since the water–water interaction
is dominant, the ion cores are surrounding the water constituents, a
situation which we term ‘‘inside-out’’ solvation of Cs+ on Cu(111) [84].

In order to analyze the electron dynamics at these interfaces, we
prepared such surfaces at 𝑇 = 80K and investigate the static, unoccu-
pied electronic states as a function of the number of water molecules
per Cs+ which we term 𝜌. The water coverage was determined by
thermally programmed desorption experiments and the alkali coverage
was concluded from the change in work function. The ratio of these
two quantities determines 𝜌, see Ref. [84]. Since these two meth-
ods provide spatially averaged information, 𝜌 is a spatially averaged
quantity as well. In 2PPE spectroscopy, we distinguish two spectral
signatures which coexist for 2 < 𝜌 < 4. The one signature at higher
energy, i.e., further from the Fermi energy of Cu(111) 𝐸F, is attributed
to bare Cs+/Cu(111) sites, c.f., Fig. 10(a). The second signature is
300 meV lower in energy and originates from sites with D2O attached to
Cs+/Cu(111); see Ref. [84] for details. These spectral features represent
an electron transfer across the interface to the Cs 6𝑠 resonance in a
different environment. Following the methodology presented for the Xe
coadsorbed to Cs+/Cu(111), see above, time-resolved 2PPE was used to
determine the electronic relaxation time and the energy transfer rate.
For D2O coadsorption, time-resolved 2PPE experiments were performed
as a function of 𝜌.

Fig. 11 depicts in panel (a) the 2PPE intensity autocorrelation
integrated within 1 eV energy width in order to include the electronic
states at all energies which are transiently populated in the electron
transfer process. See Ref. [85] for details. The autocorrelation traces
for different 𝜌 group into three different coverage regimes. The fastest
relaxation is observed for 𝜌 = 0; 0 < 𝜌 < 2 exhibit identical dynamics

with slower relaxation, and the data for 3 < 𝜌 < 7 show the same
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Fig. 11. The energy-integrated and time-dependent intensity of the 2PPE autocorrela-
ion for different coverage ratio 𝜌 is indicated by different symbols. 𝜌 = 0 is a reference
easurement for bare Cs+/Cu(111) without coadsorbed water. Lines are the results

f modeling the single-exponential decay with relaxation time 𝜏 convoluted with a
aussian to describe the autocorrelation of the UV laser pulses. The gray line describes

he data for 𝜌 = 1.0, and the black line for 𝜌 = 3.5. The color of further lines indicates
according to the legend. (b) Time-dependent energy transfer from the electronic to

he nuclear degree of freedom determined from the energy shift of Cs 6s resonance in
he time-resolved 2PPE spectra for different coverage ratios 𝜌. Data for negative and
ositive 𝑡 are averaged. The vertical error bars indicated for 𝜌 = 3.6 are representative
or all 𝜌. (c) Filled black circles represent the relaxation times (left axis) as a function
f 𝜌 determined by the single-exponential decay fit to the data in (a). The value at 𝜌 = 0
s a reference value representing the chosen data analysis by exponential decay times.
pen symbols in red depict the energy transfer (right axis) of the Cs 6s resonance to
uclear motion taken from the data shown in (b) at a time delay of 210 fs .
ource: Original figure published in Ref. [85].

ecay which is the slowest among the three intervals. All these autocor-
elation traces indicate single exponential relaxation dynamics which
roadens the autocorrelation traces at normalized intensities below 0.6.
he corresponding exponential relaxation times were determined by
itting the autocorrelation traces using a Gaussian as the laser pulse
utocorrelation function convoluted with a single exponential decay.
he 2PPE autocorrelation traces indicate that the relaxation times
haracterizing the electron transfer process from the ion on top of the
urface back to the metal substrate group into three different relaxation
egimes with characteristic times 𝜏 for the three different intervals of
: 𝜏 ≃ 60 fs for 3 < 𝜌 < 7; 𝜏 ≃ 40 fs for 0 < 𝜌 < 3, and 𝜏 ≤ 24 fs for 𝜌 = 0.
he exact values are given in Fig. 11.
10
This observation indicates that the dynamics of energy transfer
epends on the number of solvent molecules such that a larger 𝜌 results
n a weaker and slower energy transfer. Considering that we observe
or 0 < 𝜌 < 3 a larger and faster energy transfer to the solvent

than for 3 < 𝜌 < 7, we conclude that the larger 𝜌, which implies
more water–water interaction known already to be decisive for the
static solvatomer structure, hampers the dynamic energy transfer to the
solvent. The hydrogen bonding water–water interaction has been found
in calculations of the actual solvatomer structures on Cu(111) to set in
at 𝜌 = 4, see Ref. [85] for details. Therefore, we explain the delayed
and reduced energy transfer to the solvent observed in Fig. 11(c) for
3 < 𝜌 < 7 by hydrogen bonding among the water molecules. It limits the
molecular rearrangement along the solvation coordinate 𝑞 and delays
the solvent response to charge transfer, c.f., Fig. 7.

Clearly, the three coverage regimes in the energy transfer dynamics
occur in both dynamic observables, the relaxation time and the en-
ergy transfer, as shown on both ordinates in Fig. 11(c). This finding
raises the question of the microscopic origin of the identified step-
like coverage dependence between 𝜌 = 2 and 4. A detailed analysis
of the probability that clusters of a particular size are formed was
done in a STM experiment under Cs+ excess. The most abundant
clusters, occurring with 89% probability, are assigned to one water
molecule attached to Cs+. The second most abundant species, 11% of
the clusters, consist out of three water molecules per Cs+. Clusters with
two water molecules were not identified [85]. The step in the dynamics
as a function of coverage ratio is therefore originating microscopically
from the fast response assigned to clusters which consist of one water
molecule attached to a Cs+. The slower response is associated with
clusters containing three water molecules attached to one Cs+.

This overview has presented recent results of the correlation of
structure and dynamics in the solvation dynamics of Cs+ coadsorbed
on Cu(111) with polar and non-polar solvents. In the following, we
discuss concepts to generalize these studies to further ions and solvents,
including metal–liquid interfaces.

4.4. Perspective

These studies showcase the close correlation of microscopic struc-
ture and ultrafast dynamics that is characteristic for such ion-solvent
structures on surfaces. For a more comprehensive study, an analysis
of the solvation dynamics of anions adsorbed on metallic surfaces in
the presence of a solvent is desired. Such adsorbed anions are formed
by the adsorption of halogen atoms on metal surfaces, conceptually
very similar to the work reported in this contribution. However, the
corresponding charge transfer resonances represent hole transfer and
occur, therefore, several eV below the Fermi energy of the metal
surface [91]. For the STM studies the analysis of hole transfer is straight
forward by a change of the sign in the bias voltage, see Fig. 7. For
the time-resolved photoelectron emission spectroscopy the analysis of
hole transfer is, on the contrary, a fundamental challenge. The hole
excitation has to be distinguished from the large number of photo-
electrons emitted in linear photoemission stemming from the metallic
substrate which is an experimental challenge. Recent developments,
which exploit high harmonic generation in noble gases in time-resolved
photoemission experiments [30], might facilitate such experiments in
combination with sophisticated spectrometers that detect small pump-
induced changes on a large background [92]. A further expansion of the
experimental approach to molecular ions, differing from the elemental
ions in their symmetry, charge state, and charge distribution might aid
the fundamental understanding of a broader range of electrolytes.

In our study, we established that solvation and electron transfer
dynamics of polar and non-polar solvents occur on very similar time
and energy scales. The example of Xe as a non-polar solvent was chosen
specifically due to its large atomic polarizability as a heavy noble gas
atom with 𝑍 = 54. It is therefore a fundamentally interesting question
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whether more typical non-polar solvents like benzene with 𝑍 = 42
exhibit similar electron transfer and solvation dynamics.

Under ambient conditions, which are highly relevant for energy
conversion applications, the investigated structures are thermodynam-
ically instable. Nevertheless, we expect that similar structural [72]
motifs occur in electrolytes as thermal fluctuations on time scales which
are orders of magnitude slower than the ultrafast electron transfer
times. In this context, our fundamental investigations demonstrate that
under ambient conditions no single and well-defined electron transfer
time is existent that no single and well-defined electron transfer time
exists under ambient conditions. Rather a manifold of transfer times
which are determined by the transient fluctuating structural motifs at
metal–electrolyte interfaces are to be expected.
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5. Ultrafast dynamics of photostationary states in time-resolved
photoemission

Julia Stähler and Lukas Gierster

5.1. Motivation: Steady state = ground state?

A great advantage of time-resolved photoelectron spectroscopy
(PES) compared to optical techniques is the measurement of absolute
binding energies and sensitivity to excited state populations that are not
connected to optically allowed transitions from the ground state, as e.g.
triplet states. PES is also surface sensitive, which is not the case for lin-
ear optical probes. In both spectroscopic techniques, large backgrounds
resulting from stationary responses often complicate the detection of
photoinduced spectral changes or modulations. To circumvent these
issues, optical spectroscopists commonly measure differential time-
resolved signals [93–95], e.g. using lock-in amplifiers. In the case of
time-resolved PES, the photoelectron yield at a given energy (and
momentum) is detected for a certain time delay. If the time-dependent
modulation of the signal is too low compared to the steady state
background to be recognized in a reasonable data representation, a
common approach is to subtract the ‘‘negative delay spectrum’’ from
the whole data set [96–100]. This procedure is based on the assumption
that the signal at negative delays shows no correlation between pump
and probe laser pulses1, i.e. reflects the ground state response of
the sample. For typical laser repetition rates in time-resolved PES in
the kHz to MHz ranges, this translates to the assumption of excited
state lifetimes significantly shorter than μs or ns. As, historically,
time-resolved PES was initially primarily applied to metal surfaces
or to alkali/metal or rare gas/metal systems [77,96,101–106], this
assumption was absolutely justified. In the last decades, however, the
investigated systems became more complex: molecular adlayers [98,
107–109], semiconductors [110–119], topological insulators and many
more system types (see [120] and references therein) were investigated,
demanding to revisit the assumption of excited state lifetimes shorter

1 In the case of 2PPE, depending on the system and photon energies applied,
he so-called ‘‘probe’’ pulse may also serve as a pump and induce dynamics
owards negative delays. In this case, the negative-delay spectrum used for
ubtraction is usually originating from large negative delays.
11

(

than ns or μs if the ‘‘negative delay spectrum’’ is supposed to be
subtracted as a background.

In this contribution, we show that – to our experience – the presence
of long-lived states with lifetimes exceeding the inverse repetition rate
of our 200 kHz laser system (i.e. 5 μs) is rather the rule than the excep-
tion. Among other phenomena, we observed trapped electrons [121–
124], defect [125–127] and charge transfer excitons [128] as well as
polarons in previous studies. The long lifetimes of these quasiparticles
range from μs to several minutes and lead to photostationary signals
in the steady state spectra. In other words, the time-dependent signal
observed is actually often related to dynamics created by photoexci-
tation of an excited rather than the ground state, which needs to be
considered when interpreting correlated signals on ultrafast timescales.
We demonstrate simple tests for long-lived states and encourage critical
examination of past and future works, as a startlingly large number of
80 % of the samples investigated in our group in the past 15 years
exhibited photostationary states.

The following collection of very different examples for long-lived
excited states is picked, on the one hand, to illustrate the breadth of
material systems exhibiting such feature and, on the other hand, to
highlight the scientific relevance of stationary states that do not equal
the ground state of the system: photostationary states of matter have
significant impact on various physical and chemical properties, rang-
ing from the reactivity of water clusters to photoinduced insulator-to
metal-transitions.

5.2. Frozen hot electrons

The first observation of, at the time, ‘‘extraordinarily’’ long-lived
states using time-resolved 2PPE spectroscopy is part of the PhD work of
Cornelius Gahl, who investigated the transfer and solvation dynamics
at D2O/metal interfaces [129] under the guidance of Uwe Boven-
siepen in the group of Martin Wolf. They initially found that after
electron injection into the conduction band of amorphous ice, electrons
localize dynamically in the aqueous environment and are stabilized
by polarization of the surrounding molecular environment [130]. Be-
ing localized right in front of a metal surface, the non-equilibrium
electron population decays on sub-ps timescales with decay constants
initially dominated by the electronic structure of the metal substrate
and later strongly influenced by the screening of the amorphous ice
environment [131]. The dynamics, however, change dramatically upon
crystallization of the amorphous ice: while electron injection still occurs
via a delocalized state in the molecular adlayer, electrons are trapped
at pre-existing orientational defect sites accompanied with an abrupt
energy loss of more than 1 eV and a lifetime on minute timescales
(cf. scheme in Fig. 12a). While, retrospectively, understanding of the
2PPE spectra may be straightforward now, the observation of a very
dominant spectral signature (e𝑇 ) that vanished when the probe pulses
hit the sample (cf. Ref. [129]) was very puzzling at the time. Gahl
verified the astoundingly long lifetime of the excited state eT by laser
ulse duration-dependent measurements and developed the pump-wait-
robe scheme (details below) to quantify the decay on macroscopic
imescales. Among other findings, he discovered that the energetic
tabilization of the trapped electron signal has not yet reached equi-
ibrium, even minutes after the initial excitation (cf. Fig. 12b) and can
e accelerated at higher temperatures (cf. Fig. 12c).

In later years, it turned out that, what appeared to be a peculiarity
f crystalline ice, is a general phenomenon for frozen layers of com-
on polar solvents: also thick amorphous ice layers [122], as well as

ammonia (NH3) [121,132] and dimethyl sulfoxide (DMSO) [123,124]
adsorbed on Cu(111) show not only electron solvation dynamics on
ultrafast timescales, but also electron trapping. The trapped electron
state e𝑇 shows, for all these systems, lifetimes on the order of several
econds up to minutes. In all cases, it was determined using the pump-
ait-probe scheme depicted in Fig. 13: initially, a train of laser pulses
pump) creates a photostationary population of the trapped electron



Surface Science 753 (2025) 122631M. Aeschlimann et al.

T
S

s
t
f
t
t

s
o
t
c
w
s
s
m
t
e
r

5

q
l
m
m
a
c
t
r
v

s
o

Fig. 12. Electron trapping in polar solvents on metal surfaces. (a) Illustration of the
elementary steps: photoexcitation leads to charge injection into the adsorbate layer,
followed by ultrafast electron trapping at pre-existing potential minima. As electron
back transfer is suppressed, the trapped electrons e𝑇 can undergo further stabilization
on macroscopic timescales. (b) Stabilization dynamics and population decay on minute
timescales of trapped electrons in D2O/Cu(111), adapted and modified from [129]. (c)

emperature-dependent stabilization of trapped electrons in D2O and NH3 crystallites.
ource: Adapted and modified from [121].

tate that results from the population and depopulation probabilities of
he pump photons. Subsequently, the sample is left in darkness (wait)
or the desired, macroscopic time delay, and, finally, another laser pulse
rain with a different photon energy (probe) samples the remainder of
he e𝑇 population.

While some features of the trapped electrons differ for the three
olvents, as for instance the exact lifetime (few to hundreds of seconds)
r exact intermediate state energy above the Fermi level, the electron
raps are localized at the solvent molecule–vacuum interface in all
ases, and the long lifetime is rationalized by a strong suppression of its
ave function overlap with the (unoccupied) states in the metal sub-

trate by molecular screening and solvation that lead to a polaron-like
tate. The long lifetime and localization at solvent crystallite surfaces
ake these trapped electrons ideal precursors for catalytic reactions

hat drive processes like dissociative electron attachment [132], the di-
lectron hydrogen evolution reaction [122], or the oxygen reduction
eaction [124].

.3. Metastability, photodoping, and hidden phases

Beyond electron capture at pre-existing trapping sites, also other
uasiparticles exhibit lifetimes of μs or longer. The reasons for the long
ifetime can be manifold: for instance, electron–hole recombination
ay be spin- or optically forbidden and energy or momentum release
ay be hindered due to a lack of appropriate scattering partners

nd suppressed coupling. Exciton lifetimes, for example, are signifi-
antly enhanced when they relax to the triplet state or localize due
o defects or dopants [133]. In the case of ZnO, defect excitons (DX)
esult from the photoexcitation of deep donor levels, likely oxygen
acancies, just above the valence band maximum (cf. Fig. 14a) [126].
12
Fig. 13. Pump-wait-probe scheme for the detection of dynamics on macroscopic
timescales. Pump: a train of pump laser pulses (blue) builds up a photostationary state.
Wait: The sample remains in darkness and the electron population (red, top panel)
decays. Probe: a train of probe laser pulses (orange) emits the remaining electron
population. Center and bottom panel adapted from [121].

Electrons populate a bound exciton state in the Coulomb potential of
the localized photohole and, as expected from previous 2PPE work on
semiconductors [111], exhibit the flat dispersion of their initial state
(cf. Fig. 14b). In this particular case of n-type ZnO, the DX binding
energy is sufficiently large to shift this non-equilibrium electron state
below the Fermi level. As a consequence, the electrons do not have any
relaxation channel except for recombination, as all adjacent electronic
levels are occupied. The result is a μs lifetime that is reflected in a
DX intensity that varies as a function of laser repetition rate 𝑅 as
shown in Fig. 14c. Note that, as shown in the inset, ca. 50 % of
the photostationary DX population is affected by the repetition rate
variation and, thus, the remaining 50 % exhibit an even longer lifetime.

Photostationary spectral signatures like the DX are easily missed in
time-resolved PES, as they appear at energies below the Fermi energy
and can be mistaken with states that are occupied in equilibrium. For
the particular case presented above, the peak could for example be
interpreted as an occupied shallow donor-type defect level that can
be ignored when interpreting the ultrafast dynamics at higher energies
above 𝐸F. However, depending on their density, photostationary states
can have significant impact on the sample’s properties, both, (i) in
the metastable state long after photoexcitation and (ii) on ultrafast
timescales as discussed in the following.

Per definition, photostationary states only occur out of equilibrium.
If they alter the material properties as, e.g. the sample conductivity,
their density can, in addition, become the relevant state quantity for a
phase transition. Any phase transition driven by photostationary states,
thus creates a phase that has no equivalent in the equilibrium phase
diagram or, in trendy terms, is a ‘‘hidden phase’’ or a ‘‘new state of
matter’’.

For the particular case of ZnO, we could show that the photoin-
duced enhancement of the DX density can lead to the transition to a
metallic phase, both in the (i) metastable, photostationary state and
on (ii) ultrafast timescales [125,126]. Due to the similarity of DX
and shallow donors, enhancement of their density leads to the forma-
tion of a metallic state by the same mechanism originally introduced
by Mott [134] for chemical doping and illustrated in Fig. 14e: at
ufficient (photo−)doping density, the electron wave functions start
verlapping, and a delocalized, metallic ‘‘impurity’’ band is formed.
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Fig. 14. Long-lived defect excitons (DX) drive an insulator-to-metal Mott transition. (a) Energy level alignment at the ZnO surface. (b) Angle-resolved PES of localized DX shows
a flat dispersion. (c) The DX intensity depends on laser repetition rate due to population dynamics on μs timescales, which is also reflected in work function variations (inset). (d)
Photoexcitation leads to the ultrafast generation of a surface metal that shows (f) a nearly free electron dispersion. The mechanism is the photoinduced analogue of the chemical
Mott transition illustrated in (e). Panel (c), (e) adapted and modified from [126]. (b), (d), (f) adapted and modified from [125].
he ultrafast Mott transition in ZnO (cf. Fig. 14d and f) occurs for
xcitation densities above a remarkably low critical fluence of 𝐹C =
3.6 μJ cm−2 [125] compared to photoinduced phase transitions in
orrelated materials [135–138] and decays on a 100 ps timescale to a
emiconducting phase of ZnO with a photostationary DX density below
hreshold.

This example highlights the severe impact of long-lived states on
ot only studies using time-resolved photoelectron spectroscopy, but
ltrafast techniques using highly repetitive light sources in general:
s soon as densities of photostationary electronic states become suf-
iciently large, their localization will collapse and has the potential to
hange the electronic structure near 𝐸F significantly.

.4. Predictions and surprises

As mentioned above, various sources for long-lived excited states
re imaginable and, beyond trapped electrons in polaron-like states
cf. Section 5.2) and DX in intrinsically defect-rich metal oxides (cf.
ection 5.3) discussed above, it is straight-forward to predict long
ifetimes for exciton triplet states in organic compounds. Their decay
ynamics are naturally difficult to observe, as the direct transition to
he ground state is optically forbidden and phosphorescence photon
ounts low [139]. Time-resolved photoelectron spectroscopy of triplet
tates is possible [100], however if the triplet lifetime exceeds the
nverse repetition rate of the laser system, its determination requires
rocedures beyond ordinary pump–probe experiments as described
bove.

In the case of the spirobifluorence derivative SP6 (2,7-bis(biphenyl-
-yl)-2‘,7‘-ditertbutyl-9,9‘-spirobifluorene, inset in Fig. 15a), the elec-

tronic level of the triplet state is not directly probed in 2PPE [140].
nstead, a spectral signature A is observed that does not show any
pectral shift as a function of photon energy, but exhibits dynamics on
s-timescales as a function of repetition rate (cf. Fig. 15b). We could
emonstrate that these peculiar properties originate from autoioniza-
ion in the SP6 film that is driven by triplet–triplet annihilation (TTA)
s illustrated by the scheme in Fig. 15a: after photoexcitation, the
P6 molecules undergo intersystem crossing (ISC) to the triplet with
time constant of 240 ps [141]. The remarkably long intrinsic triplet

ifetime of 100 ms allows for energy transfer between triplets within
Dexter radius of 1.3 nm. As the excited state energy of the triplet is

arger than its binding energy, this Dexter energy transfer results in
13

lectron emission, which is independent of the photon energy used.
Fig. 15. Autoionization of organic SP6 molecules by TTA. a) Background subtraction
procedure and SP6 molecule. Inset: TTA scheme. b) Repetition rate-dependent spectra
unveil dynamics on μs timescales related to TTA.
Source: All panels adapted and modified from [140].

The quantum yield of this process shows a clear excitation density
dependence that cannot be rationalized by traditional pump–probe
photoelectron emission [140].

It is important to note that the spectral signature A could have,
due to the absence of dynamics on ultrafast timescales, easily been
accidentally erased from the data set by subtraction of the negative
delay spectrum. Even if it had been identified as an excited state of
the system, the lack of ultrafast dynamics and absent photon energy
dependence could have led to an assignment to a final state as well.
Lastly, this example shows that the μs decay dynamics observed in
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repetition rate-dependent experiments do not have to reflect the actual
excited state lifetime (here 100 ms).

All examples of long-lived excited states given above show dy-
namics on timescales clearly exceeding the ultrafast regime. Their
lifetime was, if sufficiently long, either determined by pump-wait-
probe experiments [121–124,129] or by examination of the repetition
ate dependence of the photostationary state intensity [126,140] in
ombination with fluence dependent experiments and modeling. The
nderlying assumption is that the probabilities of photoinduced excited
tate population and depopulations by photoemission and population
ecay determine a stationary, average population of the excited state
for a detailed discussion see, e.g. Refs. [122,129]).

It is quite tempting to assume that a photostationary signal, which
hows a superposition of the μs- to minute-dynamics probed by up
o millions of laser pulses does not show any dependence on the
ump–probe time delay. In this case, subtraction of the negative delay
pectrum unveils, as in the absence of long-lived excited states, the cor-
elated signal of a pump–probe laser pulse pair on ultrafast timescales,
hich may [123] or may not [140] show the formation dynamics of the

ong-lived species. However, recently, we could demonstrate that the
ssumption of a pump–probe delay-independent photostationary state
s not always valid [128]. If the probe laser pulse has a sufficiently
arge impact on the limiting value of the photostationary, excited state
opulation as illustrated by the inset of Fig. 16, the photostationary

state of each particular, ultrafast pump–probe time delay may differ.
The surprising and counter-intuitive result is the observation of ultra-
fast dynamics of photostationary signals as is the case for the 100 ps
formation of μs-lifetime hybrid excitons at the organic/inorganic hybrid
nterface of p-quinquephenyl-pyridine (5P-Py) molecules on ZnO(10-
0) (cf. Fig. 16, [128]). In this particular case, the long-lived excited

state is populated via a precursor state with a hybrid exciton formation
time of 100 ps. When the probe laser pulse interacts with the sample
during this lifetime of the precursor state (gray, Fig. 16), it reduces
the population that can eventually transfer into the hybrid exciton
state. This creates a ps-delay-dependence of the photostationary state
intensity.

The above described observations show that not all time delay-
dependent spectral changes have to result from pump-induced dynam-
ics monitored by the succeeding laser probe pulse. It is, therefore, very
important to examine ultrafast dynamics observed in time-resolved
photoemission studies carefully: ultrafast dynamics that are monitored
traditionally using pump–probe laser pulse pairs separated by an ultra-
short time delay must be disentangled from delay-dependent changes
of a photostationary state. The latter always are a product of a sequence
of events occurring on multiple timescales that needs to be understood
before interpretation. This is even more relevant for time-resolved
experiments in the few-eV photon energy range, as it is here a priori
not clear, which photons (pump or probe) are responsible for the
photoemission step [128].

5.5. Discussion and conclusions

The above collection of time-resolved PES experiments illustrates
that various different types of excited states may exhibit lifetimes
exceeding the inverse of typical light source repetition rates. Depend-
ing on the type of long-lived quasiparticle, their presence can cause
very different properties of the photostationary state in terms of, for
instance, reactivity, conductivity, and spectral properties. Actually, in
some cases it is only the long lifetime and build-up of a photostation-
ary population that enables the investigation of minority species that
could not be studied otherwise. Their impact on the properties of the
investigated system can still be major as is the case for electron-driven
chemistry [122,132], highly efficient carrier production in TTA [140],
and photoinduced transitions to so-called hidden phases [125,126].

Unfortunately, such long-lived excited states are easily missed or
14

isinterpreted when examining time-resolved PES data as discussed
Fig. 16. Ultrafast dynamics of photostationary states: the steady state population 𝑛∞

of a photostationary state can depend on the pump–probe time delay (inset), as is the
case for the ps-build-up of hybrid excitons at the 5P-Py/ZnO interface (main).

above. As far as our experience goes, however, they are quite abun-
dant, and easily identified by the enquiring eye. Although the sample
selection of our group clearly is not statistically relevant, we emphasize
that more than 80 % of the investigated systems in the group showed
some form of photostationary signal. This astounding abundance makes
it advisable to always test for long-lived states with lifetimes exceeding
the inverse repetition rate of the laser system, in particular in time-
resolved PES experiments performed at high kHz to MHz repetition
rates.

The first and easiest test for photostationary states is the compar-
ison of the ‘‘negative delay spectrum’’ to a probe-only spectrum. If
a long-lived state is created, the pump beam will modify the probe-
only spectrum at negative pump–probe delays, i.e. when the pump
arrives after the probe beam in the repetitive laser excitation. Beyond
the photostationary population itself, accompanying, unusual dynamics
near the secondary cut-off that are resulting from the change of surface
dipole due to charged or dipolar long-lived states near the surface
may be observed [126]. More sophisticated analyses as repetition rate
dependencies (for states with lifetime on the order of the inverse
laser repetition rate), pump-wait-probe experiments (for very long-lived
states), but also fluence- and photon energy dependencies can follow
in order to understand the stationary state that sets the stage for the
ultrafast spectroscopy.

In conclusion, long-lived excited states may occur in very different
settings: in the absence of decay and/or energy loss channels, the pres-
ence of defect or dopant sites as well as strong polaronic responses that
stabilize excited states. Due to their lifetime, the stationary state during
time-resolved experiments does not equal the ground state. This may
have grave consequences for the non-equilibrium dynamics occurring
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on ultrafast timescales and should be considered when interpreting
time-resolved experiments.
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6. Time-resolved momentum microscopy of 2D materials: Ultra-
fast dynamics of bright and dark excitons

Jan Philipp Bange, Marcel Reutzel, and Stefan Mathias

6.1. Introduction

An exciton is a charge neutral compound-particle made out of a
Coulomb-bound pair of a negatively charged electron and a positively
charged hole. Excitons are characterized by their quantum number,
binding energy and Bohr radius, they are observed in semiconductors,
and can, in the simplest case, be described in a two-band model
without momentum offset: Here, the single-particle electron- and hole-
components are positioned in the conduction band minimum and the
valence band maximum, respectively [Fig. 17(a)], building up the two-
particle exciton wavefunction. Such excitons are termed to be optically
bright because of their high oscillator strength, making them directly
accessible in photoluminescence experiments, as has been shown in
groundbreaking experiments on exfoliated monolayer transition metal
dichalcogenides (TMDs) [142–146]. However, the single-particle elec-
tronic structure of two-dimensional (2d) TMDs is much more compli-
cated than can be captured in a simple two-band model, and exhibits
various high symmetry points with band maxima and minima in the
hexagonal Brillouin zone, as illustrated in Fig. 17(b). These band ex-
trema in the electronic structure of the TMDs lead to a more complex
exciton landscape beyond the picture of momentum-direct transitions
in a two-band model. For example, in monolayer WSe2, an electron in
the conduction band at the Q (also called 𝛴) valley and an electron
in the valence band at the K valley can form a momentum-indirect
exciton [147–153]. A direct excitation with light as well as a direct
electron–hole recombination with emission of a photon is then, due to
the momentum off-set of electron and hole, prohibited. Hence, such a
state is called a dark exciton state.

For a complete understanding of the semiconductor’s optoelectronic
properties, it is thus crucial to capture the formation and thermalization
dynamics of not only the bright, but also the dark exciton states.
In the following, we will summarize how time-resolved momentum
microscopy [154,155] – a new variant of time- and angle-resolved
photoelectron spectroscopy [30,103,120,156] – has evolved into a key
experimental tool that is capable of providing such information, using
mono- and heterobilayer TMDs as an example.

6.2. Femtosecond momentum microscopy from exfoliated van-der-Waals
materials

Time-resolved momentum microscopy experiments can be per
formed at free-electron-lasers [157] and in table-top laboratory ex-
periments [55,92,158–164]. Here, we will focus on the latter setup,
which combines a multidimensional photoelectron detector with a
laser-driven high-harmonic-generation (HHG) beamline operating at
repetition rates larger than 100 kHz. The HHG beamline routinely
provides photons with energies between 20 eV and 70 eV, which is
sufficient to probe the K-points in 2d van-der-Waals materials [30,34,
165,166].
15
Fig. 17. Exciton landscape in TMDs. (a) Two-band model of excitons with electron in
conduction band and hole in valence band. (b) Bright and dark exciton landscape in
TMDs.
Source: Figure adapted from [152].
© 2018 by the American Physical Society.

Fig. 18. Excitons in time-resolved momentum microscopy. (a) Photoelectron spectrum
of monolayer WSe2. Image reprinted from [160] with permission from AAAS. (b)
Momentum–momentum cut of the exciton landscape of monolayer WS2.
Source: Image reprinted with permission from [162].
© 2021 American Chemical Society.

The working principle of the momentum microscope is detailed
in Refs. [167,168] and also in the present collection in the article
by Elmers and Schönhense. Here, we emphasize that, because of its
microscope-type working principle, it allows to perform photoemis-
sion experiments on exfoliated 2d materials in a region-of-interest of
<100 μm2 [160,162,169]. Moreover, it is possible to perform time-
resolved photoemission spectroscopy experiments with simultaneous
sub-micron-scale spatial resolution by combining the experimental
scheme with dark-field imaging techniques [170].

6.3. Photoemission fingerprints of excitons

Fig. 18(a) depicts a cut through a 3d data set [𝐼(𝐸, 𝑘x, 𝑘y)] along
the high-symmetry direction 𝛤 -Q-K for a monolayer of WSe2. This data
was measured in a seminal work by Madéo et al. at a pump–probe
delay of 0.5 ps [160], and nicely illustrates the appearance of excitonic
signals in the photoemission spectrum. By plotting the photoemission
intensity in colorscale, the occupied valence bandstructure is visualized
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for energies of 𝐸 −𝐸VBM < 0 eV. Very noticeable is a single band with
igh spectral weight at the 𝛤 -point, and, with much lower spectral

weight, the higher-lying valence band maxima at the K-points, being
indicative for the presence of a monolayer WSe2 [171]. The splitting of
he band at the K-points due to spin–orbit coupling is also visible and
s highlighted by the dashed theory lines. To study excitons, a pump
ulse of ℎ𝜈 = 1.72 eV has been applied, which is resonant to the bright
1s exciton located at the K-point in the WSe2 monolayer. During the
hotoemission process, excitons break up and the electron part of the
xciton is detected above the valence band maximum inside the single-
article band gap (dashed theory lines) [111,155,172–174]. Therefore,
he photoemission spectral weight at the K-point stems from the break-
p of optically bright A1s excitons and the detection of the respective
lectrons in the photoelectron analyzer. We note that such bright A1s
xcitons can straightforwardly be detected in all-optical spectroscopy,
oo. However, the full potential of the momentum microscopy scheme
ecomes clear when monitoring the spectral weight at the Q (also called
) valley. This photoemission signal originates from the break-up of
omentum-indirect Q excitons.

To further illustrate this, we select a work by Wallauer et al., now
or a monolayer of WS2 [Fig. 18(b)], that shows the appearance of
xcitonic signals at the respective energy in a 𝑘x-𝑘y cut through the
(𝐸, 𝑘x, 𝑘y) momentum microscopy data set [162]. In the left panel, the
ata is shown for −7 fs pump–probe delay, i.e. during the excitation
ith the sub-50-fs pump pulse, where spectral weight is only visible
t the K-points. By changing pump–probe-delay to 60 fs, i.e. after the
irect optical excitation, it becomes apparent that spectral weight is
ransferred to all three Q- and Q’-points. In the following, we will
ave a closer look at these formation and thermalization processes of
xcitons and review the recent efforts on exciton dynamics in mono-
nd heterobilayer TMDs.

.4. Ultrafast exciton formation dynamics in monolayer TMDs

Having identified bright and dark excitons in momentum space us-
ng photoelectron momentum microscopy, in this section, the ultrafast
ynamics of bright and dark excitons of monolayer TMDs are discussed.
e note that the exciton band-alignment for monolayer WSe2 and
onolayer WS2 is similar, so that the same bright and dark exciton

pecies is excited via optical excitation and scattering, however, with
lightly different femtosecond dynamics.

As mentioned above, after resonant excitation, spectral weight re-
ulting from the A1s exciton appears in the K valley of the momentum
icroscopy data set. This is illustrated again in Fig. 19(a) for the mono-

layer WSe2, but now the energy distribution curves at the K-point are
plotted as function of pump–probe time delay [160]. The energy scale
is referred to the energy of the valence band maximum 𝐸VBM at the K-
point and corresponds to the exciton energy 𝐸exc [111,155,172–174]. In

onolayer WSe2, 𝐸exc determined with photoelectron spectroscopy was
easured to be 1.73±0.03 eV [160] and 1.67±0.05 eV [175], consistent
ith previous photoluminescence experiments [176,177].

From this time-resolved data plot, one clearly sees that the intensity
f the signal at the K-points decreases for larger delay times [top panel
f Fig. 19(a)] and concomitantly signal of the dark intralayer excitons
t the Q-points appears (bottom panel). Note that Tungsten-based TMDs
re expected to host also momentum-indirect excitons with electron
nd holes components separated in K and K’ valleys [151,178,179].
n photoemission spectroscopy it cannot be straightforwardly distin-
uished between signal from these excitons and the bright A1s excitons
t the K valley [163,164], thus both are referred to as K excitons here.

By integrating the intensity of the excitons in the corresponding
egions in energy and momentum space, which we illustrate with the
ork by Bange et al. in Fig. 19(b) [175], it is possible to monitor the
ynamics of the individual exciton species in detail. The integration
reas are shown as black circles in the momentum maps at the bottom
16

f Fig. 19(b). In the top panel of Fig. 19(b), the orange data points
Fig. 19. Bright and dark exciton dynamics: (a) Energy versus time plot for monolayer
WSe2. Reprinted from [160] with permission from AAAS. (b) Dynamics of the signal at
the K and the 𝛴-point in monolayer WSe2. Image reproduced from [175] under Creative
Commons Attribution License 4.0 (CC BY). (c) Same experiment on a monolayer of WS2.
Reprinted with permission from [162].
© 2021 American Chemical Society.
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correspond to the extracted time-evolution of the photoemission signal
at the K-point, i.e. K-excitons including A1s excitons, and the gray data
points correspond to the signal at the 𝛴-point, i.e. the dark intralayer
𝛴 excitons (the Q-point is called 𝛴-point in this work). Clearly, when
approaching pump–probe overlap at 0 fs, the signal at the K-point
shows a steep increase due to direct excitation with the optical pulse.
To be more accurate, initially, the pump light creates a coherent polar-
ization, which, after scattering, develops to an incoherent population
of excitons [151,180,181]. The photoemission signal hence contains
contributions from both the incoherent and coherent excitons [162].
We note that it has been shown that the rising behavior of the signal can
be dependent on the chosen pump photon energy. Slightly off-resonant
pumping can shift the maximum to earlier delay times [162].

Furthermore, it can be seen in Fig. 19(b) that the intensity of the
dark 𝛴 intralayer excitons [gray data points in Fig. 19(b)], in compar-
ison to the A1s excitons at K, rises at later delay times. This provides
direct evidence that the exciton population at 𝛴 is not created by the
optical excitation, but via scattering of the corresponding electron from
the K to the 𝛴-point. This bright-to-dark exciton formation process is
understood by exciton–phonon scattering, an interpretation that is fully
supported by microscopic modeling [151,162,175,182]. For the data
shown in Fig. 19(b) a K-𝛴 transfer time of 𝜏𝛴 = 36 ± 3 fs in WSe2 was
xtracted at room temperature [175].

Fig. 19(c) shows in comparison the bright and dark exciton dynam-
cs in monolayer WS2 from the work of Wallauer et al. [162]. Also here,
fast rise of the signal at the K-point after resonant excitation of the A1s
xcitons (ℎ𝜈pump = 2.03 eV, blue data points) is followed by the distinct
nd delayed rise of the signal at the 𝛴-point (yellow data points). While
ne sees for qualitatively identical exciton landscapes the same exciton
pecies and scattering processes, the exciton energies and transfer times
re slightly different, with 𝐸exc(A1s)≈ 2 eV, and a K-𝛴 transfer time of
transfer = 16 ± 5 fs in WS2 at room temperature.

Finally, on the longer timescale, one finds for both WSe2 and WS2
hat the rise of the 𝛴 exciton occupation occurs until a steady state
ituation between K excitons and 𝛴 excitons is reached. This quasi-
quilibrium is a result of backward and forward scattering between K
nd 𝛴 states that are close in energy. In the decay of the K signal in
ig. 19(b,c) two characteristic decay times are present. The first and
aster decay corresponds to the build-up of the steady state between

and 𝛴 excitons. The second and longer decay time, which can
etter be seen in Fig. 19(b) for WSe2, can be attributed to exciton
ecombination (note that this process is not included in theory, straight
ines). Intriguingly, the latter decay time is similar for both K and 𝛴
tates and measured in WSe2 to be 1–2 ps at room temperature [175].
his experimental results hint that both the exciton population at

and at 𝛴 decay by recombination of bright excitons at the K-
oint, which is in agreement with reports from time-resolved all-optical
pectroscopies [151,183–188].

.5. Formation of interlayer excitons in a type II band-aligned heterostruc-
ure

In addition to momentum microscopy experiments on monolayer
MDs, the technique has also been used to study ultrafast charge-
ransfer dynamics in atomically-thin TMD heterostructures [169,172,
75,189]. Here, we now focus on our works on ultrafast exciton for-
ation and thermalization dynamics in a type II band-aligned TMD
eterobilayer, namely, a ≈10◦ twisted WSe2/MoS2 structure [169,170,
72,175].

With van-der-Waals materials, it is also possible to stack different
ypes of monolayers on top of each other to create new artificial
rystals [c.f. illustration in Fig. 20(a)]. As a result, emergent prop-
rties of the heterostructure can be realized and controlled by using
ifferent monolayers, twist angles, and dielectric environments. One
xample for tuneability in heterostructures is the moiré potential,
17

hich is introduced by the twist angle or lattice mismatch between
Fig. 20. Energy alignment in a WSe2/MoS2 heterostructure. (a) Light pulses exciting
intralayer excitons in the WSe2 layer (orange pulse) or MoS2 (red pulse) lead to
formation of interlayer excitons. (b) Resonant excitation of A1s excitons in WSe2
induces electron-transfer process. (c) Hole-transfer is initiated by resonant excitation
of A1s excitons in MoS2.
Source: Panel (a), (b) and (c) are adapted from [172] under Creative Commons
Attribution License 4.0 (CC BY).

the layers. Exciton properties can be influenced by this additional
periodic potential leading to confinement and trapping of so-called
moiré excitons [189–193].

In type II band-aligned heterostructures, the valence band maxima
and conduction band minima form a staggered arrangement [Fig. 20(b)]
In this case, after excitation of an intralayer exciton, the electron
component of the exciton can transfer across the interface to form
an interlayer exciton (ILX). This electron transfer process is illus-
trated in Fig. 20(a, b). Remarkably, for the interlayer excitons, the
hole component is located in one layer while the electron compo-
nent is located in the other layer. While spectral evidence for the
existence of such interlayer excitons has been obtained using optical
spectroscopy [177,194], the exact formation mechanism has been the
subject of debate [194–200].

6.5.1. Ultrafast electron-transfer mediated by dark 𝛴 excitons
Time-resolved momentum microscopy serves here as the perfect tool

to study the ILX formation mechanism, because the technique allows
to identify the full exciton landscape in momentum space. Fig. 21(a)
depicts momentum-integrated energy distribution curves as function of
pump–probe delay upon resonant excitation of the A1s exciton in a
WSe2 layer of an ≈ 10◦ twisted WSe2/MoS2 heterostructure. Initially,
high photoemission intensity is found at about 1.7 eV above the va-
lence band maximum (orange dotted line), which shows that intralayer
A1s-excitons are resonantly excited. As pump–probe delay proceeds,
spectral weight shifts to a signal with lower energy (red dotted line).
This is the photoemission signal of ILXs that can clearly be identified in
energy when comparing it to the single WSe2 monolayer. In addition,
the ILX was shown to exhibit a unique momentum fingerprint that is
related to the moiré superlattice (not shown here, see [155,169,170]).
Note that, for the case of a single monolayer, no shift of spectral weight
to lower energies is observed, because no interlayer excitons are formed
[see Fig. 21(b)].

By filtering spectral features in energy–momentum space of the
multidimensional data set, dynamics of the individual exciton species
in this heterobilayer can be extracted: Intralayer A1s-excitons of WSe2,
hybridized excitons at the 𝛴-point, and interlayer excitons. The cor-
responding exciton formation and thermalization dynamics for all ex-

citons is shown in Fig. 21(c) with orange, gray and red data points,
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Fig. 21. Formation of interlayer excitons in a type II heterostructure WSe2/MoS2: (a)
Energy distribution curves as a function of delay show the formation of ILX after
resonant excitation of A1s excitons in the WSe2 layer. (b) Energy distribution curves
for the same excitation in single monolayer WSe2. Only intralayer excitons are present.
(b) Ultrafast formation dynamics of intralayer A1s excitons, hybrid 𝛴, and interlayer
excitons (orange, gray and red data points, respectively). Solid lines are microscopic
theory. (Copyright by Springer Nature).
Source: (a), (b) and (c) are reprinted from [169].

respectively. It is immediately noticeable that the contributions of
intralayer, 𝛴, and interlayer excitons rise with certain delayed onsets.
In addition, both the A1s-exciton signal as well as the 𝛴 exciton signal
show a fast decay after the initial rise. In contrast, the interlayer exciton
signal decays comparably slower with a decay time of 𝜏 = 33.2 ±
4.7 ps [169]. The delayed onsets can be interpreted as a sequential
electron transfer mechanism in which the hybridized 𝛴 exciton is
transiently involved.

Solid lines in Fig. 21(c) show an exciton dynamics simulation based
on the microscopic calculation of the hybrid exciton landscape in the
heterobilayer [169,175,201]. In the model, the formation pathway
of interlayer excitons is verified as a cascade through exciton states.
Exciton–phonon interaction leads to scattering from the K-point to the
𝛴-point. At the 𝛴-point, the electron contribution of the exciton is
hybridized, which enables efficient tunneling of electrons between the
layers. An additional scattering event with a phonon then transfers the
electron from the hybridized 𝛴-point to the K-point of the MoS2 layer,
i.e. the ILXs are formed.

6.5.2. Hole-transfer dynamics
Looking at the energy alignment of the bands in Fig. 20(c) shows

that in addition to the electron-transfer process to form the ILX, also a
hole-transfer process is possible (see Fig. 20(a)). After resonant excita-
tion of A1s excitons in the MoS2 layer, the hole can transfer from the
MoS2 valence band maximum into the energetically favorable valence
band maximum of the WSe2 layer, and again, the ILX is formed.

The initial condition for such a hole transfer process in the exciton
landscape, starting from the A1s exciton in MoS2 (exciton energy of
1.9 eV), is, both in energy and momentum, very different to the electron
transfer process that starts from the A1s exciton in the WSe2 [exciton
energy of 1.7 eV, see Fig. 22(a)]. Thus, different formation dynamics
can be expected. Indeed, looking at the theory, the microscopic model
predicts a comparably much longer transfer time for the hole transfer
process, which is on the order of a few picoseconds (Fig. 22(b), black
line). The reason for this behavior is a different formation pathway,
which is not mediated by the electron going through the 𝛴-point, but
18

A

Fig. 22. Electron-and hole-transfer dynamics: (a) Calculated exciton landscape of
intralayer, hybrid and interlayer excitons. Electron- and hole transfer are induced by
pumping resonantly with 1.7 eV or 1.9 eV light, respectively. (b) Exciton dynamics
simulation as predicted by microscopic theory. Formation of ILX due to electron-only
(green line) and electron- and hole-transfer mechanism (black line). The hole transfer
process takes an order of magnitude longer than the electron transfer process. (c) The
momentum-filtered regions of interest are marked with black circles around the 𝜅-
points. (d) Evolution of photoemission intensity of ILXs due to electron-only (green
points) and electron- and hole-transfer processes (black points). Hole-transfer occurs
for delays longer than 1 ps.
Source: Panels (a), (b), (c) and (d) are adapted from [172] under Creative Commons

ttribution License 4.0 (CC BY).

ediated by the hole that, according to theory, goes through the 𝛤 -
oint. For this hole-mediated formation pathway, however, the phase
pace for exciton–phonon scattering is comparably reduced [151,178,
01–203]. In addition, more excess energy needs to be relaxed via
dditional intraband scattering processes to form the ILX, because the
tructure is now excited with 1.9 eV in the MoS2 layer instead of the
ower 1.7 eV in the WSe2 [197,201]. The simulated dynamics are shown
n Fig. 22(b), where the green line shows the very fast electron transfer
iscussed above, and where the black line illustrates the combined
lectron and hole transfer showing, accordingly, both the fast electron
ransfer and the comparably slower hole transfer components in the ILX
ormation process. We note that both transfer processes were taken into
ccount, because resonant pumping of the A1s exciton in MoS2 also
eads to off-resonant pumping of the A1s exciton in the WSe2 layer.
he unambiguous signature of the hole transfer is, hence, the slower
nd persistent increase in ILX exciton population for time delays on
he order of several picoseconds.

Experimental realization of the hole transfer is done by tuning
he pump pulse energy to be resonant to the A1s exciton in MoS2,
.e. ℎ𝜈pump = 1.9 eV. The measured formation dynamics of the ILX
s shown in Fig. 22(b). Black data points correspond to the resulting
ombined electron- and hole-transfer process. For comparison, green
ata points show the electron-only transfer from before, where only the
1s exciton in WSe was excited (ℎ𝜈 = 1.7 eV). It is directly evident
2 pump
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that the hole-transfer process leads to a slow rise of the ILX signal
beyond 1 ps. Hence, the experiment directly reproduces the predicted
slower formation time for the hole-transfer process. For a quantitative
analysis, the dotted lines show best fit results from a rate equation
analysis. The rise time for the electron transfer is extracted to 40±10 fs,
while the rise time for the hole-transfer process is on the order of
2.2 ± 1 ps. Note that the experimental data also shows a decay due to
recombination of bright excitons and decay over defect channels, which
is not included in the microscopic modeling.

6.6. Outlook

This article summarizes the strength of time-resolved momentum
microscopy for the study of ultrafast formation and thermalization
dynamics of bright and dark excitons in 2d van-der-Waals heterostruc-
tures.

In particular, because of its momentum sensitivity and access to
micrometer-sized samples, time-resolved momentum microscopy
promises to be a key experimental technique to gain unprecedented
insights into the correlated and out-of-equilibrium physics of quantum
materials in the time domain. The method clearly enables further stud-
ies in major future research fields: e.g., charge-transfer and hybridiza-
tion dynamics at organic 2d semiconductor interfaces [204], advanced
light–matter engineering as control of Floquet–Bloch states in two-
dimensional materials [58,59,205–207], and the formation of (novel)
correlated electronic quantum phases in van-der-Waals devices [208,
209].
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7. Time-resolved photoemission electron microscopy

Martin Aeschlimann and Benjamin Stadtmüller

7.1. Introduction

Since the pioneering experimental observation of the thermaliza-
tion dynamics of photoexcited non-equilibrium carriers in gold [210],
time-resolved photoemission spectroscopy has emerged as a powerful
tool for studying the ultrafast response of materials. This experiment
relies on a dedicated pump–probe scheme, in which an ultrashort –
femtosecond – light pulse excites carriers from the valence band into
the excited states while a second time-delayed pulse (not necessary
with the same photon energy) photoexcites the system thus probing
the carrier population dynamics at a well-defined instance in time.
The photoemission distribution is then typically recorded by a hemi-
19

spherical electron spectrometer or a time-of-flight detector system. This
procedure provides crucial insights into the quasi-particle lifetimes of
optically excited charge and spin carriers and thus into the fundamental
energy and (angular-) momentum dissipation processes in materials.
Larger optical excitation strength can also reveal non-equilibrium band
structure renormalizations, melting of charge, and spin-ordered phases
of condensed matter.

Despite numerous groundbreaking studies over the past two decades,
time-resolved photoemission experiments typically suffer from a lack of
high spatial resolution. Using spatially averaging detector systems, such
as hemispherical electron spectrometers or time-of-flight analyzers, the
spatial resolution is determined by the spot size of the probe beam,
which can only be focused up to the diffraction limit. This has long
limited the application of time-resolved photoemission to spatially
extended model systems with largely homogeneous non-equilibrium
dynamics.

This severe limitation of time-resolved photoemission can be over-
come by replacing the conventional spatially averaging photoemission
detector systems with a photoemission electron microscope. This com-
bination, known as time-resolved photoemission electron microscopy
(tr-PEEM), is nowadays a highly complementary tool for time-resolved
photoemission with high spatial resolution down to a few tens of
nanometers, as highlighted by in the second part of this article.

The rise of PEEM started in the mid-20th century when PEEM
was predominantly used as a surface science technique to provide
detailed surface maps of electronic and chemical properties [211]. The
first efforts towards bringing PEEM to the time domain started with
the availability of high-speed devices for image recording similar to
modern streaking cameras, which allowed the investigation of fast, non-
reversible processes on surfaces [212]. Modern tr-PEEM experiments
based on pump–probe schemes and femtosecond lasers started around
the year 2002 with the first attempts to resolve the electron dynamics
in the femtosecond time range [213–215]. However, the lack of avail-
ability of energy analyzers at that time severely hampered obtaining a
full picture of the ultrafast electron dynamics on the nanoscale. Nowa-
days, modern state-of-the-art tr-PEEM experiments with highly efficient
energy analyzers and sub-50 nm spatial resolutions have opened the
door for novel investigations of ultrafast electron dynamics on the
nanoscale and has thus become a working horse method for fields such
as plasmonics and nano-optics. In addition, such experiments allow the
investigation of complex heterostructures that can typically only be
fabricated with sufficient quality on the (sub) micrometer scale.

In the following, we will introduce the instrumentation and oper-
ation procedures of modern tr-PEEM experiments and highlight the
corresponding capabilities of tr-PEEM with selected examples.

7.2. The instrumentation of Tr-PEEM

The basic outline of a time-resolved PEEM experiment is illustrated
in Fig. 23. The two major parts are the optical setup for pump–probe
spectroscopy and the photoemission electron microscopy detector. The
pump and probe laser pulses are delivered by femtosecond laser os-
cillator or amplifier light sources with pulse durations smaller than
30 fs, see Fig. 23(a). These pulses are often frequency-converted to
trigger a selected ultrafast response of the material (pump beam) or
to employ specific resonant or off-resonant transition for the detection
of the ultrafast dynamics (probe beam). Thereby, the photon energies
of the ultrashort pulses are no longer limited to the visible spec-
tral range generated by conventional non-linear frequency conversion
schemes in non-centrosymmetric crystals (second, third, and fourth
harmonics generation, sum and difference frequency generation). In
particular, the realization of high flux fs-XUV light sources driven by
high harmonics generation has pushed the available spectral range for
tr-PEEM experiments towards the extreme ultraviolet (EUV) and soft X-
ray range [216]. A Mach–Zehnder interferometer allows adjusting the

difference in the optical pathway between the pump and probe pulse
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Fig. 23. Schematic representation of the two key components of the tr-PEEM exper-
ment: the optical setup for the pump probe spectroscopy (a) and the PEEM detector
ystem (b). (c) The two different excitation geometries of the PEEM system with a
inear arrangement of the electron optics [218].

with an accuracy of better than 100 nm corresponding to a timing accu-
acy of <0.3 fs. This precise control of the timing between the photon
ensities of the pump and probe pulses is the basis for imaging the
ltrafast (incoherent) response of the sample with fs time resolution.
n addition, active stabilized interferometers can be used for true in-
erferometric studies of the ultrafast material response using pump and
robe pulses with a fixed relative phase relationship [217]. Scanning

the time delay between these waves in steps of about 100 as can provide
unprecedented insights into coherent electron excitations at surfaces,
such as coherent energy transfer processes between nanostructures in
a resonator or the propagation of surface plasmon polaritons on metal
surfaces. Finally, the (nearly) collinear pump and probe beams are fo-
cused and guided onto the sample surface. The emitted photoelectrons
are then detected by the PEEM system with the two key components
that are shown in Fig. 23(b).

First, the electron optics allows to image the distribution of the emit-
ted photoelectrons onto the detector system. It starts with the objective
lens that collects the photoemitted electrons from the sample surface.
This lens is crucial for focusing the electrons and determining the initial
magnification and resolution of the image. This image can either be
a real space image of the sample surface, or a momentum image of
the emitted electrons that is created in the back focal plane of the
objective lens, in analogy to the focus plane of optical lenses. Second,
the energy analyzer determines the kinetic energy of the photo-emitted
electrons. This capability allows the differentiation of electrons origi-
nating from different electronic states or chemical environments within
the sample. The two main concepts for energy analyzers are pass filters
such as dispersive (double) hemispherical electron spectrometers [219]
r time-of-flight analyzers combined with spatially dense delay line
etectors [220]. In particular, time-of-flight (ToF) analysis systems are
ighly advantageous for time-resolved PEEM experiments because they
ount all electrons in the energy analysis process, in contrast to pass
ilter techniques that essentially discriminate a significant number of
lectrons in the detection process. In this regard, the combination
20
of high repetition rate laser light sources and ToF energy analyzer
allows for a superior signal-to-noise ratio in tr-PEEM experiments (with
moderate data acquisition time).

This basic design of PEEMs can be complemented by other compo-
nents. The most important examples are electron mirrors, which reduce
the spherical and chromatic aberrations of the electron optics [221]
nd thus improve the spatial resolution of the system [222,223]. In
ddition, imaging spin filters can be used to provide spin contrast in
he PEEM images for a spin component parallel to the surfaces [224].

key parameter for tr-PEEM is the spatial resolution. In the simplest
ase, the PEEM exhibits electrostatic lenses for imaging the emitted
lectrons which allows for a rather simple operation of the detector
ystem as well as long-term stability of the imaging conditions. The
patial resolution of such PEEM systems is typically better than 50 nm,
hich is substantially below the diffraction limit of optical microscopy

n the visible range. The spatial resolution of PEEM systems can be
ushed to even smaller values below 10 nm when using electromagnetic
enses in combination with electron mirrors. However, maintaining this
ltimate spatial resolution in tr-PEEM experiments with acquisition
imes of several hours is often challenging as even small fluctuations in
he operation conditions can have a substantial impact on the imaging
onditions and thus the resolution of the experiments.

The different types of electron optics (electrostatic vs. electromag-
etic lenses) also have an important impact on the experimental geom-
try, in particular on the available angles of incidence in a tr-PEEM
xperiment. In particular, the normal incidence geometry is highly
esirable for the tr-PEEM investigations in the field of plasmonics due
o the interfaces of the plasmonic fields with the electric field of the
ight pulses [225]. PEEMs with electrostatic lens systems and linear,
oncentric geometry typically exhibit a gracing angle of incidence (of
5◦–68◦ from the sample surface normal). Normal incidence can only
e achieved by inserting a small optical mirror into the electrostatic
ptics column near the electron propagation axis, see Fig. 23(c). In
ontrast, both gracing and normal incidence can be easily achieved
n PEEM systems using electromagnetic lens systems. These devices
eature a nonlinear array of electromagnets with magnetic prisms in
ront of the sample surface, allowing direct access to the sample surface
or both gracing and normal incidence of the light pulses without
nterfering with the lens system arrangement or the electron beam.

In the following, we will present selected examples that highly the
nique impact of tr-PEEM for the field of ultrafast surface science.

.3. Pioneering and ongoing work in the application of Tr-PEEM and
tr-PEEM

As mentioned above, tr-PEEM allows for the direct observation of
he energy relaxation and spatial diffusion of photoexcited hot elec-
rons, providing fundamental insights into the mechanisms governing
heir behavior. The development of time-resolved PEEM dates back to
002, when O. Schmidt et al. [213] first demonstrated time-resolved
maging of hexagonal Ag patches during optical excitation by the fs
ump pulse (see Fig. 24) few years later, A. Kubo et al. [214] first
ntroduced the interferometric time-resolved-(itr-) PEEM technique by
maging the in-phase oscillations of four localized surface plasmon
odes on a silver surface during optical excitation by the fs pump
ulse (see Fig. 25). Since then, numerous tr-PEEM studies have been
onducted across various research fields. Below, we highlight two
rimary research areas within tr-PEEM, though this overview is by no
eans exhaustive.

.3.1. Tr-PEEM for surface plasmon dynamics
One of the most studied topics in ultrafast imaging with PEEM is

he excitation of surface plasmons, which are collective oscillations
f electrons at the interface between a metal and a dielectric. These
xcitations are confined to the surface or nanoparticles and can be ex-
ited by light, resulting in unique optical properties that are critical for
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Fig. 24. Tr-2PPE microscopy of silver on gallium arsenide, taken from Ref. [213]. (a)
EEM image of the microstructured Ag layer (partly visible hexagonal patches) taken
ith 400 nm laser radiation. (b) FWHM image extracted from a pump–probe PEEM scan
f the same area. The brightness value of each pixel corresponds to the FWHM of the
espective autocorrelation trace. (c) Left: PEEM image taken at 60 fs delay (areas having
horter hot-electron lifetimes appear darker in the image); right: PEEM image taken at
00 fs delay.

Fig. 25. Interferometric time-resolved photoelectron emission microscopy images
(itr-PEEM) of the four different localized plasmons (A,B,C,D) on a silver grating.
Source: Image taken from Ref. [214].

technological applications such as sensors, photovoltaics, and nanopho-
tonics. Understanding the dynamics of surface plasmons is essential for
optimizing these applications. For a review of all published tr-PEEM
work in this area, see M. Dabrowski et al. [226]. The applications of
tr-PEEM span several domains, including:

Localized surface plasmon (LSP) on noble metal nanoparticle and arrays.
LSPs, also known as Mie plasmons, are the oscillations of free electrons
in metallic nanoparticles relative to their positive lattice. The resonant
frequencies of these oscillations are influenced by various factors,
including free electron density, dielectric properties, nanoparticle size
and shape, particle–particle interactions, coupling with other plas-
monic or single-particle modes, and the surrounding dielectric environ-
ment. Time-resolved two-photon photoemission electron microscopy
(tr-2PPE-PEEM) has been extensively used to investigate the dynamic
properties of LSPs, see Fig. 26(a),(b) [227]. This technique is well-
suited for studies on femtosecond or even attosecond timescales, and
it is highly effective for examining coupling effects between nanoparti-
cles, see Fig. 26(c) [228].

urface plasmon polaritons (SPP). SPP waves are generated by the
oupling of the electromagnetic field of a light pulse to the oscillations
f free electrons at the metal’s surface. These waves can be excited
y various means, such as a grating or a simple slit. In tr-PEEM
he generated signal is primarily influenced by the cross-interference
etween the pump-excited SPP and the probe light pulse, resulting
21

n snapshots of the propagating SPP on a metal surface at different
Fig. 26. PEEM images of a silver nanodot (diameter: 200 nm) array (a) the PEEM image
is taken with the mercury vapor lamp (4.9 eV); (b) corresponding lifetime map (2PPE
cross-correlation trace) [227]; (c) Temporal control of the photoemission peaks at the
outer corners of the left nanoprisim within an optical circle using two cross-polarized
laser pulses [228].

Fig. 27. (a) PEEM snapshots of a propagating SPP on a gold surface at different delay
times [229];(b) Delay-path diagram of SPP propagating at the gold-vacuum interface
deduced from a counter-propagating itr-PEEM measurement [230]. This illustration
shows that the superposition signal contains two distinct contributions (see blue
arrows), a dominating leading beating pattern, followed by a weaker second beating
pattern. The two signals arise from different SPP excitation processes at the gold bar.

delay times, see Fig. 27(a). A counter-propagating PEEM detection
mode provides an even more intuitive access to the SPP wave packet
propagation. Particularly the group velocity and the phase velocity of
the SPP can be deduced from these data in a very direct manner, see
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Fig. 28. Experimental and simulated tr-PEEM images showing a plasmonic-vortex
eneration with a geometrical order 𝑀 = 10 upon excitation with right hand circularly

polarized light [232].
Source: Image taken from Ref. [231].

Fig. 27(b). Furthermore, the coherent interaction between two funda-
mental plasmonic excitations — localized surface plasmons (LSPs) and
surface plasmon polaritons (SPPs) — which is crucial for the operation
of broadband nano-optical devices, is studied using itr-PEEM.

Plasmonic vortex structures. Plasmonic vortices, generated by illuminat-
ng Archimedean spiral coupling structures, create SPP phase fronts
mpregnated with orbital angular momentum (OAM) defined by the
piral geometry. Although many studies have documented the imaging
f plasmonic vortices using continuous excitation or time-integrated
easurements, their dynamics have only been captured through the

dvanced capabilities of itr-PEEM imaging. Fig. 28 illustrates the time
volution of a plasmonic vortex with a geometrical charge of 𝑀 = 10,
roduced by a spiral with 10 equal segments, each inducing a 𝜋 phase
hift across the plasmonic wavefront. For a review of research in this
ield, see E. Prinz et al. [231].

.3.2. Tr-PEEM for semiconductor surfaces and interfaces
The second highly investigated topic in ultrafast imaging with

EEM is charge carrier dynamics in semiconductor surfaces and low-
imensional materials. The advantage of tr-PEEM is that it resolves the
ynamics of charges in space, time, and energy, which is especially
eneficial when studying heterojunctions of materials. For a review of
ll published work in this area, see S. Kosar et al. [233]. Significant
pplications and key findings include:

arrier dynamics in semiconductor surfaces. Tr-PEEM has been used to
tudy the temporal and lateral behavior of photo-excited carriers at
emiconductor surfaces, such as GaAs (pioneering work see Fig. 29
nd Ref. [234]), Si, Cd3As2 nanoplates [235], and InSe/GaAs hetero-
unction [236]. These studies provide insights into carrier lifetimes,
iffusion, recombination processes and the influence of surface states
nd defects.

xciton dynamics in low-dimensional materials. Tr-PEEM has been ap-
lied to study exciton dynamics in low-dimensional materials, such
s monolayers of transition metal dichalcogenides (TMDCs) like MoS2
nd WSe2 (see Fig. 30). These materials exhibit strong excitonic ef-
ects due to reduced dimensionality and dielectric screening. Tr-PEEM
tudies have revealed the ultrafast lateral formation and dissociation of
xcitons, providing insights into the fundamental processes governing
heir photophysical properties. In addition, tr-PEEM has been used to
tudy the charge transfer dynamics at the interfaces of heterostructures
omposed of different semiconductor materials or low-dimensional
aterials with unique electronic and optoelectronic properties. For in-

tance, investigations on graphene/TMDC heterostructures have shown
ow photo-excited electrons transfer between the layers, influencing
22

he overall electronic and optical behavior of the heterostructure.
Fig. 29. Tr-PEEM images of GaAs sample for selected time delays between pump and
probe. (b) Tr-PEEM decay dynamics averaged over rectangular region in (a).
Source: Taken from Ref. [234].

Fig. 30. Tr-PEEM study of a monolayer WSe2. (a) Tr-PEEM traces for selected pixels
(shown with colored circles) in the PEEM image of WSe2 monolayer. (b) and (c) Time
constant mapping of the fast and slow components to the fits of tr-PEEM traces [237].

Absorption in nanotextured thin films via Anderson-localized photon modes.
The enhancement of light absorption in absorber layers is crucial in
a number of applications, including photovoltaics. Combining coher-
ent 2D nanoscopy with tr-PEEM, the existence of localized photonic
states in nanotextured amorphous silicon layers as used in commercial
thin-film solar cells has been demonstrated [238].

Quantum confinement effects. In quantum wells and other nanostruc-
tures, quantum confinement significantly alters the electronic states
and carrier dynamics. Tr-PEEM has provided valuable insights into
these effects by visualizing the spatial distribution and temporal evo-
lution of confined carriers. Studies on InGaN/GaN quantum wells, for
example, have demonstrated how quantum confinement affects carrier
recombination and transport.

7.4. Future perspectives

The future of time-resolved PEEM in studying electron, plasmon,
and exciton dynamics is highly promising, particularly for exploring
novel materials. Extending these studies to emerging materials such

as perovskites and novel 2D heterostructures will provide new insights
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into their photo-excited states and carrier dynamics. Probing these ad-
vanced materials can uncover unique electronic and optical properties,
potentially leading to breakthroughs in applications such as photo-
voltaics, optoelectronics, and quantum computing. This expansion of
tr-PEEM research promises to significantly enhance our understanding
of material behavior at the ultrafast timescale, paving the way for
innovative technological advancements. In addition, one of the most
exciting developments in this field is the extension of time-resolved
PEEM to the attosecond regime, achieved through techniques such
as streaking or reconstruction of attosecond beating by interference
of two-photon transitions (RABBITT). Capturing the fastest electronic
processes at the space–time limit provides deeper insights into the
fundamental interactions that govern material properties.
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8. Ultrafast spin dynamics probed by time-resolved photoelectron
spectroscopy

Martin Weinelt

8.1. Introduction

Interest in ultrafast spin dynamics grew rapidly with the 1996 work
of Beaurepaire and colleagues discovering sub-ps demagnetization of
ferromagnetic (FM) nickel [239]. This raised the question of how and
where spin angular momentum can be transferred within a few hundred
femtoseconds (fs) [240]. Research in the field of ultrafast magnetism
eceived a second boost in 2007 with the demonstration of ‘‘All Optical
witching" in the ferrimagnetic alloy FeCoGd by Stanciu et al., who
evealed the application potential of ultrafast magnetism for the first
ime [241]. Since then, the field of ‘‘femtomagnetism’’ has been driven
y the questions of how fast and by which microscopic processes spins
nd magnetic order can be manipulated by light and whether one can
enerally transfer established spintronic effects and applications into
he fs range [242–247]. For further reading on the field, we refer
o [245,248] and references therein.

In first order, light couples only to electronic excitations. Thus it
s the interaction between electron, lattice, and spin subsystems [249]
nd/or spin transport [250] that drives ultrafast spin manipulation. The
haracteristic timescales of relevant interactions and the transport of
pins by electrons and magnons are illustrated in Fig. 31.

Among the experimental probes of magnetization dynamics, photo-
lectron spectroscopy is a rather demanding, however, specific probe
f the magnetic system [251]. As introduced in Ch. 1, two-photon

Fig. 31. Characteristic time- and energy-scales for spin interactions accessible via
ultrafast laser excitation.
23

a

Fig. 32. (a) Spin-dependent hot electron lifetimes for majority (▴, ▵) and minority
(▾,▿) spin electrons for Fe, Co, and Ni. Open symbols are reproduced from [253].
(b) Respective lifetime ratios 𝜏↑∕𝜏↓. Filled black squares are calculated lifetime ratios
from [270] including spin–orbit coupling and thus spin-flip scattering. All FM films
were prepared by molecular beam epitaxy (MBE) on a Cu(001) substrate.

photoemission (2PPE) allows us to directly measure spin-dependent
lifetimes of hot electrons [252–254] and unoccupied surface states,
such as image-potential states (IPS) [255]. Time- and angle-resolved
hotoemission spectroscopy (tr-ARPES) gives access to hot electron
opulation dynamics [103,256] and provides energy- and momentum-
elective information on band shifts [256–260] and change of exchange
plitting [261,262]. Overall, tr-ARPES enables us to unravel signatures
f ultrafast spin dynamics in the electronic structure and, conversely,
o disentangle fundamental magnetic couplings in the time domain.
o measure in addition the spin polarization of photoelectrons [263–
65], it requires spin-dependent scattering by means of spin–orbit
r exchange interaction, which reduces the count rate per detected
hannel by 2−3 orders of magnitude and makes time- and spin-resolved
xperiments challenging [266] (cf. Ch. 11).

In this chapter, we will highlight some of the contributions that
ime-resolved photoelectron spectroscopy has made to the understand-
ng of ultrafast spin and magnetization dynamics.

.2. Electron lifetimes in 3𝑑 transition metals

There are two generally accepted models describing ultrafast de-
agnetization in FM metals, local spin-flip scattering of electrons at
honons via the Elliot–Yafet mechanism [249] and non-local (super-
iffusive) spin transport from the ferromagnet into a ‘‘normal’’ metal
NM) [250]. Prerequisite for the latter are spin-dependent lifetimes or
elocities of the photoexcited electrons (or holes), or spin-dependent
ransport across the FM|NM interface [267–269].

Spin-resolved 2PPE allows us to measure spin-dependent lifetimes of
lectrons excited to intermediate state energies 𝐸F < 𝐸 < 𝐸vac between
ermi energy 𝐸F and vacuum level 𝐸vac. First studies of the 3𝑑 ferro-
agnets were conducted by Aeschlimann et al. using monochromatic
PPE (ℎ𝜈 = 3.1 eV) and cesiated surfaces [252,253].

Figs. 32(a) and (b) compare spin-dependent lifetimes as a func-
ion of excitation energy for Fe (red), Co (blue), and Ni (green) and
he liftime ratio 𝜏↑∕𝜏↓, respectively. Open symbols in Fig. 32(a) are
rom Refs. [252,253], filled triangles result from our studies [254,271]
overing smaller excitation energies in bichromatic 2PPE with 1.55-
V pump and 4.65-eV probe pulses. The data from both experiments
gree well. The (spin-integrated) lifetimes for Co and Ni are comparable
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Fig. 33. Inelastic electron–electron scattering processes transferring energy and mo-
mentum of a photoexcited electron at energy 𝐸 to an electron of the Fermi sea at
𝐸 < 𝐸F.

within the error bars, those for Fe are about half as long indicating
an additional decay channel (cf. Section 8.3). The dashed lines in
ig. 32(a) model the spin-averaged data with 1∕𝜏 = 2∕(𝜏↑ + 𝜏↓) =
D + 𝛤ee ⋅ (𝐸 − 𝐸F)2, where (𝐸 − 𝐸F)2 approximates the increase of

unoccupied final states (see Fig. 33) and the rate 𝛤D accounts for
electron scattering at defects. For the here probed bulk electrons with
energy 𝐸−𝐸F ≥ 0.2 eV electron–phonon scattering is usually neglected.

The lifetime of an optically excited electron in a metal is governed
by inelastic electron–electron scattering via screened Coulomb interac-
tion. As illustrated in Fig. 33 for FMs, this includes (i) direct scattering
within the same spin channel [272], (ii) exchange scattering [273]
and (iii) magnon emission. The wiggle line indicates multiple pairs
of majority-spin holes and minority-spin electrons [255,274]. Please
ote that exchange scattering and magnon emission show only apparent
pin flips, when considering the final state electrons. An essential
rerequisite for spin-flip scattering (iv) is spin-mixing of the involved
lectronic states. This is caused by spin–orbit coupling, which leads
o a reduction of the overall symmetry and 𝑘-dependent spin con-
ributions 𝑎(𝑘) |↑⟩ + 𝑏(𝑘) |↓⟩ near hybridization gaps in the electronic
and structure [275,276]. Taking processes (i)–(iv) into account, we
an qualitatively understand the lifetime ratios 𝜏↑∕𝜏↓ for the 3𝑑 FMs
ummarized in Fig. 32(b). Calculated values (filled black squares) are
rom Ref. [270]. At first glance, the experimental ratios of 𝜏↑∕𝜏↓ are
urprisingly small.

For Ni and Co, the number of unoccupied final states for inelastic
lectron–electron scattering is significantly larger for minority than for
ajority spin electrons. Accordingly, first ab initio calculations for Ni
redicted lifetime ratios of 𝜏↑∕𝜏↓ ≥ 5 near the Fermi level [272].
ignificantly better agreement was found when including spin–orbit
oupling in a relativistic band-structure calculation [270]. Theory and
xperimental results agree well for Co, but only moderately for Ni
Fig. 32(b)). Below we will show that the latter is most likely caused
y electron transport.

For Fe, the larger exchange splitting leads to a suppression of
ajority spin states at 𝐸F and theory predicts 𝜏↓∕𝜏↑ ≃ 1 even without

pin–orbit coupling [272]. However, due to the lower density of states
t 𝐸𝐹 , calculated lifetimes for Fe are significantly longer than for
i and Co [270,272]. This discrepancy with the experimental results
an be explained by (iii) magnon generation, which is strong for Fe
ut weak for Ni [274]. Note that conservation of angular momentum
equires that inelastic scattering of electrons with minority (majority)
pin is accompanied by emission (absorption) of spin waves. Magnon
bsorption occurs only at finite temperature and is thus not included
n the calculations [274]. Data for Fe were recorded at 300 K, where
24

ow-energy magnons are excited. i
Fig. 34. (a) Spin- and energy-resolved 2PPE spectra of 3 ML Fe/Cu(100) at 𝑘∥ = 0
and (b) time-resolved traces of the exchange-split majority (▵) and minority (▿) spin
components of the 𝑛 = 1 IPS. The Fe film has a tetragonal-distorted fcc structure.
Measurements were performed at 90 K sample temperature.
Source: Figures (a) and (b) adapted from [278,279].

Obviously, processes (i)-(iv) lead to secondary electrons, i.e. to a
ultiplication of excited carriers. Note that the two final state electrons

n (i) are indistinguishable, but not in (ii). Taking into account the
patial wave-function overlap, we expect that exchange scattering is
tronger than direct scattering. We revealed the dominance of exchange
cattering for Co in [254]. Exchange scattering favors an equalization of
he number of excited minority and majority spin electrons (and holes)
nd hence 𝜏↑∕𝜏↓ ≃ 1.

What is more, the 2PPE experiments allow us to independently
stimate the inelastic mean free path in the 3𝑑 metals. Electrons pho-
oexcited in the Cu substrate have a significantly longer lifetime than
n the 3𝑑 FM [104]. As long as these Cu electrons can be transported
hrough the FM adlayer, we observe a long-living tail in the 2PPE
ignal [271]. Varying the layer thickness, we determined 𝜆 to ≤ 7ML
1.3 nm) for Fe, ≤ 20ML (3.5 nm) for Co but 100 ML (17 nm) for
i. These results corroborate studies investigating the role of spin

ransport in ultrafast magnetization dynamics of metallic bilayer sys-
ems [267,268,277]. Vice versa we expect that the 2PPE measurements
f spin-dependent lifetimes in Ni [253,271] are affected by electron
ransport.

.3. Image-potential states as sensors of spin dynamics

Image-potential states (IPS) were already introduced in Ch. 2. They
re unoccupied electronic states in front of metal surfaces with quan-
ized binding energy 𝐸n = 𝐸vac − 0.85eV∕(𝑛 + 𝑎)2,where 𝑛 = 1, 2,…
ince they are well accessible with 3ℎ𝜈 pump and 1ℎ𝜈 probe pulses,
.e. the 3rd harmonics and fundamental of a Ti:Sa(pphire) oscilla-
or with 80 MHz repetition rate, they have long served as testbed to
tudy ultrafast electron dynamics at metal surfaces [96,103]. Advanc-
ng spin-resolved 2PPE within the Priority Program 1133 ‘‘Ultrafast
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Fig. 35. (a) Sketch of an intra- and inter -band decay (dashed and solid arrows)
ediated by magnon emission (wiggle line). (b) Decay rate of the 𝑛 = 1 IPS on Fe

filled symbols, left axis) and Co (open symbols, right axis) in the majority spin (▵)
nd minority (▿) spin band for increasing energy above the band minimum.
ource: Figure adapted from Refs. [255,279].

agnetization processes’’ allowed us to study spin-dependent electron
ynamics at FM surfaces. An overview can be found in [280].

Fig. 34(a) shows the Rydberg series of IPS of a 3ML Fe film on
u(001). The IPS are exchange split with 𝐸ex = 56 ± 5 and 7 ±
meV for 𝑛 = 1 and 2, respectively. 𝐸ex ∼ (𝑎↓ − 𝑎↑)∕𝑛3 reflects the
xchange splitting of the surface-projected bulk band-gap of Fe and
cales with the penetration depth of the IPS ∼ 𝑛−3. The quantum defect
, which reflects the relative position of the image-potential states in
he projected bulk band gap [8] (see Ch. 2), becomes spin dependent
n FM surfaces. Recording the peak intensity of the 𝑛 = 1 majority
nd minority spin components as a function of pump–probe delay, we
btained the time-resolved traces in Fig. 34(b). Displayed on a semi-
ogarithmic scale, the different slopes at positive delays (1.48-eV probe
fter 4.47-eV pump) reveal an exponential decay with spin-dependent
ifetimes of 𝜏↑1 = 16 ± 2 and 𝜏↓1 = 11 ± 2 fs. The solid lines are fits to the
ata using optical Bloch equations [278]. The lifetime ratio 𝜏↑1∕𝜏

↓
1 of

.45±0.3 fits to the values for Fe bulk (cf. Fig. 32). For Co we obtained
↑
1∕𝜏

↓
1 = 19∕16 = 1.2 ± 0.3 [280].

As sketched in Fig. 35(a), the IPS shows a free-electron-like parabolic
ispersion 𝐸(𝑘∥) parallel to the surface. With increasing momentum
∥, i.e. with increasing energy above the band minimum at 𝑘∥ = 0, the
ifetime of the IPS decreases significantly since the number of inter - and
ntra-band decay channels (unoccupied bulk states and along the IPS
arabola) increases. Fig. 35(b) shows the spin-dependent decay rates
∕𝜏↑ (▴) and 1∕𝜏↓ (▾) (left ordinate) as a function of energy above
he band minimum. The slope of the decay rate 𝑑𝛤∕𝑑𝐸 is twice as
arge for the minority spin component 0.25 (eV fs)−1 as for its majority
ounterpart 0.12 (eV fs)−1. This can be easily explained if the emission of
agnons is taken into account indicated by the wiggle line in Fig. 35(a).
inority spin electrons decaying within the image-potential band ac-
25

uire twice the phase space of a majority-spin electron. Intra-band p
Fig. 36. (a) 𝐸(𝑘∥)-dispersion along 𝛤M and spin splitting of 5d bulk valence bands
5𝑑↑ and 5𝑑↓) due to 5𝑑 − 4𝑓 exchange coupling. 5𝑑↑

𝑧2 is the majority spin component
f the Gd surface state. (b) Magnetic linear dichroism in 4𝑓 photoemission at 𝑘∥ = 0.
ource: Figure adapted from [281].

cattering occurs within the minority-spin IP band and via magnon
mission into the majority spin IPS. Magnon absorption for majority-
pin electrons is unlikely at 90 K sample temperature. Therefore, an
lectron in the majority-spin IPS can only decay along the majority
pin band. The doubling of the phase space for the decay of minority-
pin as compared to majority-spin IPS electrons upon magnon emission
xplains the doubling of the slope of the decay rate in Fe [255,274].
bviously, magnon emission is highly efficient in Fe and occurs on the

imescale of inelastic electron–electron scattering. For the IPS on cobalt
e obtained a weaker spin dependence. The slope 𝑑𝛤∕𝑑𝐸 assumes
alues of 0.8 and 0.6 (eV fs)−1 (right ordinate in Fig. 35(b)) for the
ajority (▵) and minority spin (▿) IPS. Hence for Co the effect of
agnon emission and thus an apparent spin flip is significantly smaller.

.4. tr-ARPES reveals disparate dynamics of 5𝑑 and 5𝑓 magnetic momenta
n gadolinium

Despite its importance as a material component in all optical switch-
ng [241–243], the rare earth metal Gd is an ideal system to compare
quilibrium vs non-equilibrium exchange interaction and spin dynam-
cs. The 𝐸(𝑘)-map in Fig. 36(a) illustrates the Gd valence electronic
tructure around the 𝛤 -point for 𝑘∥ along 𝛤M. ARPES data in Fig. 36
ere recorded in the FM state at 90 K sample temperature. The local-

zed Gd 4𝑓 7 electrons at ∼8 eV binding energy contribute most to the
tomic moment with 𝜇4f = 7𝜇B per atom. They spin-polarize the 5𝑑
alence electrons. The exchange splitting of the 5𝑑 bulk bands 𝐸ex is
roportional to the 5𝑑 magnetic moment (𝜇 = 0.55𝜇 ∝ 𝐸 ≃ 0.9 𝑒𝑉
5d B ex
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Fig. 37. Change of 5d exchange splitting and 4f magnetic linear dichroism as a function
f pump–probe delay.
ource: Figure adapted from [262].

in the ground state, 𝑇 → 0K) [260,262]. The 5𝑑 valence electrons
mediate in turn magnetic ordering below the Curie temperature 𝑇C =
293K via indirect exchange interaction. Fig. 36(b) shows an energy dis-
tribution curve around normal emission (𝛥𝑘∥ = ±0.1Å−1). Reversal of
the in-plane magnetization direction ±𝑀 leads to a small change in 4𝑓
intensity 𝐼4f . This magnetic linear dichroism (in the angular distribu-
tion of the photoelectrons) MLD(AD) = ∫ 𝑑𝐸 |𝐼4fM+ − 𝐼4fM−| ∕ |𝐼4fM+ + 𝐼4fM−|

is a measure of the 4𝑓 magnetic moment [282]. Thus tr-ARPES gives
access to both 𝜇5d and 𝜇4f in a single experiment.

The time-resolved data in Fig. 37 were recorded using 1.61-eV
pump pulses at 3.5 mJ/cm2 pump fluence and 37.0-eV probe pulses,
corresponding to the 23rd harmonic of our higher-order harmonic
generation (HHG) setup. Thereby we reach a perpendicular momentum
𝑘⊥ ≃ 6 ⋅ 𝛤A, i.e. close to the 𝛤 point of the 4th Brillouin zone of Gd,
where we probe the exchange-split Gd 𝛥2-like 𝛴 bulk valence bands.
For further experimental details see [261,283]. It was very surprising
that the magnetic moments of 5𝑑 and 4𝑓 have different dynamics,
ince the 5𝑑 − 4𝑓 intra-atomic exchange 𝐽5d−4f = 130meV suggests
ltrafast exchange of angular momentum 𝜏 = ℏ∕𝐽5d−4f ≃ 5 fs. However,
espite including 𝐽5d−4f , atomistic spin dynamics simulations (solid
ines in Fig. 37) nicely reproduce the experimental result, if 5𝑑 spins
re coupled to the electron temperature 𝑇e, but 4𝑓 spins solely to the
honon temperature 𝑇p. Since the 5d electrons reach temperatures of
e ∼ 3000K, their energy is sufficient to overcome the 4𝑓 exchange
ield. The transient breakdown of 5𝑑-4𝑓 intra-atomic alignment only
ecovers on the ∼15-ps timescale of 4𝑓 -spin-lattice relaxation. The latter
s slow, since rocking of the ions does hardly couple to the half filled
𝑓 7 shell with spherical symmetric charge distribution (𝐿 = 0). The
easurement of the spin polarization of the 5𝑑 bulk-bands is still an

utstanding challenge. However, we studied the spin polarization of
he 5𝑑-derived 5𝑑↑

𝑧2
surface state, for which we expect comparable

ehavior.

.5. Transient spin polarization of the 5𝑑↑
𝑧2

surface state in the ultrafast
emagnetization of Gd

By combining an exchange-scattering spin detector [284] with a
00-kHz regenerative Ti:Sa amplifier, we were able to perform the
irst spin-, time-, and energy-resolved ultrafast demagnetization exper-
ment [263]. In this experiment, we used the amplified fundamental
s 1.55-eV pump and its 4th harmonic as 6.2-eV probe pulse to study
he surface state of Gd (Figs. 36 and 38(a)). We found that the surface

state shows an almost classical Stoner-like behavior in ultrafast demag-
26

netization. Its exchange splitting decreases while its spin polarization
Fig. 38. Stoner-like behavior of the Gd surface state after laser excitation. (a) Spin-
resolved spectra for selected pump–probe delays, (b) spin polarization and (c) binding
energy. The spin polarization (filled circles) is derived from the peak areas in (a) and
from time- and spin-resolved scans (open circles) at constant binding energies of 0.12
and 0.2 meV, indicated by the dashed vertical lines in (a).
Source: Figure adapted from Ref. [263].

emains. In contrast, in the thermal phase transition complete spin
ixing (also called band mirroring) but finite exchange splitting is

bserved at 𝑇C [285]. Fig. 38(b) and (c) depict the spin polarization and
the energetic shift of the majority-spin surface state. While the occupied
surface state shifts within 1 ps towards its unoccupied minority spin
partner (not shown), we do not observe a noticeable change in the spin
polarization of this state. The electronic temperature is increased by
the optical excitation (40 fs pump pulse) and subsequently drives the
Stoner-like demagnetization by electron–phonon scattering (Fig. 38(c)).
The spin polarization (Fig. 38(b)) decreases later with a time constant
of ∼15ps. We have modeled the lattice temperature 𝑇p from the mea-
sured electron temperature 𝑇e with the two temperature model (dotted
line in Fig. 38(c)) [263]. At delays <2ps the peak position follows 𝑇p.
Spin polarization and binding energy only depend on each other for
longer delays. The deviation, which we find between the decay times of
exchange splitting and spin polarization, parallels the demagnetization
of 5𝑑-valence and 4𝑓 -core levels. This suggests that the spins of the
surface state and valence bulk bands stay aligned to that of the 4𝑓
shell, while all valence states (including the surface state) demagnetize
Stoner-like. While the 5𝑑 valence electrons are directly affected by the
1.55-eV optical excitation leading to the decreasing exchange splitting,
the 4𝑓 spin system remains cold for a long time, stabilizing the spin
polarization. In contrast, in the equilibrium phase transition, these
processes cannot be separated. Using ultrafast laser excitation, we are
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able to disentangle exchange splitting and spin polarization, which
opens a completely new view on the magnetic phase transition.

Finally, we would like to note that meanwhile two spin-resolved
photoemission experiments have been performed using 10-kHz HHG
sources to study spin dynamics in Co [264] and Fe [265]. In both
experiments, demagnetization via band mirroring was observed with-
out changing the exchange splitting. This implies that demagnetization
takes place via magnons, which lead to spin mixing. For Fe we have
seen strong evidence for inelastic electron scattering via magnon emis-
sion in Sections 8.2 and 8.3. For Co and Ni we would have rather
predicted a Stoner-like behavior, i.e., a change of the exchange splitting
pon optical excitation [257]. But also for Ni it has been suggested that
he spin system heats up on the time scale of inelastic electron–electron
cattering [259]. Performing these experiments is still very tedious, but
here is the prospect of advancing spin- and time-resolved ARPES in the
uture.

.6. Summary and perspective

We have given a brief introduction to the field of ultrafast spin
ynamics and explained what microscopic details can be revealed
ith spin- and time-resolved ARPES. This report is certainly not com-
lete. For example, we were able to follow the spin transport in an
ntiferromagnetically coupled Gd/Fe bilayer by the ultrafast reverse
hange of spin polarization in the Gd and Fe layer [286]. Furthermore,
e have shown that optically induced spin transfer [287] leads to a

imultaneous ultrafast reaction of the exchange splitting [260].
What is on our wish list? We would like to combine a HHG source

ith high repetition rate (100–500 kHz), tunable and selectable photon
nergies (20–100 eV), and short pulse duration (20 fs) with efficient
pin-resolved electron detection using, e.g., the combination of a mo-
entum microscope (Ch. 11) and a hemispherical analyzer [92]. Much

f this equipment already exists, but the reliable combination of all
omponents remains a challenge. It also requires an experimental en-
ironment of high standard in terms of air conditioning, temperature
tability, and low interference due to vibrations. Under these condi-
ions, spin- and time-resolved ARPES will most certainly provide un-
recedented insights into ultrafast spin dynamics and femtomagnetism.
eveloping a microscopic understanding of ultrafast spin dynamics is
n the one hand a building block to realize spintronic applications with
Hz speed and will on the other certainly train new scientists for future
hallenges in spin dynamics, surface science, and their application.
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. From perturbative to nonperturbative time-resolved photoe-
ission

rvoje Petek, Andi Li, Zehua Wang, Marcel Reutzel, Xintong Li, Shijing Tan,
nd Bing Wang

.1. Introduction

Light can act on solid or solid surface perturbatively by exciting
ultipole transitions between eigenstates [10,288–290], or
onperturbatively by external fields accelerating charges [291–293].
he acceleration of electron drift velocity by intense optical fields, as

f it were a classical particle, has been invoked in high harmonic and
ttosecond pulse generation in gaseous matter [294,295]. When intense
ptical pulses are applied to solids, the interaction of driven electrons
ith periodic lattices undergo Bloch oscillations to generate Wannier–
tark ladders of states that have been implicated in high-harmonic
mission from solids [296–300]. Indeed, driving of the electron motion
n periodic lattices by intense optical fields as a means of actuating
oherent THz or PHz processes, is of keen interest in the emerging field
f lightwave electronics [301–305] and for achieving nonequilibrium
hases of matter with novel functionality [306,307]. Intense nonlinear
ields have also been applied to tracing of attosecond physics in field
mission from nanometric metallic tips and related nanoparticles as
ources of pulsed electron beams with potential applications in ultrafast
lectron microscopy and PHz electronics [291,292,308–311].

These methods for the probe and control of matter motivate the
nterrogation of electronic responses in crystalline solids with energy,
omentum, and time resolution, which we describe here. From a sur-

ace science perspective, photoelectron emission from single crystalline
urfaces provides a spectroscopic measure of the occupied solid and
olid surface eigenstates with the orbital, magnetic, spin, and momen-
um quantum state specificity [312–315]. The application of tunable
ulsed lasers has opened the possibility of also probing the transiently
opulated excited states of solids [316,317] with picosecond and even
own to attosecond time resolution by methods of time-resolved mul-
iphoton photoemission spectroscopy (TR-mPP) [77,104,156,302,318,
19]. Moreover, multiphoton transient spectroscopy has enabled phase
nd energy resolved study of nonequilibrium electron and nuclear
ynamical phenomena in solids and solid surfaces [10,87,169,289,
20–324]. TR-mPP studies of the unoccupied electronic structure and
ynamics involve either one or two-color excitation schemes. Time- and
ngle-resolved photoemission (TR-ARPES) typically employs two-color
xcitation, where one pulse populates unoccupied states by driving
lectronic transitions, and a second pulse further promotes the same
lectrons into the photoemission continuum typically above the photoe-
ission horizon. This achieves full Brillouin zone spectroscopic imaging

f excited electronic bands [30,120,169]; and evolution of electronic
opulations in energy, momentum, and time. The focus here, however,
s on one-color multiphoton photoemission spectroscopy as a means of
robing coherent responses of solids and surfaces with optical phase
esolution, with a further goal of exploring the transition from pertur-
ative to nonperturbative light–matter interactions. One-color methods,
owever, are challenged in exciting electrons above the photoemission
orizon, limiting them to exploration of the electronic structure and
lectron dynamics near the 𝛤 -point of the Brillouin zone [166,325].
ere we contrast the coherent responses of single crystal Cu(111) and
g(111) surfaces in resonant or near-resonant one-color multiphoton
xcitation driving mPP from the occupied Shockley Surface state (SS),
ia the intermediate first (𝑛 = 1) image potential (IP) state into the
inal state (𝐸f in) photoemission continuum. We examine how intense

optical fields alter (dress) the surface electronic structure [326] en-
tering a transition from perturbative to nonperturbative interaction by
projecting electrons from the field-dressed intermediate states into the
photoemission continuum. While, the single particle electronic struc-

tures of Cu and Ag are very similar, their disparate screening responses
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Fig. 39. The surface electronic structure of Cu(111) and its dressing in mPP process. The energy–momentum dispersion of SS and IP states within the projected band gap
between the lower (Lsp) and upper sp-bands (Usp), as well as their surface/bulk probability densities. Excitation at ℏ𝜔L = 1.54 eV generates a Floquet ladder of states that brings
the SS and IP states into three-photon resonance, leading to their field dressing, and ultimately elevates the coupled states above the vacuum level, 𝐸vac, where 4PP and 5PP
photoelectrons are emitted and detected. The dressing of the SS and IP states in the nonlinear excitation process is described by the perturbation Hamiltonian, 𝐻 ′, where the
off-diagonal elements consist of the generalized Rabi frequency, 4ℏ𝛺R, which includes the third-order electric dipole interaction, 𝜇eff3(𝑡), and detuning from the resonance by
the surface band parallel dispersion, 𝛥(𝑘∥)2 [326]. As the optical field strength increases, the Stark effect, or more appropriately the 𝐴2 vector potential interaction term in the
Coulomb gauge, causes band repulsion within the Floquet ladder such that the photoemitted electrons carry the information on the Autler–Townes splitting of the optically coupled
bands. Electrons excited to above the vacuum level can be promoted up and down in energy by Volkov process leading to above threshold photoemission (ATP).
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produce distinct outcomes to application of intense optical fields [327].
he distinction of the low to high field physics is usually defined by
uantifying the Keldysh parameter 𝛾 = 𝜔(2𝑚𝐼0)1∕2∕(𝑒0) [328–330],
here 𝜔 and 0 are the frequency and envelope amplitude of the driver

ield, 𝐼0 is the ionization potential of the penultimate state, and 𝑒 and 𝑚
re the electron charge and mass. We perform experiments on Cu(111)
nd Ag(111) samples well within the perturbative limit 𝛾 ≫ 1, yet as we
ollow the field interference amplitude crests and troughs, the response
ycles between the perturbative and nonperturbative.

To further distinguish between perturbative and nonperturbative
esponses we consider how the complex ultrafast optical fields interact
ith matter. An optical field will interact with a solid by inducing linear
nd nonlinear polarization, which can be expressed as a power series
f the applied field:
𝑡𝑜𝑡(𝐸) = 𝜖0 𝛴∞

𝑖=1𝑐𝑖 𝜒
(𝑖)𝐸𝑖,

here 𝑐𝑖 is a degeneracy factor, 𝜒 (𝑖) are terms of the complex linear
nd nonlinear susceptibility, and 𝐸𝑖 are powers of the applied field.
hile odd 𝑖 terms are found in nonlinear optics textbooks to describe

he nonlinear optical refraction responses, such as harmonic genera-
ion [331], we emphasize the even terms, which are responsible for
he linear and nonlinear photoemission [289,290,332,333]. We note
hat in nonlinear refraction, the detected photons communicate their
rigin in the nonlinear electronic response in matter that is integrated
ver energy and momentum eigenstates, while in photoemission this is
ommunicated by photoemitted electrons that generally are eigenstate
esolved. The expression for 𝑃 𝑡𝑜𝑡(𝐸) has two important implications.
he first is that the condition that a nonlinear process is perturbative,

s that the series converges, implying that for progressive terms, the
ondition 𝑛 ∕𝑛 < 1 is satisfied. In a nonperturbative response, one
28

𝑖 𝑖+1
inds that, for example, the higher order ATP response exceeds the
ower order mPP response, as can be seen in Fig. 4 of Ref. [334]. The
econd is that the applied field enters matter to transiently change its
lectronic properties in a coherent fashion that is communicated by
hotoelectrons with eigenstate resolution.

.2. Optical dressing of the electronic band structure of Cu(111)

We examine the coherent optical responses in interferometric TR-
PP (ITR-mPP) from perspective of the Floquet theory [335–337]. In

his experiment, mPP is measured in response to excitation by identical
ump and probe pulses as their delay is scanned by a Mach–Zehnder
nterferometer with <100 as delay time resolution. The constructive
nd destructive interference crests and troughs modulate the electric
ield amplitude turning on and off high field dependent factors in
PP. In a perturbative regime, time-periodic optical potentials act

n conjunction with space-periodic crystalline potentials to generate
loquet ladders where electronic bands are displaced in energy by
nteger photon quanta. Floquet physics has been vividly illustrated in
R-ARPES experiments, where intense IR fields generate virtual replicas
f occupied bands of 2D materials, and VUV excitation projects them
nto the photoemission continuum to be detected [338]. Floquet bands
re generated even on sub-optical cycle time-scales by single cycle THz
ield excitation [206]. Spectroscopy of Floquet ladders exposes avoided
rossings of bands belonging to different photonic orders [58,59,206,
07,338]. We first consider the mPP excitation of Cu(111) where the
loquet ladder extends into the photoemission continuum to reveal
ressing of the surface state bands in a resonant three-photon IP←SS
xcitation [326,334].

Fig. 39 shows the relevant band structure of Cu(111) for the dis-
ussion of mPP process that is induced by excitation with ∼20 fs pulses
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Fig. 40. ITR-2PP measurements of the field dressing of the SS and IP bands
in perturbative mPP process. The measurements are performed at low, 0.13 V/nm
a–d), and high 0.32 V/nm (e–h), field strengths. (b) and (f) show the high and low
ield strength interference fringe signals from ITR-mPP measurements in three-photon
esonant IP←SS excitation with ℏ𝜔L = 1.53 eV pulses of ∼ 20 fs duration. The low field
PP signals appear as replicas of 4PP, while at high field the fringes are distorted
n energy and have different appearance in the two orders. (a) and (e) Show the
ine profiles of 4PP and 5 PP signals at low and high fields. Low field fringes are
arrower in 5PP, because it is a higher order nonlinear process. (f) The high field
ringes show splitting of 4PP fringes in crest maxima, because 5PP process depletes the
opulation from 4PP. This can be attributed to Volkov ATP process. (c and g) Energy
ependent phase signal from the 2𝜔L Fourier component of the ITR-mPP interferogram
ear 𝛿𝜏 = 0 fs that at low field the 4PP and 5PP signals have the same phase, while
t high field the elongated 4PP fringes have the same phase as the 5PP fringes are
ssociated with the field crests, while at the IP←SS resonance energy, the signal appears
ith the opposite phase, signifying that it is coming from the troughs. (d–h) The

nverse transforms of the 2𝜔L Fourier component at low field shows a replication of the
esonant IP←SS excitation signal from 4PP to 5PP, without distortion. The same signal

at high field shows the dressing of the IP and SS bands by the Rabi frequency. The
5PP signal is pushed to higher energy than in low field and it appears more intense
than 4PP, because it is more localized in energy and time.

at ℏ𝜔L = 1.53 eV, which drive the three-photon resonant IP←SS tran-
sition [323,326]. The intense optical field of ∼0.32V/nm generates a
Floquet ladder raising the SS three-photon Floquet state into resonance
with the IP state. This interaction is recorded in 4PP by projecting
the electrons with the encoded interaction into the photoemission
continuum. The multiphoton interaction is further captured in 5PP
by above threshold photoemission (ATP). The three-photon resonant
interaction causes formation of new eigenstates that are separated in
energy by the instantaneous Rabi frequency [339] (see the perturbation
Hamiltonian in Fig. 39) where the AC Stark effect acting on the Floquet
ladders causes the Autler–Townes splitting of the electronic bands.
The Stark effect driven by the applied field can both modulate the
IP and SS band energies, as in Cu(111), as well as opening their
29

f

coupling to free electron vacuum states by lifting their energies by
the 2 dependent ponderomotive energy, as happens in Ag(111). Here,
the ponderomotive acceleration refers to electron quiver in an intense
oscillating electric field, which increases its energy according to the
𝐴2 term in light–matter interaction term (𝐴 is the vector potential
of the internal optical field), for example in the Coulomb or velocity
gauge [340].

Fig. 40 illustrates the onset of SS and IP state dressing in 4PP
and 5PP at ‘‘low’’ and ‘‘high’’ optical excitation fields. The inter-
ferometric scanning of the delay, 𝛿𝜏, between identical pump–probe
excitation pulses at the low field strength shows the 4PP and 5PP
signals enhanced by the IP←SS resonance [Fig. 40(a-b)] coming to
the maximum intensity for constructive interference at 𝛿𝜏 ∼ 0 fs. As
expected for a perturbative process, the 5PP signal is approximately an
order-of-magnitude weaker than 4PP, and has narrower fringe width
[Fig. 40(a)], as expected for a higher order process. Fig. 40(c) shows a
decomposition of the interferometric signal in Fig. 40(b) into its Fourier
component that oscillates at twice the 𝜔L driving frequency (2𝜔L
hase). Notably, the 2𝜔L phase is the same for both the mPP orders
Fig. 2(b)], with their inverse Fourier transform of the 2𝜔L component
ppears as a single resonance peak in 4PP and 5PP [Fig. 40(c-d)].
t high field, however, the interference fringes for the 4PP signal
plit having a local minimum at the field crests. This suggests that
he 5PP process depletes the 4PP signal [Fig. 40(e)]. Moreover, the
PP and 5PP fringes become differently elongated in the energy di-
ension [ Fig. 40(f)]. The Fourier filtered signal at the 2𝜔L phase

Fig. 40(g)] at the IP←SS resonance has a phase shift in 4PP, meaning
hat the undressed resonance condition occurs in the 4PP signal for
he field troughs, while the dressed 4PP and 5PP signals occur for
he field crests. The field dressing of the Cu(111) band structure is
ost vividly seen in Fig. 40(h), where the single peak at resonance

n Fig. 40(d) becomes partitioned into two maxima separated by the
abi frequency due to the Floquet state repulsion at 𝛿𝜏 ∼ 0 fs [326].
riving the IP←SS three-photon resonance dresses the Floquet bands
ausing Autler–Townes splitting at the Rabi frequency [341]. Note, that
he elongation of the fringes in the energy dimension [Fig. 40(f)] and
he different appearance of the 4PP and 5PP fringes already convey
he band dressing and likely field driven Volkov type ATP population
ransfers [205,342]. Thus, mPP photoelectron distributions via the
P←SS resonant excitation evidence the electronic band dressing and
ow multi-order Floquet and Volkov processes modify the Cu(111)
lectronic band structure, presaging nonperturbative electron dynamics
n the solid state [326,342,343].

.3. Competition between the perturbative and nonperturbative electron
mission from Ag(111)

Next we consider the transition from perturbative to nonpertur-
ative photoemission in ITR-2PP spectroscopy of Ag(111). While DC
ield emission is a venerable topic in surface science [344,345], and
tark effect in STM spectroscopy of surface states is well understood
346,347], a theory describing the onset of high field emission from
olid surfaces is a work in progress, where Ag(111) surface provides
n intriguing example [343]. While the single-particle electronic struc-
ures of Ag(111) and Cu(111) are very similar [348], the onset of
onperturbative photoemission appears very differently on account
f their collective plasmonic responses [327,349,350]. Specifically,
g(111) has a sharp bulk plasmon resonance at 𝜔p = 3.8 eV correspond-

ng to a zero in its macroscopic dielectric function. At low excitation
ield strengths, the 2PP spectrum of low index Ag(111) surfaces has a
lasmonic photoemission component at an energy 2𝜔p above the Fermi
nergy, 𝐸F [319,351–353]. The excitation in Fig. 41 is performed below
p, where one can expect that the incident (vacuum) optical field at
.29 V/nm to generate enhanced surface fields on account of the screen-
ng response, as well as retardation of its group velocity as its dielectric

unction approaches zero at the bulk plasmon frequency [327,349,354].
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Fig. 41. ITR-2PP measurements of field emission from on Ag (111) surface. (a) 2D
nterferogram of the photoelectron counts vs 𝐸f in and time delay (𝛿𝜏) for excitation at
∥ = 0Å−1 for excitation with ℏ𝜔L = 3.44 eV pulses of ∼30 fs duration. The white lines
ndicate the 𝐸f in ’s of SS and IP states in low field 2PP process. The brace indicates
he field emission signal that is driven at the pump–probe field crests reaching the
aximum field strength of 0.29 V/nm. (b) Line profiles of photoelectron counts vs
f in taken in 100 as intervals in the 𝛿𝜏 = 0 − 0.4 fs range from the 2D interferogram

n (a). The line profiles show the shift of the SS state peak and growth of the field
mission as the excitation field crests. (c) Enlarged region of the 2D interferogram in
a) showing the structure of individual fringes in response to the field interference
odulation near 𝛿𝜏 = 0 fs. (d) Line profiles extracted from (c) at the energies of the SS

nd IP states showing transitions from mPP to field emission as the field crests. (e) 2D
ourier-transform spectra of the interferogram in (a) showing the Fourier components
f dominant SS and field emission signals, which oscillate, respectively, at frequencies
p to 8𝜔L and 4𝜔L. (f) Line profiles extracted from (e) at the SS and field emission
nergies (indicated by white lines) showing their disparate Fourier spectra. (g) Inverse
ourier transform of the 2𝜔L component in (a) showing the field effects on the SS and
P states, as well as the field emission signal. (h) Energy dependent phase signal from
he 2𝜔L Fourier component, showing the phase inversion between mPP signal from
he SS state, which dominates in the field throughs, and field dependent signal which
ominates at the crests.

Fig. 41(a) shows an interferogram of the normal emission signal
aken from an ITR-2PP movie of energy, momentum, and time depen-
ence of 2PP from Ag(111) (excitation with ∼ 30 fs pulses at ℏ𝜔L =
.44 eV). The interferogram shows sharp 2PP signals from the SS and
P states that are excited non-resonantly at delays where the pump–
robe pulse overlap is insignificant (|𝛿𝜏| ≥ 40 fs). The dominant signal,
owever, appears below the SS peak |𝛿𝜏| ≤ 40 fs, which we attribute
o intra-band current driven photoemission. The interferogram shows
volution from 2PP to emission in presence of internal field, which
e refer to as field emission and unravel. Fig. 41(b) shows several
nergy line profiles taken in 𝛿𝜏 = 0 − 0.4 fs range, where the pump–
robe field approaches the crest at 0 fs. At 0.4 fs the signal is dominated
y the SS peak (and the much weaker IP state peak) expected from
30

c

he perturbative 2PP spectra of Ag(111) [323,351]. When the delay
𝜏 → 0 fs, the field cresting causes an upshift of the SS and IP peaks
nd a dominant signal below the SS peak to appear; we attribute
hese changes to ponderomotive energy of electrons and field driven
ntraband current photoemission. Ultimately, the AC Stark and the
onderomotive force are related interactions exacted by high fields on
hotoelectron distributions [340]. Thus, Fig. 41(b) shows, that a 0.4 fs
dvance of the field switches from the perturbative to nonperturbative
ight–matter interaction. Next, we examine this transition in images of
ndividual interference fringes in the energy–time domain. The fringes
n Fig. 41(c) have arrow-like shapes that repeat in ∼1.2 fs optical cycle
ntervals of the 3.44 eV field. The arrow points start at the 2PP energy
f SS and shift up as the ponderomotive force grows when the field
rests, as already observed in Fig. 41(b). Forming the arrow shaft at
ower energy is the field emission signal, which also grows as the field
rests. In Fig. 41(d) we show line profiles at the SS and IP energies.
he SS line profile has a head-and-shoulders appearance: the shoulders
orrespond to the weak field SS signal in 2PP, and the head is the high
ield emission signal. At the IP state energy, the shoulders are much
eaker and field processes dominate as the field crests. Furthermore,
e examine the mPP and field responses by performing the Fourier

ransform (FT) of the data in Fig. 41(a). The FT in Fig. 41(e) shows
istinct differences in the mPP and field emission responses. The line
rofiles in Fig. 41(f) show the SS signal has FT components up to 8𝜔L,
r 6.8 THz, while the stronger field emission signal has components
nly up to 4𝜔L. In a second-order interferometric autocorrelation that
as 4 dependence we would expect FT components up to 2𝜔L. The
act that it is much higher for the data in Fig. 41(a) implies that
igher order processes must be involved to generate the complex
ringes in Fig. 41(c). The FT components of the field emission signal
re considerably more truncated as it is expected to follow the 2

ependence of the AC stark effect. The high FT orders must result
rom commingling of the perturbative 2PP and nonperturbative field
mission responses of Ag(111) on a single optical cycle time scales.
o see the how these interactions define the measured photoelectron
istributions, in Fig. 41(g) we present the inverse transform of the
𝜔L Fourier component. The SS and IP features evolve from their 2PP
nergies at long 𝛿𝜏 and undergo a ponderomotive shift as 𝛿𝜏 decreases,
ust as seen in Fig. 41(b and c). Finally, in Fig. 41(h) the fringe phase
ignal from the 2𝜔L Fourier analysis shows that the 2PP signal at the
S energy is oscillating out-of-phase with the dominant field emission
ignal. This can be interpreted both as the mPP signal belonging to the
nterference troughs, as well as the SS state population being depleted
y the field emission at the crests.

.4. Conclusions

While Steinmann, Fauster, Echenique, Höfer, and their coworkers
ave pioneered the studies of the surface states of noble metals as the
rosophilae for defining the surface electronic structure, dynamics, and
dsorbate interactions [103,317,348,355–357], the same states offer a
orum for exploring the transition from perturbative mPP to nonpertur-
ative field emission coherent optical responses of solid state materials
n the attosecond time and PHz frequency domains. While such visions
ay seem futuristic, we need to look back at the original application

f noble metal surfaces as optical mirrors [358]. The reflection that
e see every day comes from the attosecond collective response of

ree electrons in a metal that transfers the information coherently.
ur experimental tools are approaching the capability to coherently
robe [320] and control [321] the collective electronic screening re-
ponses of noble metal on a single optical cycle time scale at frequencies
hat target specific electronic responses. The two examples on interfer-
metric probing of coherent responses of surface states of Cu(111) and
g(111) surfaces show how light can interact perturbatively to engineer

he electronic structure of matter through multiphoton interactions. We
an also tailor optical fields to drive nonperturbative field interactions
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to drive lightwave electronic and quantum plasmonic phenomena at
PHz frequencies [305,359]. By tailoring optical fields to drive collective
electronic responses, metal surfaces may no longer act only as passive
mirrors of information, but we may design them to control the elec-
tronic and optical responses for applications in probing and controlling
matter at the space–time limit [170,226,360–365].
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10. Subcycle photoemission

Ulrich Höfer and Rupert Huber

10.1. Concept of subcycle photoemission

In the usual pump–probe scheme of time-resolved ARPES a photon
in the near-infrared (NIR), visible (VIS) or ultraviolet (UV) spectral
range excites an electron into a previously unoccupied state. Photoe-
mission induced by a UV or extreme ultraviolet (XUV) pulse with
variable time delay then probes the redistribution of the excited elec-
trons and their lifetime in momentum space. Recent examples of this
powerful pump–probe scheme from our group include the formation
dynamics of dark excitons in monolayer semiconductors [162], time-
resolved orbital tomography of adsorbed organic molecules [366] or
the dynamics of photocurrents in the Dirac cone of topological insula-
tors [367]. Many other examples are discussed in other chapters of this
review.

A new development of time-resolved APRES makes use of the carrier
electric field of intense terahertz (THz) and mid-infrared (MIR) pulses
to accelerate the electrons and detects the dynamics with sub-optical-
cycle time resolution (Fig. 42). The lightwave also interacts with the
hotoemitted electrons, and photoelectron streaking allows for in situ

extraction of the electric field waveform directly at the surface [368].
ith streaking compensation, subcycle APRES then provides unique

nsights into light–matter interaction through band-structure movies
ith a time resolution better than the oscillation period of the driving

ightwave [206,368]. A convenient estimate whether an experiment ac-
esses the strong field regime or not, is provided by the ponderomotive
otential 𝑈𝑝 = 𝑒2𝐸2∕4𝑚𝑒𝜔2, i.e. the cycle-averaged quiver energy of
free electron in an electromagnetic field. If it exceeds the photon

nergy ℏ𝜔, i.e. 𝑈𝑝 ≫ ℏ𝜔, the classical electric field 𝐸(𝑡) of the lightwave
dominates light–matter interaction over the quantized transitions with
energy ℏ𝜔 or multiples of ℏ𝜔 of the usual perturbative regime.

Table 1 lists parameter sets for representative subcycle photoe-
mission conditions. The first two rows correspond to the recent ex-
periments performed at center frequencies of the driving field of 1
THz [368] and 25 THz [206]. In both cases, 𝑈𝑝 exceeds ℏ𝜔, so that
the lightwave character dominates. This is even more so, when one
considers that quasi-relativistic Dirac electrons with a linear dispersion
were accelerated in both cases and thus the appropriate expression for
the quiver energy in the material becomes 𝑒𝐸𝑣F∕

√

2𝜔. The 60 THz case
hows a realistic goal for the next-generation subcycle photoemission

able 1
epresentative parameter sets for subcycle photoemission.

𝜆 (𝜇𝑚) ℏ𝜔 (eV) Intensity (GW/cm2) 𝐸-field (MV/cm) 𝑈𝑝 (eV)

1 THz 300 4.1 × 10−3 0.01 0.1 0.1
25 THz 12 0.10 10 3 0.15
60 THz 5 0.25 1000 30 2.5
500 THz 0.6 2.07 100 10 0.004
UV probe 0.2 6.20 0.1 0.3 5 × 10−7
31
Fig. 42. Concept of subcycle ARPES. Electrons are accelerated by the pump electric
field 𝐸THz and photoemitted by UV probe pulses that are shorter than an optical half
cycle of 𝐸THz. They are probed by an hemispherical electron analyzer in the direction
ormal to the plane of incidence indicated by a transparent rectangle.
ource: Adapted from Ref. [368].

xperiment, where the large field strength raise high hopes to observe
xtreme strong-field phenomena in momentum space. In contrast, the
00 THz case implying, e.g., a VIS pump pulse with a fluence of 3
J/cm2 in a 30-fs pulse sufficient to induce a phase transition [369],

learly remains in the photon excitation regime. Typical UV probe
ulses are many orders of magnitude away from the strong-field regime.

0.2. Lightwave-driven Dirac currents

In the first experiment, this novel pump–probe scheme was used
o measure ballistic electron currents in the Dirac surface state of the
hree-dimensional topological insulator Bi2Te3. Reimann et al. observed
ow an intense 1-THz lightwave accelerates Dirac fermions within the
uasi-relativistic band structure of the topological surface state (TSS) of
i2Te3 [368]. As for the probe pulse, a 100-fs, 6.2-eV UV light source
as used. This is the best choice for the 1-THz waveform with an optical
eriod of 1 ps, allowing for subcycle time resolution and high energy
esolution simultaneously.

Fig. 43 displays three snapshots of ARPES spectra. The left and the
ight branches of the Dirac cone are initially occupied up to the same
ermi energy and Fermi wave vector. When the THz field is applied,
he occupation becomes notably asymmetric. The opposite shift of
he population for opposite THz field polarity hallmarks an ultrafast
isplacement of the Fermi surface in momentum space. The dynamical
hift of the Fermi wave vector 𝛥𝑘F can be immediately converted to a
urrent density, whose peak intensity reached 2 A/cm [368]. Moreover,
he dynamical modulation of the Fermi–Dirac distribution was modeled
y a semiclassical Boltzmann equation including an elastic and an
nelastic scattering term. As the solid lines in Fig. 43(d)–(f) show,

the model excellently reproduced the experiment when the scattering
times were set to 1 ps. Thus, the experiment demonstrates the first
direct, contact-free probe of the inertia-free surface currents carried by
the topologically-protected Dirac Fermions. The long scattering time
and the large Fermi velocity of 𝑣F = 4.1 Å/fs imply ballistic mean
free paths of several 100 nm, opening a realistic parameter space for

dissipation-free lightwave electronic devices.
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Fig. 43. Subcycle dynamics of Dirac currents. (a)–(c), ARPES maps before the arrival of the 1-THz field (−1.86 ps), just after the first positive maximum of the electric field (0.14
ps), and immediately after the negative crest of the electric field (0.64 ps). (d)–(f), Intensity distributions 𝐼− and 𝐼+ of the photoemission maps shown in (a)–(c) along the left
(blue circles) and right (red circles) branches of the Dirac cone, respectively. The solid curves show the results of simulations based on the Boltzmann equation. The black curves
depict the equilibrium situation and correspond to a Fermi–Dirac distribution at 80 K convoluted with the experimental energy resolution. The insets in (d)–(f) show the electric
field reconstructed from photoelectron streaking, with the black arrows indicating the delay times of the corresponding snapshots. (g) Schematic of the Fermi surface shift and the
acceleration of Dirac electrons by an electric field.

Source: Adapted from Ref. [368].
Fig. 44. (a) Curvature-filtered photoelectron momentum-streaking trace of the 25 THz driving field. (b) First half of the electric-field waveform reconstructed from (a) (black
ircles) and current density extracted from the measured asymmetry in the population of the surface bands (red circles). The black solid curve is a fitted sinusoidal function with
peak amplitude of 0.8 MV/cm, and the dotted red line is the electric current induced by this waveform according to the semiclassical Boltzmann model. (c) Curvature-filtered
RPES maps recorded at the temporal positions indicated by the vertical lines in (b). The images are compensated for the streaking shifts in (a). The DFT band structure of Bi2Te3

is superimposed in the leftmost panel, and thin gray curves illustrate Floquet replicas as the TSS band structure shifted by integer multiples of the driving frequency.

Source: Adapted from Ref. [206].
10.3. Birth of Floquet–Bloch states

The second experiment extended subcycle ARPES to peak electric
fields of MV/cm, where exotic strong-field phenomena can be induced
by lightwaves. Ito et al. irradiated the TSS of Bi2Te3 with an intense
MIR driving field with a center frequency of 25 THz and observed
that dynamically engineered electronic states, Floquet–Bloch states,
emerged within two optical cycles. Two-photon photoemission (2PPE)
probe of 3 eV + 3 eV was used to achieve subcycle resolution for the
32
25-THz pump (duration of one optical cycle: 40 fs). The high temporal
resolution inevitably broadens photoemission spectra, which was over-
come by curvature-based second-derivative image processing [206].
Figs. 44(a,b) show a photoelectron streaking trace induced by the
25 THz lightwave, and the converted electric-field waveform at the
surface, respectively. The amplitude of the surface electric field reached
a peak value of 0.8 MV/cm, which corresponds to an incident ampli-
tude of 7 MV/cm in vacuum, entering a range where nonperturbative
high-harmonic generation is triggered from TSS [370].



Surface Science 753 (2025) 122631M. Aeschlimann et al.
The leftmost panel of Fig. 44(c) shows the 2PPE map of Bi2Te3
before the pump waveform. The curvature image processing sharply
extracted the TSS band structure together with the bulk valence band
(BVB). 40 fs later (𝑡 = −60 fs), the electric field has induced a
pronounced asymmetry as the hallmark of lightwave-driven currents.
A clear separation of electronic populations into multiple sidebands
becomes apparent only one quarter of an oscillation cycle later (𝑡 =
−50 fs), and the electron population oscillates back and forth along the
momentum axis (𝑡 = −40 fs). Moving towards the maximum of the pulse
envelope, the increasing carrier field shifts the electron population
entirely to the upper branch near the field crest (𝑡 = −18 fs).

The newly emerging bands follow the ground-state band structure
offset by integer multiples of ℏ𝜔 = 0.1 eV (thin gray curves) in consis-
tency with the formation of Floquet replicas of Bloch electronic bands
formed by a time-periodic electric field of light with frequency 𝜔 [205,
207]. The surprising finding that Floquet–Bloch sidebands build up
already in the second optical cycle can be explained by the dynamical
phase modulation of electronic wavefunctions caused by the driving
field. Already after one optical cycle this causes constructive and de-
structive interference [206]. Furthermore, the experiment observed a
transient population of the bulk conduction band (BCB) mediated by
Floquet–Bloch bands at times exceeding 𝑡 = 0 fs (not shown) [206].

10.4. Perspectives

The demonstration of subcycle ARPES and the two examples dis-
cussed in this section employed a conventional hemispherical electron
analyser for electron spectroscopy and photoemission was restricted
to the central region of the Brillouin zone. In the future, subcycle
lightwave APRES can naturally be combined with recent developments
reviewed in other sections of this article. Especially, the use of XUV
probe light and momentum microscopy to map the full two-dimensional
Brillouin zone will make the method considerably more versatile. More-
over, the rapid development of powerful THz and MIR light sources
will make it possible to apply even higher field strengths and to work
at considerably higher repetition rates. This development is expected to
open the path for the investigation of a variety of strong-field phenom-
ena in solids such as dynamical Bloch oscillation or Floquet-topological
phases of matter at the level of the band structure. Combined with
photoemission orbital tomography [366], lightwave ARPES has the
potential to create cinematographic movies of molecular orbitals while
they are shaped by light or during surface bond formation. While
for technical reasons the highest field strengths are available only at
frequencies that exceed 20 THz, the excitation of low frequency modes
in the 1–10 THz range can induce phase transitions in materials and
is generally considered most promising for materials engineering by
light [371]. For this reason we expect that also setups like the one used
by Reimann et al. in the first demonstration experiment will continue
to play an important role in future applications of subcycle ARPES.
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11. Progress in momentum imaging — lower electric field, smaller
aberrations and reduced space charge effects

Gerd Schönhense and Hans-Joachim Elmers

11.1. Motivation for a new lens design

As discussed in previous chapters, the family of momentum micro-
33

scopes (MM) includes instruments with either dispersive analyzers or
time-of-flight (ToF) analyzers. The first instruments used two hemi-
spherical analyzers in a tandem configuration [167,372–374], later
followed by single hemispherical analyzers [375–378]. The ToF ap-
proach [168] requires pulsed excitation and is thus consistent with
the pump–probe scheme of ultrafast photoemission experiments [157].
Experiments with HHG-based sources are discussed in Chapters 6 and 7,
and experiments at FLASH in Chapter 12. More recently, a hybrid mode
has been established that combines bandwidth selection by a dispersive
analyzer with subsequent ToF analysis. The latter slices the selected
band into a stack of momentum patterns with different kinetic energies.
This hybrid approach has been achieved with large single hemispher-
ical analyzers using laser radiation at 80 MHz pulse rate [379] and
soft X-ray synchrotron radiation at 500 MHz pulse rate at the Diamond
Light Source (Didcot, UK) [380]. A similar approach is used at the
hard X-ray beamline P22 at PETRA III (DESY, Hamburg, Germany),
where a compact dodecapole bandpass filter [381] is integrated into
the standard linear column of a ToF-MM.

The lens system of a momentum microscope is similar to that of
a photoemission electron microscope (PEEM). However, the principal
planes (real-space and reciprocal-space images) are reversed. PEEMs
are optimized for real-space imaging with best lateral resolution [382,
383], while MMs are optimized for reciprocal-space imaging, record-
ing 𝑘𝑥-𝑘𝑦 patterns. For ARPES studies, the 𝑘-resolution is the crucial
parameter with best values in the range of 0.005 Å−1 [372]. For
photoelectron diffraction (PED) studies, the size of the 𝑘-field is crucial,
as it determines the information content in the diffraction patterns.
Large 𝑘-fields up to 12 Å−1 in diameter have been recorded with hard
X-ray excitation [384,385].

The key element of PEEMs and MMs is the cathode lens, with the
sample being an integral part of the lens. Early theoretical work [386–
388] suggested that a large electrostatic field between the sample and
the first electrode (extractor) is important for achieving high lateral
resolution. Typical fields in the current generation of instruments are
in the range of 3–8 kV/mm. Bauer, Rempfer and Tromp et al. refined
the resolution equations and derived aberration coefficients for cathode
lenses [389–393].

This high electric field can be prohibitive for certain experiments.
The first obvious reason is that ARPES experiments require clean sur-
faces, often requiring cleaving in UHV. This can result in sharp corners
or loose lamellae (for layered materials). Corners or protrusions in-
crease the risk of field emission or even sparking. Second, the extractor
field pulls slow background electrons into the lens column, where they
exert Coulomb forces on the photoelectrons of interest. Especially in
pump–probe experiments, large amounts of slow electrons released by
the pump laser are often the main contributor to space charge effects
(shifts and broadening of the signals). Third, cathode lens imaging
relies on a homogeneous field between the sample and the extractor,
which conflicts with 3-dimensional structures in the sample plane. Field
distortions can occur at small microcrystals or electrodes of operando
devices. Even worse, flat samples sometimes need to be tilted with
respect to the optical axis to observe large off-normal emission angles
at higher kinetic energies. The prevailing view that high extractor fields
are essential for optimal performance of classical cathode objectives
is frequently challenged by practical limitations, which impede their
application. This chapter presents a solution to this conundrum.

11.2. Gap lens mode

A novel front lens configuration enables the reduction of the field at
the sample surface to zero and even to negative (i.e., retarding) values.
Prototypes of this lens have been utilized in a number of experiments.
The homogeneous field of the extractor mode is supplanted by an
additional lens field located within the gap between the sample and
the extractor. The essential component responsible for generating this
lens field is an annular electrode (R1), which is oriented concentric

with respect to the extractor [see Fig. 45(a)]. By varying the potential
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Fig. 45. Calculated equipotential contours and electron rays for the new front lens geometry (a,b) and for a classical extractor-type front lens (e,f). Ex and R1 denote the extractor
and the ring electrode, respectively. In (a) the application of 18 kV at Ex and 2 kV at R1 results in a field strength as low as 1 kV/mm at the sample surface. In contrast, the
application of 18 kV at Ex in (e) leads to a field strength of 4.3 kV/mm. (c,d) Valence band measurement of WSe2 in the gap lens mode using a HHG-based photon source at
CELIA, Bordeaux. (g,h) Photoelectron diffraction patterns of Ge 3𝑑 recorded in extractor mode with a hemisphere MM using Synchrotron radiation at the Diamond Light Source
(Didcot UK). Simulations were conducted for 𝐸𝑘𝑖𝑛 = 330 eV and a polar-angle range of 30◦. Data (c,d) and (g,h) from Ref. [380,395], respectively.
c
p

applied to this ring electrode, it is possible to vary the refractive power
of the additional lens field and, in turn, to further adjust the field
at the sample surface and its gradient. As illustrated in Fig. 45(a),
the equipotential contours demonstrate a reduction in the field at the
sample surface by a factor of more than four in comparison to the
classical extractor mode depicted in Fig. 45(e). All simulations were
conducted using the SIMION code [394].

Despite the much smaller field, the imaging properties of the so-
called gap lens mode are better than those of the extractor mode, as
can be seen from the ray patterns shown in Figs. 45(b,f). These patterns
were simulated for a photoelectron kinetic energy of 330 eV and a polar
angle range of 0–30◦, corresponding to a 𝑘-field of 9 Å−1 diameter. The
𝑘-images are formed in the backfocal plane of the front lens (dashed
red lines in b,f). With the new lens, the 𝑘-image is sharp up to the
outer rim, while in extractor mode a significant spherical aberration
(image curvature) is visible, see dashed blue curve. Its typical signature
is the overfocus of the outer rays, which appears on the planar detector
as image blur at the rim. This blur scales with the size of the source
spot, which we assumed to be 80 μm diameter. Reducing the extractor
voltage to below 18 kV would further increase this image blur.

The ray-tracing results are confirmed by first experiments. A typical
example obtained in the gap-lens mode at a low kinetic energy of
about 16 eV is shown in Figs. 45(c,d). These data were recorded for a
WSe2 sample with a ToF-MM using fs pulsed excitation from the HHG-
based source at the CEntre Lasers Intenses et Applications (CELIA) in
Bordeaux, France. The strong field reduction is very favorable for work
with cleaved transition metal dichalcogenides (TMDC) samples (for
details, see Ref. [395]). An example for higher kinetic energy is shown
in Fig. 46. As an example for the extractor mode, two photoelectron
diffraction patterns of Ge are shown in Figs. 45(g,h). These data were
recorded with a hemisphere MM using Synchrotron radiation at the
Diamond Light Source (Didcot UK). Large flat samples such as this Ge
crystal do not normally carry the risk of field emission. Thanks to the
small photon spot of about 30 μm diameter, the images show a good
quality up to the outer rim. The richness of detail is surprising for these
low kinetic energies; for more information, see Ref. [380].

As an interesting example of the new front lens geometry, we
present soft X-ray photoemission results on the kagome metal CsV3Sb5.
The (135)-kagome metals are interesting materials because they exhibit
a combination of superconductivity, charge density wave (CDW) order,
and nontrivial band topology (for details see the review article by Y. Hu
et al. [396]). Fig. 46 shows the Fermi surface and the band dispersion
f CsV3Sb5 measured with an energy resolution of 34 meV at a sample
emperature of 30 K. A higher energy resolution (30 meV) could be
chieved at lower drift energy on the expense of intensity [Fig. 46(g)].
34

M

Fig. 46. ARPES measurements on the kagome metal CsV3Sb5, recorded in gap lens
mode with R1 at 0 V with soft X-rays at ℎ𝜈 = 330 eV from beamline P04 of PETRA
III. (a) 𝑘𝑥 - 𝑘𝑦 section at the Fermi level as measured. (b) Same data as in (a) but
sixfold symmetrized. (c) 𝑘𝑥 - 𝑘𝑦 section at a binding energy of 275 meV. (d–f) 𝐸𝐵 vs
𝑘
||

sections along the lines marked in (b). The intensity brightness/contrast has been
hanged at 𝐸𝐵 = 500 meV to better visualize states near the Fermi level. (g) Fermi edge
rofile showing that the resolution is given by the bandwidth of the exciting radiation.

In agreement with theory and previous ARPES measurements [396],
we can identify the main band features. The sections over the 𝛤 -K-
M directions [Fig. 46(d,f)] show the van Hove singularities (VHS) at
the M-point near the Fermi energy, which have a saddle-point nature.
VHS-1 is indicated by the flat band (A) at the M-point in Fig. 46(d,f).
Along the perpendicular direction across the M-point Fig. 46(e), it
is connected to an electron-like parabola that is unoccupied at the
M-point. VHS-2 is formed at a binding energy near 100 meV at the
M-point with larger dispersion (B). In the perpendicular direction 𝛤 -

[Fig. 46(e)] it forms an electron-like parabola (C) with a maximum



Surface Science 753 (2025) 122631M. Aeschlimann et al.

o
h
s
t
s
w

t
c
f
i
i
(
u
p

s
s
t
t

1

t
b
s
d
s
e
s
𝐸
p
c
w
5
(
i
s
t
e
s
e

T
4
c
f
t
C
p
t
o
(

h
c
s
t

binding energy of 600 meV. VHS-3 at the M-point is connected to the
lower Dirac point (DP) at the K-point. Along 𝛤 -M [Fig. 46(e)] the band
C forms a hole-like band.

Electron-like and hole-like behavior in perpendicular parallel mo-
mentum directions are the characteristics of a VHS. VHS-1 and VHS-2
show an electron-like state along the M-K direction and a hole-like
state along the orthogonal M-𝛤 direction, and vice versa in the case
f VHS-3. The flat dispersion of VHS-1 (A) extends over more than
alf of the K-M path, indicating a higher order nature of this van Hove
ingularity. The charge density wave (CDW)-induced hole-like band (D)
hat is backfolded from the M-point [Fig. 46(e)] appears in the empty
pace near the Fermi level at the 𝛤 -point. The backfolded intensity is
eak, which is typical of CDW-induced backfolding.

The dispersionless photoemission intensity at a binding energy be-
ween 1 and 1.2 eV corresponds to a flat band, suggesting electron
orrelation effects [397]. We confirm that the binding energy of the
lat band is inconsistent with density function theory. As pointed out
n Ref. [397], the energy position of a flat band in the kagome lattice
s very sensitive to the hopping parameters. The electron-like band
E) [Fig. 46(e)] with a maximum binding energy of 2.2 eV is an
ncorrelated electron band and its minimum is close to the inner
otential.

These photoemission results confirm that the gap lens modes allow
even Brillouin zones of the Kagome metal CsV3Sb5 to be imaged
imultaneously. The photoemission intensity varies from the central to
he adjacent Brillouin zones. We attribute this effect to a variation of
he photoemission matrix elements.

1.3. Repeller mode

Next to the weakly accelerating gap lens mode, used in Fig. 46,
he field at the sample surface can be compensated or even reversed
y putting R1 on a negative voltage. The zero-field mode is well
uited for measurements under large off-normal angles or for operando
evices with protruding electrodes on the surface. The repeller mode
ignificantly reduces the space charge effect by eliminating all slow
lectrons from the beam within a short distance from the sample
urface. Fig. 47 shows calculated trajectories of photoelectrons with
𝑘𝑖𝑛 = 150 eV in a weak repeller field of −23 V/mm. The 150 eV
hotoelectrons are accompanied by slow background electrons, which
an outnumber the true photoelectrons by orders of magnitude. Here
e show electrons with energies of 1 eV (green), 3 eV (blue) and
eV (red). The slow electron signal comprises secondary electrons

from cascade-like scattering processes), whose amount increases with
ncreasing photoelectron energy. In pump–probe experiments another
pecies of slow electrons can originate from the pump pulses (nPPE
ransitions). This contribution is strongly dependent on the pump flu-
nce as well as on the presence of emission hot spots in the illuminated
ample area. For a given sample, the Coulomb forces exerted by these
lectrons often set a limit to the maximum possible pump fluence.

Time markers in Fig. 47 illustrate the action of the repeller mode.
he slow electrons are returned back to the surface within 240 ps,
00 ps and 600 ps for 1 eV, 3 eV and 5 eV electrons, respectively. In
ontrast, the 150 eV electrons are not visibly affected by the repeller
ield. This elimination of the slow electrons from the beam within
he first few hundred μm above the sample surface terminates the
oulomb repulsion between the large amount of slow electrons and the
hotoelectrons. We note that in this early phase the mirror charge of
he slow electrons diminishes the effective Coulomb field, which acts
n the photoelectrons. This regime can readily be termed dipole regime
for details, see Ref. [398]).

The prediction of a substantial reduction of space-charge interaction
as been validated in an experiment using the ToF-MM at FLASH. The
entral results are shown in Fig. 48. In the repeller mode (a), the
ignature of space charge interaction is absent and we just observe
35

he laser assisted photoemission (LAPE) signal at pump–probe delay
Fig. 47. Electron rays with time markers calculated for photoelectrons with a kinetic
energy of 150 eV (black trajectories) in a weak repeller field of 23 V/mm. The slow
electrons of 1 eV, 3 eV and 5 eV are emitted at the same instant as the photoelectrons
and turn around after 120 ps, 200 ps and 300 ps, respectively. This leads to a
substantial reduction of the Coulomb interaction between photoelectrons and slow
electrons.
Source: From Ref. [398].

Fig. 48. Final-state energy distributions vs pump–probe delay 𝛥𝑡. (a–c) for the repeller
mode at a pump fluence of 13 mJ/cm2 and (d–f) for the extractor mode at a pump
fluence of 5.3 mJ/cm2. Measurements at the HEXTOF endstation of FLASH with
ℎ𝜈𝑝𝑟𝑜𝑏𝑒 = 111.6 eV and ℎ𝜈𝑝𝑢𝑚𝑝 = 1.2 eV. (a) Intensity pattern for the repeller mode,
plotted on a logarithmic intensity scale in the 𝐸𝑓𝑖𝑛𝑎𝑙-vs-𝛥𝑡 landscape. Main figure and
inset for pump fluences of 13 mJ/cm2 and 22 mJ/cm2, respectively. (d) Same for
the extractor mode and fluence 5.3 mJ/cm2. (b,c,e,f) Corresponding spectra taken at
pump–probe delays of 0 and 3 ps as stated in the panels.
Source: Data from Ref. [398].

𝛥𝑡 = 0. However, in extractor mode (d) we observe a dramatic long-
range space charge artefact with its maximum at 𝛥𝑡 = 17 ps, although
the pump fluence is even lower. This artefact can be understood on
the basis of a semi-analytical model [399], suggesting that the space
charge interaction happens along the macroscopic flight path of the
photoelectrons. Corresponding spectra at 𝛥𝑡 = 0 and 3 ps are shown in
Figs. 48(b,c) and (e,f) for the repeller and extractor mode, respectively.
In repeller mode, we see the LAPE signals above 𝐸𝐹 (b) and the Fermi
edge has a width of 150 meV full width at half maximum (FWHM) (c).
In extractor mode, the LAPE features are smeared out (e) and the width
has increased to 650 meV FWHM due to the space charge interaction
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Fig. 49. Valence band mapping for the W(110) surface at FLASH (ℎ𝜈 = 111.6 eV) in
repeller mode. (a) 𝑘𝑥-𝑘𝑦 momentum distribution. (b–e) 𝑘

||

-vs-𝐸𝐵 sections along the lines
marked in (a). (b) and (c) represent the case without pump beam; (d) and (e) show
the results with pump fluences of 13 and 25 mJ/cm2, respectively, for a pump–probe
delay of 𝛥𝑡 = 1 ps.
Source: Data from Ref. [398].

(f). This weak repeller mode has been used in an experiment probing
the metamagnetic phase transition in FeRh (details in Ref. [400]).

The limit of the pump fluence in repeller mode was elucidated by
mapping the valence bands of tungsten with and without the pump
pulse. The results for two high pump fluences are shown in Fig. 49.
To avoid the LAPE signals, the time delay was set to 1 ps. At a
pump fluence of 13 mJ/cm2, the momentum pattern remained largely
unchanged, as can be seen by comparing (b) and (d). At a fluence
of 25 mJ/cm2, the pattern appears significantly blurred, with some
intensity above the Fermi level appearing in the center (e). This is
consistent with the inset of Fig. 48(a), where at a fluence of 22 mJ/cm2

an additional intensity appears near the LAPE signal at 𝛥𝑡 = 0. In
repeller mode the visible 𝑘-field is reduced by approximately a factor
of 2.

11.4. Summary and conclusions

A novel front lens geometry has been developed, with an additional
lens positioned in the gap between the sample and the extractor. This
lens allows a significant reduction in the electric field at the sample
surface (typically by a factor of 2–4 in the gap lens mode). This reduces
the risk of field emission or flashover from microscopic protrusions,
which can be a serious problem for cleaved samples. Simulations
indicate that the imaging quality of the new front lens is superior to
that of classical extractor lenses [see Figs. 45(b) and (f)]. We attribute
this to two factors: First, the distance of the principal lens plane from
the sample is about a factor of two smaller for the gap lens compared to
the first converging lens in a classical objective (between extractor and
focus electrode). Second, the gap lens is followed by an ‘‘aperture lens’’,
with negative aberration coefficients [401]. The gap lens configuration
is analogous to that of an optical microscope, where the objective lens
is positioned in close proximity to the object. It is important to note,
however, that Scherzer and Rose [402,403] demonstrated that, unlike
in optical microscopy, spherical aberration cannot be eliminated in an
electron-optical system with round lenses. This is known as the Scherzer
theorem.

By adjusting the potential of the additional ring electrode [see
Fig. 45(a,b)], the field at the sample can be set to either zero or even
negative values, i.e. retarding. The zero field setting is particularly
advantageous for the investigation of three-dimensionally structured
samples, such as operando devices with electrodes or actuators on
top. Negative fields establish the repeller mode, which directs all slow
electrons back to the surface, thereby reducing the space charge inter-
action between the photoelectrons of interest and the large amount of
slow background electrons (secondaries and pump-released electrons).
The first experiments at FLASH are in agreement with theoretical
predictions.

The reduced spherical aberration (visible in a smaller field cur-
vature) allows the gap lens mode to record 𝑘-fields up to diameters
of about 12 Å−1, which is advantageous for photoelectron diffraction
experiments. In real-space imaging (PEEM), fields of up to 4 mm in
diameter can be recorded, which is a crucial aspect of the upcoming
full-field imaging technique of PAXRIXS [404]. The situation is dif-
ferent with respect to chromatic aberration. Hemisphere-based MMs
36
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record 𝑘-patterns with a narrow bandpass, so chromatic aberration is
negligible. For ToF-based MMs, the chromatic aberration of the gap
lens can be significant, which may result in a reduction of the simul-
taneously recorded energy band. Consequently, it may be necessary
to use sequential recording of several smaller bands with subsequent
concatenation of the stacks. Due to the time-resolved recording, the
‘‘chromatic aberration of magnification’’ can be numerically corrected
a posteriori [405]. The details of this phenomenon are currently under
investigation.
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12. Time-resolved FEL photoelectron spectroscopy

Markus Scholz and Kai Rossnagel

12.1. Introduction

Free-electron lasers (FELs) generate highly coherent photon pulses
with temporal widths ranging from femtoseconds to attoseconds in both
the soft and hard X-ray ranges [406,407]. This remarkable capability
nables the exploration of fundamental dynamical phenomena in ma-
erials and at interfaces, which can provide a deeper understanding
f the interplay between electronic and structural degrees of freedom.
ime-resolved photoelectron spectroscopy benefits greatly from high-
epetition-rate FEL sources, as maintaining low count rates per pulse
s critical to minimize space-charge effects and to manage the count
ate limitations of delay-line detectors. To efficiently capture excited
hotoelectrons over the full half-space (2𝜋 solid angle) above the
ample, advanced multidimensional spectrometers, such as the momen-
um microscope, are being used [157,168,408]. Another challenge is
hat the statistical intensity fluctuations of pulses from self-amplified
pontaneous emission (SASE) FELs can reach up to 100%. This has
ecessitated the development of a single event-based data format for ef-
icient filtering and sorting during post-processing [409]. Despite these
imitations, high-repetition-rate FELs can outperform high-harmonic-
eneration (HHG) laser sources, especially when photon energies ex-
eed 300 eV and pulse durations are below 100 fs. Since the pioneering
ime-resolved photoelectron experiments and studies of space-charge
ffects [410–413] at FLASH [406], the first FEL for extreme ultraviolet
XUV) and soft X-ray radiation, a vibrant user-driven science program
as provided many important insights into the ultrafast dynamics of
aterials and interfaces. This short review focuses on selected ex-
eriments of the user community on interfacial reactions [414–416],
oft matter systems [417,418], and quantum materials [419–425]. It
oncludes with a forward-looking discussion of ongoing advances in
EL light sources and photoelectron spectrometers.

2.2. Selected case studies

2.2.1. Surface reaction
The photochemical oxidation of carbon monoxide (CO) to carbon

ioxide (CO2) catalyzed by TiO2 is essential for air purification, as CO
s a major cause of fatal air poisoning in industrialized countries.

Wagstaffe et al. [415] used time-resolved X-ray photoelectron spec-
roscopy (tr-XPS) to study the ultrafast early reaction dynamics of
he photoinduced oxidation of CO to CO2 on the anatase TiO2(101)
urface (see Fig. 50). They revealed a reaction pathway involving the
xcitation of valence band electrons into intra-band gap states upon
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Fig. 50. Time-resolved XPS during the photooxidation of CO to CO2 on anatase
iO2(101). (a) Time-resolved O 1s intensity evolution and time-dependent (b) O 1s and
c) C 1s core-level spectra.
ource: Adapted from [415].

xygen adsorption, forming an O2–TiO2 charge-transfer complex that
ctivates oxygen below the TiO2 band gap. The sample was pumped
t a photon energy of 1.6 eV with a fluence of 4.4 mJ/cm2 and probed
t 647.9 eV. The effective time resolution was about 200 fs. The time
volution of the O 1s core-level emission shows an intensity shift to a
ower binding energy and an additional peak at 536.6 eV, which the
uthors identified with the formation of CO2 at about (1.2±0.2) ps
fter optical excitation [Figs. 50(a) and 50(b)]. No other intermediates,
uch as CO3

2−, COOH, or other oxygen-containing hydrocarbon species
hat would appear at lower binding energies, were detected, suggesting
hat the reaction occurred without the formation of long-lived carbon-
ontaining intermediates. The C 1s core-level emission shows similar
ynamics, with a peak corresponding to CO2 at a binding energy of
91.8 eV observed at (2.0±0.5) ps [Fig. 50(c)]. The authors concluded
hat with the capabilities of FEL-based tr-XPS, they were able to iden-
ify the relevant photogenerated charge carriers and the mechanisms
riving oxygen activation that were previously inaccessible. This study
rovides crucial insight concerning reaction mechanisms and dynamics
f the short-lived intermediates forming in the early stages of a chem-
cal reaction. Furthermore, it is the first insight into the light-induced
xidation of CO to CO2 on the surface of TiO2 in real time.

2.2.2. Soft matter systems
Photoinduced charge generation is critical for natural and engi-

eered photocatalytic and photovoltaic systems. Organic donor–
cceptor systems, with their tunable properties, are promising for light
arvesting. Improving efficiency requires detailed knowledge of the
teps from light-induced excitation to charge separation.

Roth et al. [417] tracked the formation of free charge carriers in a
odel organic donor–acceptor system, CuPc:C60, with tr-XPS at FLASH

see Fig. 51). The sample was pumped at 1.6 eV with a fluence of
1 mJ/cm2 and probed with a photon energy of 495.8 eV [Fig. 51(a)].
he effective time resolution was about 290 fs. In the spectral evolution
f the C 1s XPS signal of the organic heterojunction, they observed
hat the signature of the C60 molecules shows a general shape change
37

nd shifts to a higher kinetic energy [Fig. 51(c)]. They interpret this
s the signature of additional electronic charge in the vicinity of the
onized C60 atoms, which could be directly correlated to the pop-
lation of interfacial charge-transfer (ICT) states. They particularly
ound that the lifetime of ICT states results from competition be-
ween electron–hole recombination and ICT dissociation into delocal-
zed charges [Fig. 51(b)]. About 20% of the photogenerated ICT states

are converted into extractable charge carriers, while the remaining 80%
recombine within about 1 ps [Fig. 51(d)]. These results suggest that
charge separation from excitonic states plays an important role in light
harvesting and opens new avenues for organic heterojunctions. The pre-
cise determination of the energetics, temporal dynamics, and channel
efficiencies in such systems could lead to a better understanding and
optimization of complex photovoltaic and photocatalytic systems.

Over the past decade, orbital tomography has emerged as an ex-
citing modality of the photoemission technique, allowing the imaging
of localized electronic wave functions in thin molecular films. The
extension of the orbital tomography technique into the time domain
requires XUV or X-ray photon energies and ultrashort pulses, which are
currently only provided by SASE FELs or HHG sources.

Baumgärtner et al. [418] investigated the ultrafast charge trans-
fer dynamics between a bilayer of pentacene deposited on Ag(110)
(Fig. 52). The organic film was pumped at 3.1 eV with a fluence
of 1 mJ/cm2 and probed at 35 eV. The effective time resolution was
about 215 fs. Imagine a molecule interacting with a surface, where
charge transfer serves as the fundamental process and initial step of a
molecule-surface reaction. Upon receiving a charge from the substrate,
the atomic positions, electronic orbitals, and energy levels of the
adsorbed molecule can undergo significant energetic rearrangement,
while the local charge buildup in turn initiates the movement of mobile
charge carriers in the substrate. This can lead to a modification of the
local atomic structure at the adsorption site and a modification of the
electronic structure by shifting, distorting, or splitting of bands. The
measured time-resolved momentum distributions show an increase in
intensity around the center after excitation, which decreases after 200 fs
[Figs. 52(a)–(d)]. The dynamics and transient changes in the molecular
orbitals can be explained by charge transfer between the molecule
and the substrate and a charge redistribution from the HOMO1𝑠𝑡 to
the partially filled LUMO1𝑠𝑡. Due to the strong interaction with the
substrate, the molecule can also move relative to the surface, as
supported by the computational results [Figs. 52(e)–(g)]. The results
demonstrate the potential of sub-picosecond time-resolved orbital to-
mography of molecular thin films at SASE FELs. Future advances in
temporal resolution, polarization control, and easy tunability of FEL
light sources, together with progress in the theoretical framework, will
make time-resolved tomography of molecular wave functions during
chemical reactions feasible.

12.2.3. Quantum materials
Understanding ultrafast phenomena in quantum materials requires

identifying the microscopic mechanisms of non-equilibrium energy
transfer between electronic, spin, and lattice degrees of freedom.

A recent study by Shokeen et al. [423] on ferromagnetic Ni us-
ing time-resolved momentum microscopy has shown that the non-
equilibrium electron and spin dynamics vary significantly with electron
momentum, while the magnetic exchange interaction remains isotropic
(Fig. 53). The Ni film was pumped at 1.2 eV with fluences of about 2.2
and 3.7 mJ/cm2 and probed at 74 eV and 134 eV. The effective time res-
olution was about 230 fs. The momentum-integrated ultrafast dynamics
in ferromagnetic Ni follow the generally accepted dynamics [239].
Laser excitation increases the electronic temperature in the Ni films,
leading to demagnetization by energy and angular momentum transfer
to the lattice and excitation of magnons [Fig. 53(a)]. Changes in the
majority-spin band energy suggest the collapse of magnetic exchange
splitting and reoccupation of majority/minority spin states, resulting
in ultrafast demagnetization. In their time-resolved momentum mi-

croscopy data, the authors report momentum-dependent band-filling
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Fig. 51. Time-resolved XPS of CuPc:C60. (a) Sketch of the experiment and (b) kinetic modeling of the C60 peak intensity. (c) C 1s intensity evolution of the C60 signal and (d)
temporal evolution of the fraction of the C60 signal that shifted to lower binding energies.
Source: Adapted from [417].
Fig. 52. Charge transfer dynamics in bilayer pentacene on Ag(110). (a)–(c) Time-dependent photoemission intensity momentum maps of the pentacene HOMO1𝑠𝑡 at E𝐵 = 1.2 eV.
(d) Corresponding momentum distribution curves for HOMO1𝑠𝑡 along the indicated direction. Calculated photoemission intensity momentum maps for a pentacene molecule excited
to the first singlet state (e) in the ground-state geometry and (f) excited-state geometry. (g) Schematic representation of the proposed molecular dynamics in the second layer after
excitation: the shape of a molecule changes after the electronic excitation.
Source: Adapted from [418].
changes, which they describe as the buildup of a momentum-dependent
quasi-chemical potential. They observe that this buildup is slightly de-
layed relative to the increasing electronic temperature and energy shift
of the majority-spin 3d bands, and persists longer than the remagnetiza-
tion and electronic temperature decay, suggesting a different underly-
ing mechanism. Nonuniform k-dependent magnetization dynamics are
detected, in contrast to uniform changes in the magnetic exchange split-
ting, indicating a spin-dependent energy transfer between the lattice
and the electronic system. Momentum-dependent magnetic moments
showed spin-dependent energy transfer with different dynamics at high
and low fluences. This revealed transient electronic population changes
following ultrafast demagnetization in Ni, identifying energy transfer
from Brillouin-zone boundary phonons to the electronic system as
spin-dependent and competing with electronic scattering, crucial for
achieving thermal equilibrium [Figs. 53(b)–(d)]. These results highlight
the impact of lattice-mediated scattering processes and open a pathway
to uncover the elusive microscopic mechanisms of spin-lattice angular
momentum transfer.

The shape of the energy distribution of emitted photoelectrons
reflects many-body interactions such as Auger scattering and electron–
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phonon coupling. XPS line shapes are typically asymmetric in metals
due to core-hole screening, but symmetric in semiconductors. Op-
tical excitation in semiconductors creates excited carriers that can
change the lineshape of the core-level emission, allowing the study of
non-equilibrium many-body effects with tr-XPS.

Dendzik et al. [420] have performed correlative core-cum-conduction
tr-XPS experiments at FLASH (Fig. 54). The measurements were per-
formed with 110 eV p-polarized XUV light. The photon energy spectrum
of the pump laser was centered at 1.6 eV at a fluence of ∼1.7 mJ/cm2.
The time and energy resolution were about 160 fs and 130 meV, respec-
tively. Electron–hole excitations in the layered semiconductor WSe2
were resonantly generated with femtosecond laser pulses to form
excitons, and a momentum microscope was used to probe a broad
spectral range simultaneously, capturing the excited states, the valence
band, and the low-lying core levels of W and Se [Figs. 54(a) and 54(b)].
The resulting tr-XPS spectra of W 4𝑓5∕2 emissions exhibited distinct
dynamics upon optical excitation, including changes in the energy
position, spectral width, and lineshape of the core-level photoemission
signal, along with a transient population of excited carriers. A theoret-
ical model based on the Green’s function formalism was developed to

explain these core-level spectral changes, including dynamic screening
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Fig. 53. Phonon–electron energy transfer in laser-excited Ni. (a) Schematic two-temperature model scenario: Laser-excited electrons transfer energy to phonons at the Brillouin
zone boundary via electron–phonon coupling. Energy can also be transferred back from phonons to electrons when the electronic energy falls below a certain phonon mode energy.
(b) Non-equilibrium energy distribution of phonons at the Brillouin zone boundary compared to the equilibrium distribution. (c) Photoemission intensity maps showing the electron
distribution near the Fermi level in specific high-symmetry planes of the Brillouin zone. (d) Schematic illustration of the change in the electron occupation of states due to phonon
absorption and electron scattering, with momentum conservation shown in the diagram.
Source: Adapted from [423].

Fig. 54. Core-cum-conduction tr-XPS of WSe2. (a) Illustration of the experimental setup. (b) Energy band diagram of photoexcited WSe2: resonant generation of excited carrier
populations in the valence and conduction bands. (c) Core and conduction photoelectron spectra showing emissions from the W 4𝑓5∕2 level (left) and the momentum-integrated
conduction band (right) before (blue) and after optical excitation (red).
Source: Adapted from [420].
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Fig. 55. trXPD of Bi2Se3. (a) Sketch of the experimental setup. (b) Se 3d core-level spectrum before and after optical excitation. (c) Se 3d modulation function, obtained before
optical excitation. (d) Calculated modulation function for the best-fit structure. (e) Reliability factor for the comparison between experimental and theoretical modulation functions
as a function of the first two interlayer distances 𝑑1 and 𝑑2.
Source: Adapted from [425].
of the core hole by excited carriers [Fig. 54(c)]. This model reproduces
the experimental results and allows to disentangle the contributions
of excitons and quasi-free carriers (QFCs). The ability to distinguish
between excitons and QFCs using tr-XPS is remarkable because of
their small energy difference of about 50 meV compared to the core-
electron energy scales of tens of eV. Initially, excitons dominate the
dynamics and transition to QFCs within the first picosecond. The dif-
ferent screening behavior of excitons and QFCs during photoemission
facilitated this distinction. These results support the continuous phase-
transition scenario of the excitonic Mott transition in transition-metal
dichalcogenides.

Optical pump and ultraviolet (UV), vacuum ultraviolet, or XUV
probe photoemission spectroscopy experiments have revealed the dy-
namic electronic properties of various materials. However, ultrafast
spectroscopy-based methods for structure determination, such as time-
resolved X-ray photoelectron diffraction (tr-XPD), are less developed
due to the scarcity of ultrafast soft X-ray sources. While time-resolved
momentum microscopy of the valence band structure provides insight
into electron–phonon coupling, but relies on precise knowledge of
phonon-induced structural changes at the surface, tr-XPD combines lo-
cal structure information with chemical resolution and surface sensitiv-
ity, making it ideal for direct measurement of atomic displacements at
the surface and thus a crucial complement to time- and angle-resolved
photoelectron spectroscopy (tr-ARPES) data.

Curcio et al. [425] used tr-XPD to study the structural dynamics of
the topological insulator Bi2Se3 by tracking the momentum distribution
f the Se 3d core-level emissions after optical excitation (Fig. 55). The
ump photon energy was 1.55 eV at a fluence of ∼4.2 mJ/cm2, while
he probe photon energy was 113 eV. The high detection efficiency of
he momentum microscope allowed them to collect sufficient time- and
omentum-resolved data from the Se 3d emissions [Fig. 55(b)] within
9 hours. The effective time resolution was about 140 fs. The measured
r-XPD data were compared with the results of multiple scattering
imulations [Figs. 55(c)–55(e)]. In particular, the authors focused on
he first three interlayer distances 𝑑1, 𝑑2, and 𝑑3 as defined in Fig. 55(a).
he difference between the equilibrium and time-dependent distances,
40
e.g., 𝛥𝑑1 and 𝛥𝑑2, show clear oscillations with an amplitude around
0.01 Å after optical excitation. The oscillation period of about 500 fs is
consistent with the expected excitation of an A1𝑔 optical phonon mode.
This phonon mode involves simultaneous motion of the outer Bi and
Se layers in a quintuple layer relative to the central static Se layer.
Changes in 𝑑1 and 𝑑2 should correlate, either in phase or out of phase,
depending on the relative motion of the first and second layer atoms.

12.3. Perspective

Over the last decade, FEL-based time-resolved solid-state photoelec-
tron spectroscopy has been successfully established at FLASH in the
XUV and soft X-ray regime. As the case studies presented above show,
the technique has proven its broad applicability and performance, in
particular its unique position in time-resolved core-level spectroscopy.
Currently, the technique is in the process of broadening its base and
further developing its performance with the expected implementation
at the high-repetition-rate FELs LCLS-II and European XFEL. At FLASH,
the ongoing upgrade program aims at external seeding at photon ener-
gies up to the carbon K edge in the fundamental and third harmonic
radiation beyond the 3d transition metal L-edge resonances, allow-
ing the exploitation of core-level resonances. Expected temporal pulse
lengths are less than 10 fs with spectral bandwidths close to the Fourier
transform limit. At LCLS-II and the European XFEL, the available soft
X-ray photon energy range extends from about 250 eV to 1.6 keV and
3 keV, respectively. For both of these SASE FELs, the temporal pulse
length is expected to be less than 10 fs. These advances in probing pho-
ton sources will greatly benefit photoelectron spectroscopy experiments
by providing increased temporal and spectral stability, full polarization
control, and easy tunability of photon energy. In particular, the 1 MHz
repetition rate at LCLS-II will significantly improve the efficiency of
time-consuming tr-XPD measurements. To increase the efficiency of the
momentum microscope, the integration of a space-charge suppression
optics is predicted to be advantageous as discussed in the previous
chapter [395,398]. This involves the use of a repeller electrode to

generate a retarding and diverging field at the sample surface, thereby
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decelerating and redirecting slow electrons within a short distance
from the sample. This approach is expected to result in a signifi-
cant reduction in space-charge interaction effects. Additionally, there
are ongoing developments in multi-line delay-line detectors and time-
resolving large area pixel detectors [426,427]. These advances promise
improved multi-hit detection capabilities. We foresee that all these
technical developments will make FEL-based time-resolved photoelec-
tron spectroscopy a viable, efficient, sensitive, multimodal technique
for studying ultrafast electronic-structural dynamics in materials and at
interfaces, complementing and extending the capabilities of HHG-based
tr-ARPES.
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