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Abstract: Hybrid production plants harness diverse climatic sources for electricity generation, playing
a crucial role in the transition to renewable energies. This study aims to forecast the profitability of a
combined wind–photovoltaic energy system. Here, we develop a model that integrates predicted spot
prices and electricity output forecasts, incorporating relevant climatic variables to enhance accuracy.
The jointly modeled climatic variables and the spot price constitute one of the innovative aspects of
this work. Regarding practical application, we considered a hypothetical wind–photovoltaic plant
located in Italy and used the relevant climate series to determine the quantity of energy produced.
We forecast the quantity of energy as well as income through machine learning techniques and more
traditional statistical and econometric models. We evaluate the results by splitting the dataset into
estimation windows and test windows, and using a backtesting technique. In particular, we found
evidence that ML regression techniques outperform results obtained with traditional econometric
models. Regarding the models used to achieve this goal, the objective is not to propose original
models but to verify the effectiveness of the most recent machine learning models for this important
application, and to compare them with more classic linear regression techniques.

Keywords: renewable energy; electricity price; income; time series forecasting; machine learning
techniques; backtesting

1. Introduction

The energy transition and the consequent increase in the production of energy from
renewable sources is currently of considerable importance and is destined to develop
significantly in the near future. Leaving aside regulatory aspects that are outside the
scope of our work, we will deal with forecasting energy from renewable sources, both in
terms of the quantity produced and profitability, through quantitative techniques. The
introduction of renewable energy into production processes also has a significant impact
on the determination of electricity prices (see Tselika 2022; Macedo et al. 2020).

Another important aspect was the 2015 Paris Agreements, established by the “United
Nations Framework Convention on Climate Change” (UNFCCC 2015) to reduce greenhouse
gas (GHG) emissions and therefore mitigate the “greenhouse effect”. The main goal of
the study is to forecast energy production as well as the profitability of a hybrid wind/PV
system. To this end, we apply some machine learning techniques that will be compared
with more classic regression techniques. To do so, we model the climate series involved in
the RES production process, as well as the price of electricity.

The development of wind/PV energies has recently been addressed in the specialized
literature under various aspects. To model and perform forecasting analyses, we can,
on the one hand, consider the climatic factors involved in the process and exploit the
characteristics of wind/photovoltaic plants to determine the energy produced. On the
other hand, we can also exploit data on the empirical production of existing plants. In the
latter case, the availability of data is more problematic. Therefore, we will use the first path.
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In the literature, previous studies focus either on the impact of wind speed, solar
radiation, or temperature on the electricity price or production.

Regarding wind speed, the following key studies can be highlighted in the existing
literature. Caporin and Preś (2012) show that the ARFIMA-FIGARCH process models wind
speed efficiently. Chang (2011) uses Weibull distributions, a typical characteristic of wind
speed distributions. D’Amico et al. (2015a) model wind intensity with innovative indexed
semi-Markov chains. Sim et al. (2019) first apply a transformation of the data and then
an ARIMA process. Wind power depends essentially on wind speed, and we deduce the
energy produced with the power curve associated with the turbines.

Regarding solar radiation, Saoud et al. (2018) use a quaternion-valued neural network
to forecast with a short-term horizon. As an example of the application of neural networks
to model photovoltaic power production, we list Monteiro et al. (2017), Yousif et al. (2017),
and Graditi et al. (2016). Furthermore, to model photovoltaic power production, Benth and
Ibrahim (2017) use a continuous-time process while Lingohr and Müller (2019) use a non-linear
continuous-time AR. The efficiency of a PV panel has been studied by several authors. The
modular temperature of a photovoltaic panel was investigated by Faiman (2008). Finally, we
refer to the works of Huld et al. (2011), Koehl et al. (2011), and Urraca et al. (2018) concerning
the features of the PV panels used in our survey.

Finally, some references regarding temperature modeling include Benth and Benth (2011),
Huang et al. (2018), Lee and Craine (2012), Türkvatan et al. (2020), and Zapranis and
Alexandridis (2011).

The second essential point of our analysis concerns the economic profitability of the
energy produced. We model the electricity spot price on the day-ahead market and compare
several forecasting techniques. Hereby, we apply besides classic econometric models also
more advanced ML models.

Models and forecasts of electricity prices are widely present in the literature. Detailed
contributions can be found in Weron (2014) and Nowotarski and Weron (2018) with associated
bibliographies. In addition, Giordano and Morale (2021) use a fractional Brownian–Hawkes
model for the Italian market. However, the profitability for RES is poorly presented in the
literature. We list an application of Benth et al. (2018) for wind farms by using Ornstein–
Uhlenbeck processes for wind intensity. Casula et al. (2020) use a VAR process to model wind
intensity and electricity price. It is evident that the relationship between climatic variables
and electricity prices is of primary importance. In the same vein, Matsumoto and Endo (2021)
forecast the electricity price from the forecasting of climatic variables.

Finally, regarding hybrid plants and their profitability, we list the following contribu-
tions. Cucchiella et al. (2017) analyze the profitability of RES investments in the Italian
context. deLlano-Paz et al. (2017) propose a literature review oriented toward portfolio
theory applied to power production. Neto et al. (2017) investigate portfolio theory with
several RES assets oriented to the Brazilian market. Furthermore, Lucheroni and Mari
(2017, 2018) investigate the study of energy portfolios by including the minimization of
the Levelized Cost of Energy. Li et al. (2017) study the influence of RES production in the
Chinese market. Yang et al. (2016) also investigate the impact of RES regards electricity
production. Mahesh and Sandhu (2015) investigate the positive effects of a mixed wind–
PV system production. Carpio (2021) addresses the issue of production discontinuity of
photovoltaic power. This work is also a continuation of Casula et al. (2022) regarding the
modeling of the production of a hybrid plant with classical econometric techniques.

Overall, previous studies focus on the impact of wind speed, solar radiation, or tempera-
ture on electricity price or production. In contrast, we analyze the profitability of a hybrid
system, combining models for energy production, using climate variables as well as models
for the spot price of electricity. Specifically, here are the main tasks we are investigating.

(1) We aim to forecast the main climatic variables essential to determine the production
of wind/photovoltaic energy (wind speed, solar radiation, and temperature). In parallel,
we want to predict the spot price of electricity. To achieve this goal, we apply both a
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classical and an advanced regression model using machine learning techniques. The
decision variables are described in the next section.

(2) Once the climatic variables are known, we consider, as a numerical application,
hybrid wind/photovoltaic plants located in Sardinia (Italy) with given technical char-
acteristics. We are then able to deduce the overall power produced by the plant with
hourly granularity. Furthermore, knowledge of the electricity price allows us to deduce the
profitability of the plant in a given time horizon.

(3) To verify the reliability of the results with respect to the empirical values (both
regarding energy production and income generated), we apply a backtesting technique. The
model parameters are estimated in a given “estimation window” while the simulated values
concern a subsequent “test window” in which the traditional risk measures (MAPE, SMAPE,
MAE, RMSE) are determined with respect to the empirical values. Finally, using a rolling
window technique, we verify the validity of the models and compare the performance of
different traditional statistical models with ML models. We thereby obtain a succession
of risk measures, which allow us to verify the validity of the model and also to compare
competing models with each other.

The main innovative aspect of our work is to predict the profitability of a wind–
photovoltaic system including climatic variables as well as electricity prices. To our knowl-
edge, this aspect has not yet been addressed in the literature and therefore allows us to
cover an important gap in the existing literature. Regarding the models used to achieve the
goal, the objective is not to propose original models but to verify the effectiveness of the
most recent machine learning models and compare them with more classic linear regression
techniques. Another interesting aspect that we propose is to test the correctness of the re-
sults by varying the width of both the estimation windows and the test windows used in the
backtesting technique, for which we propose a comparative analysis. Through a practical
application exploiting different locations, we also tested the robustness of the results using
an estimation of the most traditional risk measures. Lastly, we highlighted that neural net-
works for regression constitute the most efficient model, among those tested, for forecasting
both the total energy produced and the income of a hybrid wind–photovoltaic system.

The paper continues as follows. In Section 2 we describe the data, the production
of RES energy, and the expected income. Section 3 discusses the models concerning the
stochastic variables. Then, in Section 4, we present the findings of the described models.
Section 5 is the conclusion.

2. Data and RES Production

In this Section, we analyze the variables involved. Then, we determine the solar energy
produced by a photovoltaic panel and the wind power produced by a wind turbine with
known features and location. Finally, we deduce the profit obtained by the total production,
taking into account electricity prices.

2.1. Dataset Characteristics

We retrieve from NASA’s MERRA-2 project1 the time series of the climatic variables
(wind speed, solar radiation, and temperature with hourly granularity). The MERRA-2
site allows us to download a large amount of climate data, identified with certain codes,
by entering the desired geographical coordinates. We have selected three locations in
Sardinia (Italy) with the following geographical coordinates: location 1 (Medio Campidano,
39◦35′ N, 8◦40′ E), location 2 (Macchiareddu, 39◦12′ N, 8◦58′ E), and location 3 (Fiume Santo,
40◦50′ N, 8◦17′ E). In these locations (see Figure 1), energy production from renewable
sources is currently being developed.
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Figure 1. Power plant location.

The primary purpose is to obtain real data since the location is irrelevant to the
proposed modeling. Note that solar radiation is entered in MERRA-2 with the SWGDN
code (surface_incoming_shortwave_flux). The wind components are cataloged with codes
U50M (“50-m eastward wind”) and V50M (“50-m northward wind”) from which we can
deduce wind speed and direction. Furthermore, the wind intensity at a fixed height can be
deduced through the following formula (see, e.g., D’Amico et al. 2015b):

vh = vh0 ·
(

h
h0

)ϑ

with ϑ =

(
ln

h
z0

)−1
(1)

where vh is the wind intensity at the height h of the turbine, vh0 represents the value of the
wind intensity at height h0 (here, h0 = 50 m), and z0 represents the characteristics of the
location’s morphology.

The electricity spot prices dataset (and load values) given within the day-ahead auction
market can be retrieved from the “Gestore Mercati Energetici” website2. We used the PUN
price (“National Single Price”). The data ranges from 1 January 2005 to 31 December 2019
(131,400 records); some statistics are in Table 1a,b.

Table 1. (a) Climatic series statistics: wind speed (m/s), temperature (◦C) and solar radiation (W/m2)
for each location. (b) Electricity price (Euro) statistics.

(a)

W1 W2 W3 T1 T2 T3 R1 R2 R3

Mean 5.78 6.29 6.03 16.95 17.65 17.73 206.68 207.81 201.88
St. Dev. 3.10 3.33 3.70 7.96 6.36 4.98 288.89 289.77 282.82
Variance 9.63 11.10 13.71 63.32 40.43 24.79 83,454.59 83,968.91 79,988.20
Kurtosis 0.67 0.44 0.67 −0.34 −0.63 −1.06 0.20 0.17 0.22

Skew. 0.79 0.69 0.94 0.45 0.33 0.16 1.22 1.21 1.23
Min 0.01 0.02 0.01 −3.30 1.82 4.89 0.00 0.00 0.00
Max 23.38 23.48 24.60 43.31 38.33 32.74 1025.50 1028.00 1017.00

(b)

Variable Mean St. Dev. Skewness Kurtosis Min. Max.

Electricity
price 62.98 25.32 1.32 6.58 0.00 378.47
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We highlight the high kurtosis for electricity prices due to its numerous price peaks.

2.2. RES Production

We show how to estimate the power produced by a wind turbine and a photovoltaic
panel starting from the climatic sources and the features of the plant.

Regarding the wind energy, we consider turbines with the following features:
Rated power 2 MW; cut-in wind intensity 4 m/s; rated wind intensity 13 m/s; cut-out

wind intensity 25 m/s (see Casula et al. 2020). To convert the wind intensity x into power,
we apply the specific power curve Ψ(x) of the turbine:

Ψ(x) =


0 if 0 < x < 4
21.78x2 − 147.96x + 243.42 if 4 ≤ x ≤ 13
2000 if 13 < x ≤ 25
0 if x > 25

(2)

where x is expressed in m/s and Ψ(x) is expressed in kWh. The power curve equation can
be deduced from empirical data and follows the Betz law (see Figure 2).
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Figure 2. Power curve of the turbine.

Next, we move on to estimating photovoltaic energy for a panel with fixed features
and the necessary climatic factors given. For this purpose, we apply the procedure in
Urraca et al. (2018). “Standard Test Conditions” (STC) refers to T = 25 ◦C and solar
radiation 1000 W/m2. The power produced by a photovoltaic panel depends on the in-
plane radiation Ge f f and the module temperature Tmod according to the Faiman relation
(Faiman 2008):

Tmod = Tamb +
Ge f f

u0 + u1 · WSmod
(3)

where u0 is the impact of the radiation on the module temperature, u1 is the wind cooling
effect, Tamb is the ambient temperature, and WSmod denotes the wind intensity. The solar
power obtained in general conditions is as follows (Urraca et al. 2018):

P′
DC = G′

e f f ·
(

1 + k1 · ln G′
e f f + k2 · ln2 G′

e f f + k3 · T′
mod+

k4 · T′
mod · ln G′

e f f + k5 · T′
mod · ln2 G′

e f f + k6 · T′2
mod

)
(4)

with
P′

DC = PDC/PSTC PSTC = nominal power
G′

e f f = Ge f f /GSTC GSTC = 1000 W/m2

T′
mod = Tmod − TSTC TSTC = 25 ◦C

so that PDC is the energy produced. (“DC” stands for direct current).
The parameters k1, . . . , k6 characterize the type of panels (see Huld et al. 2011).
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2.3. Expected Profit

We determine the expected profit obtained from the total electricity production of the
hybrid plant in a fixed period by including electricity spot prices. The expected income of
the plant at a time t0 ≥ 0 up to time t0 + τ (τ > 0) is given as:

V(t0, t0 + τ) = Et0

[
τ

∑
k=1

P(t0 + k) · z(t0 + k) · (1 + r)−k

]
(5)

By r we denote the constant risk-free interest rate, P(t0 + k) the electricity spot price
at the time t0 + k, and z(t0 + k) the overall energy produced by the plant at the time t0 + k.
An estimator of the expected income is:

V̂(t0, t0 + τ) =
1
n

n

∑
i=1

τ

∑
k=1

Pi(t0 + k) · zi(t0 + k) · (1 + r)−k (6)

where Pi(t0 + k) represents the simulated price process value at t0 + k for the ith simulated
path, zi(t0 + k) denotes the overall energy process value at t0 + k for the ith simulated path,
and n denotes the number of simulated paths. Finally, note that the risk-free rate is constant
as we apply a very short test window.

3. Mathematical Models

Below we describe the main steps.
(1) We forecast the main variables (climate series and spot electricity prices). We use

Formulas (2)–(4) to deduce the wind–photovoltaic production (and consequently the total
production) and Formula (5) to determine the income in a given period.

(2) To model the series, we use as exogenous variables the Boolean calendar variables
(hour, day, month), a list of public holidays in the case of the price of electricity (hol), the
load (consumption) with some lags, and some lags of the variables themselves. The main
model involves a machine learning regression model, which is compared with a classic
regression model (given in Formula (7)).

y(t) =
24
∑

i=1
houri(t) +

7
∑

i=1
dayi(t) +

12
∑

i=1
monthi(t) + hol(t) +

L
∑

i=1
y(t − i)+

+
3
∑

i=0
load(t − i) + load(t − 24) + load(t − 168)

(7)

In Equation (7), the variable t is expressed on an hourly basis and belongs to the
specific test window. For example, load(t − 24) represents the value of the load at the same
time the previous day. Boolean variables are worth 1 if the condition is satisfied, otherwise
they take on a value of zero. Finally, the natural number L represents the number of delays
for the variable y.

Besides the traditional classical regression model, we aim to analyze whether ML
techniques improve predictability. Therefore, we evaluate3 a wide range of different
common models of ML techniques (trained regression ensemble model; regression tree;
k-nearest neighbor classification model; and feedforward, fully connected neural network
for regression). We normalize the data for a more efficient estimation of the parameters
(see Singh and Singh 2020). The optimal choice is the NN for regression, which consists
of a feedforward, fully connected neural network for regression. Specifically, the first
fully connected layer has a connection from the network input (predictor data), and each
subsequent layer has a connection from the previous layer. Next, each fully connected
layer multiplies the input by a weight matrix and then adds a bias vector. An activation
function follows each fully connected layer except the last (the so-called ReLU activation
function is applied to the first fully connected layer). The final fully connected layer gives
the network’s output, representing the predicted response values.
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(3) To assess the models, a backtesting technique is used (see the scheme in Figure 3).
We set an estimation window to determine the model parameters. The series is then
forecasted in a subsequent test window. The simulated series is then compared with the
relevant empirical series and the usual adequacy measures are applied (MAPE, MAE, and
RMSE). Afterward, we apply a rolling window of one week and repeat the procedure
until the entire available dataset is covered. We will therefore have a sequence of risk
measures that will be useful for establishing the correctness of the model and comparing
competing models.
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The length of the estimation window and the test window are of fundamental impor-
tance and there is no consolidated method to determine their optimal size. The estimation
window must be such as to allow the model parameters to be estimated optimally. A
“long” window allows medium/long-term seasonal effects to be taken into account while
a “shorter” window may be more suitable for detecting sudden changes. For these rea-
sons, we have chosen estimation windows of 5 years and 1 year. Finally, the size of the
test window is linked to the forecaster’s objectives. Here, we have decided to consider a
medium-term horizon of one day to one week.

Concerning the risk measures, we applied the following definitions:

MAPE =
100
n

n
∑

i=1

∣∣∣∣ xi − x̂i
xi

∣∣∣∣
SMAPE =

100
n

n
∑

i=1

|xi − x̂i|
0.5 · |xi|+ 0.5 · |x̂i|

MAE =
1
n

n
∑

i=1
|xi − x̂i|

RMSE =

√
1
n

n
∑

i=1
(xi − x̂i)

2

(8)

where x̂i are the forecasted values and xi are the real values. In our application, risk mea-
sures are defined for each rolling window while forecasting climatic and price series. Next,
we take their average value. As for the income and total energy, we estimate a forecasted
value x̂i in each rolling window and then apply the definition of each risk measure.

4. Results

To better justify the choice of regressors, we apply linear regression to the entire dataset
for the four variables used. The results of the correctness of the fit tests are reported in
Table 2.
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Table 2. Regression adequacy tests.

Variable RMSE Adjusted R-Squared F-Statistic p-Value

PUN 7.65 0.909 2.72 × 104 0
Wind 0.502 0.974 1.75 × 105 0

Radiation 34.9 0.985 1.84 × 105 0
Temp 0.523 0.996 1.08 × 106 0

We note, in particular, from the high value of the R-squared that the explanatory
variables explain very well the variability of the dependent variable. In addition, the
application of the augmented Dickey–Fuller test and the Kwiatkowski, Phillips, Schmidt,
and Shin (KPSS) test shows that these series are non-stationary.

Let us now look at an autocorrelation analysis of our series. We report the ACF
functions in Figure 4a and the PACF functions in Figure 4b.
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We also note that the first lags are certainly significant, which is why we included
them in the list of explanatory variables. We also note the presence of seasonality.
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In this study, we aim to apply the most suitable machine learning techniques. To
do so, we will use a supervised learning approach; specifically, the various regression
techniques. Note that ML techniques can handle these types of data. This way, we compare
the performance of the traditional linear regression model with several ML techniques, in
particular: trained regression ensemble model (hereafter denoted ensemble); regression tree
(tree); k-nearest neighbor classification model (k-neigh); and feedforward, fully connected
neural network for regression (NN).

For reasons of space, we present only the results for the PUN price and for the two
main climatic variables (wind speed and solar radiation) related to location 1 (other results
are available upon request). We used an estimation window of one year and a test window
of one week (with 500 backtestings). The results of the associated risk measures are
highlighted in Table 3.

Table 3. Machine learning risk measures for PUN, wind speed, and solar radiation.

PUN MAPE SMAPE MAE RMSE MAE (%) RMSE (%)

NN ND 7.3703 4.8800 6.9204 7.15% 10.14%
ensemble ND ND 6.2179 8.9585 9.11% 13.13%

tree ND 10.2368 7.0059 10.3933 10.27% 15.23%
k-neigh ND 10.6641 7.0842 10.2674 10.38% 15.05%

Solar MAPE SMAPE MAE RMSE MAE (%) RMSE (%)

NN ND ND 12.8729 27.7394 6.17% 13.29%
ensemble ND ND 17.8562 37.0016 8.55% 17.73%

tree ND ND 15.9780 36.5979 7.65% 17.53%
k-neigh ND ND 15.8276 36.6132 7.58% 17.54%

Wind MAPE SMAPE MAE RMSE MAE (%) RMSE (%)

NN 9.2830 8.0261 0.3269 0.4782 5.61% 8.21%
ensemble 11.0619 9.9290 0.4133 0.5814 7.10% 9.99%

tree 11.9324 10.6167 0.4461 0.6291 7.66% 10.81%
k-neigh 16.7170 14.5373 0.6313 0.8514 10.84% 14.62%

We see that the ML regression model (NN) produces significantly better results, so
we will always make this choice from now on and compare it with the classical regression
model. In some cases, the MAPE is not defined (this happens when some values are zero,
specified in the Tables as ‘ND’). For this reason we also add the SMAPE risk measure,
which does not present this error. We have also entered the MAE and RMSE in percentage
form (reported at the average value) to make more intuitive comparisons. The results of
the climatic variables for the other two locations are perfectly similar.

Let us now consider our main analysis. Through the described procedure, we con-
ducted 500 backtesting tests for the three locations. We considered an estimation window
of one and five years and a test window of 1-2-3-7 days. The results for income and total
energy are shown in Tables 4 and 5 (best-fitting results are bold highlighted). These tables
contain the average risk values calculated for all rolling windows. We then compare the
income and total energy of the competing models (ML neural network for regression and
traditional regression) with the empirical values. The best-performing regressors turned
out to be Boolean regressors, representing hours and lags from 1 to 5 for all variables.
Furthermore, we added load values and their lags for the PUN price and solar radiation. In
a preliminary analysis, the calendar variables linked to months and years did not lead to
an improvement in the fitting measures (MAE and RMSE), while for PUN price and solar
radiation, the inclusion of the load variables actually produced an improvement in these
measures. We do not report these results due to space constraints, but they are available
upon request.
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Table 4. (1) 1-year estimation window and 1-day test window (locations 1-2-3). (2) 1-year estimation
window and 2-day test window (locations 1-2-3). (3) 1-year estimation window and 3-day test
window (locations 1-2-3). (4) 1-year estimation window and 7-day test window (locations 1-2-3).
Optimal values of risk measures are highlighted in bold.

(1)

L. Income [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 3.3109 3.2497 71,069.82 101,686.89 2.83% 4.05% 2,512,285.78
1 Regression 3.9733 3.9090 86,121.34 119,288.85 3.43% 4.75% 2,514,355.22
1 Empirical 2,509,645.36
2 ML 3.1037 3.0511 75,596.56 108,280.89 2.76% 3.95% 2,748,182.78
2 Regression 3.7547 3.7063 93,082.66 130,889.12 3.39% 4.77% 2,752,205.15
2 Empirical 2,743,971.79
3 ML 2.8850 2.8477 68,325.38 98,127.25 2.69% 3.87% 2,541,424.27
3 Regression 3.5649 3.5268 81,420.64 111,648.13 3.21% 4.40% 2,548,533.23
3 Empirical 2,535,461.42

L. Total energy [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 2.1197 2.0880 636.72 882.92 1.73% 2.40% 36,763.80
1 Regression 2.4244 2.3754 706.60 913.24 1.92% 2.48% 36,781.06
1 Empirical 36,806.92
2 ML 1.8803 1.8574 632.13 892.84 1.57% 2.22% 40,218.14
2 Regression 2.0953 2.0647 694.35 932.39 1.72% 2.32% 40,281.14
2 Empirical 40,257.27
3 ML 1.4923 1.4816 494.56 742.43 1.32% 1.99% 37,324.73
3 Regression 1.8609 1.8387 563.88 732.58 1.51% 1.96% 37,423.39
3 Empirical 37,377.69

(2)

L. Income [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 2.7509 2.7184 131,586.18 187,493.84 2.46% 3.51% 5,340,661.02
1 Regression 3.2106 3.1597 152,019.89 213,138.78 2.84% 3.99% 5,366,347.48
1 Empirical 5,344,676.63
2 ML 2.6604 2.6384 143,986.17 204,564.73 2.47% 3.51% 5,826,446.71
2 Regression 3.1377 3.0934 165,670.00 231,909.08 2.84% 3.98% 5,856,686.19
2 Empirical 5,825,482.99
3 ML 2.5557 2.5381 128,250.22 181,422.73 2.40% 3.39% 5,350,202.03
3 Regression 3.0248 2.9831 147,686.81 204,431.46 2.76% 3.82% 5,382,739.87
3 Empirical 5,347,656.44

L. Total energy [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 1.5004 1.4854 942.91 1244.69 1.27% 1.68% 74,128.75
1 Regression 1.8691 1.8433 1142.45 1451.66 1.54% 1.96% 74,199.15
1 Empirical 74,234.88
2 ML 1.3576 1.3503 951.87 1298.07 1.17% 1.60% 81,199.48
2 Regression 1.7356 1.7163 1195.98 1523.54 1.47% 1.87% 81,350.57
2 Empirical 81,274.60
3 ML 1.1524 1.1475 770.09 1084.22 1.03% 1.45% 74,643.10
3 Regression 1.4607 1.4461 901.09 1180.19 1.21% 1.58% 74,845.80
3 Empirical 74,760.04

(3)

L. Income [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 2.4325 2.4231 187,939.55 273,544.16 2.27% 3.30% 8,279,679.35
1 Regression 2.7973 2.7611 216,991.50 304,648.74 2.62% 3.67% 8,334,649.45
1 Empirical 8,293,667.33
2 ML 2.2879 2.2888 199,156.87 292,839.59 2.21% 3.25% 8,998,723.06
2 Regression 2.7017 2.6688 230,484.00 327,821.84 2.56% 3.64% 9,062,070.85
2 Empirical 9,008,161.78
3 ML 2.2864 2.2882 180,198.51 271,369.19 2.18% 3.29% 8,247,010.73
3 Regression 2.6742 2.6422 209,401.73 295,252.95 2.54% 3.58% 8,310,164.88
3 Empirical 8,252,275.36
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Table 4. Cont.

(3)

L. Total energy [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 1.2513 1.2369 1208.12 1556.88 1.07% 1.38% 112,483.61
1 Regression 1.5429 1.5273 1479.63 1868.63 1.31% 1.66% 112,613.72
1 Empirical 112,656.34
2 ML 1.1088 1.1060 1231.63 1655.96 1.00% 1.35% 122,826.47
2 Regression 1.4416 1.4295 1543.01 1941.96 1.25% 1.58% 123,078.14
2 Empirical 122,962.82
3 ML 0.9874 0.9841 1007.40 1411.65 0.89% 1.25% 112,564.05
3 Regression 1.2551 1.2465 1219.61 1584.34 1.08% 1.41% 112,849.13
3 Empirical 112,717.98

(4)

L. Income [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 1.9483 1.9728 357,940.06 578,554.23 1.89% 3.06% 18,882,869.19
1 Regression 2.2189 2.2007 413,048.90 601,741.02 2.18% 3.18% 19,008,567.81
1 Empirical 18,931,019.95
2 ML 1.9112 1.9316 382,972.19 614,764.93 1.87% 3.00% 20,445,413.32
2 Regression 2.1912 2.1716 440,970.16 630,597.16 2.15% 3.08% 20,584,935.45
2 Empirical 20,475,215.83
3 ML 1.8820 1.9026 357,036.96 582,253.03 1.88% 3.07% 18,959,278.21
3 Regression 2.1574 2.1385 408,559.83 584,362.54 2.15% 3.08% 19,105,834.49
3 Empirical 18,985,906.24

L. Total energy [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 0.8570 0.8559 2056.39 2603.03 0.78% 0.99% 262,743.75
1 Regression 1.1156 1.1105 2648.60 3261.37 1.01% 1.24% 263,012.48
1 Empirical 263,096.01
2 ML 0.8277 0.8266 2195.44 2908.64 0.77% 1.02% 285,680.44
2 Regression 1.0905 1.0846 2822.00 3448.84 0.99% 1.21% 286,173.30
2 Empirical 285,836.51
3 ML 0.6729 0.6722 1686.19 2357.08 0.64% 0.89% 264,648.54
3 Regression 0.9060 0.9015 2168.18 2747.58 0.82% 1.04% 265,319.11
3 Empirical 264,905.85

Table 5. (1) 5-year estimation window and 1-day test window (locations 1-2-3). (2) 5-year estimation
window and 2-day test window (locations 1-2-3). (3) 5-year estimation window and 3-day test
window (locations 1-2-3). (4) 5-year estimation window and 7-day test window (locations 1-2-3).
Optimal values of risk measures are highlighted in bold.

(1)

L. Income [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 3.0625 3.0254 55,760.96 78,812.82 2.69% 3.80% 2,070,321.59
1 Regression 3.9522 3.8580 75,078.85 112,694.68 3.62% 5.43% 2,094,152.99
1 Empirical 2,074,539.68
2 ML 2.8399 2.8084 55,121.87 75,038.26 2.46% 3.34% 2,241,656.37
2 Regression 3.7752 3.6938 76,839.09 111,105.24 3.42% 4.95% 2,266,829.99
2 Empirical 2,244,770.36
3 ML 2.7634 2.7198 51,464.32 72,939.25 2.48% 3.51% 2,076,542.86
3 Regression 3.5620 3.4866 70,040.28 109,250.16 3.37% 5.26% 2,100,109.66
3 Empirical 2,075,465.30

L. Total energy [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 2.1078 2.0709 681.81 1058.93 1.78% 2.76% 38,281.40
1 Regression 2.4797 2.4317 765.20 1145.92 1.99% 2.99% 38,330.61
1 Empirical 38,365.07
2 ML 1.8507 1.8202 611.27 831.17 1.48% 2.01% 41,287.43
2 Regression 2.2052 2.1665 703.72 938.77 1.70% 2.27% 41,334.16
2 Empirical 41,350.67
3 ML 1.6401 1.5933 508.71 781.57 1.33% 2.04% 38,266.17
3 Regression 2.0212 1.9871 604.26 822.36 1.58% 2.15% 38,341.19
3 Empirical 38,234.57
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Table 5. Cont.

(2)

L. Income [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 2.6224 2.5775 97,231.98 142,213.57 2.35% 3.44% 4,150,449.52
1 Regression 3.1723 3.1105 119,417.33 166,145.76 2.89% 4.01% 4,175,415.98
1 Empirical 4,139,248.26
2 ML 2.4952 2.4567 100,774.21 143,816.28 2.24% 3.20% 4,511,966.74
2 Regression 3.0662 3.0084 125,162.22 170,032.42 2.78% 3.78% 4,537,742.89
2 Empirical 4,496,982.08
3 ML 2.3770 2.3330 89,503.02 136,595.59 2.16% 3.30% 4,165,383.87
3 Regression 3.0070 2.9507 115,949.98 163,313.90 2.80% 3.94% 4,190,133.79
3 Empirical 4,144,815.88

L. Total energy [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 1.4328 1.4214 975.15 1415.75 1.26% 1.84% 77,018.92
1 Regression 1.8159 1.7969 1185.88 1645.39 1.54% 2.13% 77,122.66
1 Empirical 77,151.17
2 ML 1.3082 1.2979 934.40 1248.05 1.12% 1.50% 83,301.51
2 Regression 1.6614 1.6439 1140.21 1473.11 1.37% 1.77% 83,405.57
2 Empirical 83,369.13
3 ML 1.1162 1.1069 756.91 1058.52 0.98% 1.38% 76,926.69
3 Regression 1.4878 1.4730 945.36 1278.85 1.23% 1.66% 77,070.94
3 Empirical 76,879.79

(3)

L. Income [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 2.0196 1.9975 120,184.52 175,930.85 1.89% 2.77% 6,368,058.64
1 Regression 2.6389 2.6030 156,777.74 212,127.78 2.47% 3.34% 6,395,295.76
1 Empirical 6,346,629.74
2 ML 1.9381 1.9176 124,171.38 179,420.86 1.80% 2.60% 6,924,823.12
2 Regression 2.5153 2.4797 161,734.31 219,243.11 2.35% 3.18% 6,955,129.45
2 Empirical 6,895,378.90
3 ML 1.9106 1.8873 113,812.15 172,416.70 1.79% 2.71% 6,394,809.44
3 Regression 2.5087 2.4715 150,574.78 208,634.78 2.37% 3.28% 6,426,759.92
3 Empirical 6,362,097.53

L. Total energy [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 1.1826 1.1767 1228.21 1724.05 1.07% 1.51% 114,261.30
1 Regression 1.5378 1.5254 1520.43 2010.98 1.33% 1.76% 114,392.40
1 Empirical 114,459.96
2 ML 1.0450 1.0396 1138.12 1524.20 0.92% 1.23% 123,691.17
2 Regression 1.3711 1.3594 1435.77 1837.55 1.16% 1.48% 123,879.07
2 Empirical 123,772.33
3 ML 0.9682 0.9641 1004.31 1357.56 0.88% 1.19% 114,403.78
3 Regression 1.2768 1.2660 1233.14 1615.75 1.08% 1.41% 114,653.30
3 Empirical 114,404.57

(4)

L. Income [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 1.3830 1.3784 209,606.65 288,837.38 1.37% 1.88% 15,366,617.29
1 Regression 2.1157 2.0893 319,380.22 439,922.77 2.08% 2.87% 15,533,379.76
1 Empirical 15,345,187.95
2 ML 1.3291 1.3236 218,349.90 306,154.94 1.31% 1.83% 16,762,819.14
2 Regression 2.0642 2.0384 341,080.65 467,218.89 2.04% 2.79% 16,935,591.00
2 Empirical 16,725,320.45
3 ML 1.3356 1.3302 204,598.50 286,718.67 1.32% 1.86% 15,488,348.00
3 Regression 2.1047 2.0772 320,221.14 437,506.62 2.07% 2.83% 15,655,172.88
3 Empirical 15,442,105.88

L. Total energy [0,T] MAPE SMAPE MAE RMSE MAE (%) RMSE (%) Mean

1 ML 0.7604 0.7599 1908.44 2520.27 0.73% 0.96% 261,238.45
1 Regression 1.1228 1.1178 2667.80 3344.85 1.02% 1.28% 261,655.00
1 Empirical 261,726.66
2 ML 0.6685 0.6680 1788.09 2266.63 0.63% 0.80% 283,967.78
2 Regression 1.0531 1.0478 2680.69 3304.99 0.94% 1.16% 284,452.01
2 Empirical 284,180.11
3 ML 0.6265 0.6260 1597.69 2086.60 0.61% 0.79% 263,106.60
3 Regression 0.9584 0.9542 2262.80 2777.54 0.86% 1.06% 263,605.40
3 Empirical 263,226.32
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We have also added the MAE and RMSE in percentage form here to facilitate the
comparison between the different situations. The MAPE is always well defined since
income and total energy are always far from the zero value. A first element of comparison
concerns the width of the estimation window (between one year and five years). The
results highlight that the values of the risk measures (for both income and total energy)
offer better results, with very few exceptions, in the case of a five-year estimation window.
This result is not surprising, since with a greater width of the estimation window, the model
is able to more effectively capture the seasonal aspects of the series under consideration
(regardless of the three locations). Now, given the same estimation window, we carry out
the comparison with respect to the length of the test window. We observe that the values of
the risk measures decrease when we go from one day to a week. We can conjecture that
in the case of a short test window (one day), the unpredictable variations in our variables
are more difficult to grasp (again regardless of the location chosen). Finally, regarding the
comparison between the two competing models among the various predicted situations,
we have found evidence that the ML neural network for regression (NN) is more reliable in
forecasting energy production and the related income with respect to the classical regression
model. The results found with distinct locations and different lengths of estimation and
test windows are consistent.

5. Discussion

It is crucial to adequately model climate variables when forecasting renewable elec-
tricity production. Furthermore, predicting the evolution of electricity prices allows us
to determine the profitability of the energy produced. We have shown that applying ML
regression models can achieve this goal, with better results than traditional regression mod-
els. The practical application was conducted considering three distinct locations, for which
we estimated the energy produced and the income using different estimation windows and
different test windows. The results proved to be robust concerning these different choices.

Our work has made it possible to fill a gap in the literature with the aim of jointly
predicting both the production and profitability of a hybrid wind–photovoltaic system.
This type of modeling can clearly be applied to systems with a more complex structure.

We have highlighted the need to use the most suitable models to achieve the in-
tended goal. In this regard, we tested some machine learning models that have undergone
enormous development in recent years and compared them with classic linear regression
models. The models we used, although not original, allowed us to obtain very reliable
results, in the context of an original application.

Finally, we observed the importance of the width of the estimation windows and
the test windows. The importance of the width of the estimation windows derives from
the need to capture any seasonal factors in the data. There are no strict rules for their
determination, therefore we must test different amplitudes to achieve optimal results. The
width of the test windows depends on the objectives of the forecasters, so we also have
a wide choice here, and we have noticed that the reliability of the results depends on
these widths.

The choice of locations and related climate data does not influence the choice of models
to use in the slightest. However, we have observed, through the choice of different locations,
that the results for traditional risk measures are robust for these choices.

Further developments involve including storage techniques in the model, which is
fundamental for aligning energy supply and demand, and is therefore an essential aspect
of forming energy prices through the well-known auction mechanisms.

Finally, for further research, we could introduce some derivatives, such as “quanto
options”, to cover the market risk and the volumetric risk inherent to energy production
from renewable sources.
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Notes
1 https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2 (accessed on 1 September 2024).
2 https://www.mercatoelettrico.org/en-us/Home/Results/Electricity/MGP/Results/PUN (accessed on 5 September 2024).
3 Estimations performed with Matlab R2024b.
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