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1. Introduction

For several decades, a key focus of research has been on in-
creasing production flexibility in manufacturing systems. The
ability to deal with uncertainties has become increasingly rel-
evant against the background of the global pandemic. A col-
laborative robot (cobot) is able to work hand-in-hand with hu-
man workers in performing a variety of tasks, particularly in
assembly, logistics and maintenance. Cobots are very useful in
managing worker shortages and minimizing potential business
losses resulting from unmet orders [1]. In this context, robot
tasks have to be re-programmed each time a new request is re-
ceived from the factory. Robot programming consists of two
hierarchical steps: the definition of a task plan by a sequence
of robot actions, followed by the writing of a program for each
action in the robot controller. The high cost of such complex
programming procedures is a fundamental barrier to the deploy-
ment of cobots. Much research has been devoted to reducing the
complexity of robot programming, e.g. an assembly task plan
can be generated directly from CAD files [2]. However, a task

plan is not normally available with ad-hoc assistive tasks, such
as ”Put the tool on the table”. In the course of action program-
ming, a pre-defined parameterized trajectory, also known as a
skill, is defined by the user interface and then translated into
robot specific syntax in the controller [3]. The parameters are
primarily robot positions and orientations.

User friendly programming interfaces are becoming increas-
ingly available on the market, examples including the touch-
screen tablet by Universal Robots and the tablet in the Fanuc
CRX series, in which motion sequences can be defined by drag
& drop. Hand-guiding is another central function of cobots,
which allows the user to rapidly and intuitively interact with
the robot and program it [4]. To explore user experiences with
modern robot programming interfaces, a user study was con-
ducted by Ajaykumar and Huang [5]. Participants were asked
to program a practice pick and place task using a hand-guiding
function and a UR-5 teach pendant device. The result shows
that participants had a poor mental model of their programs,
especially those that involved way points.

Multi-modal perception plays a key role in enabling robots
to learn and execute tasks in unstructured environments [6].
Various user interfaces have been developed in research for
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robot operating and programming [7], involving eye gaze, hand
gesture and voice control. Effective analysis of the scene, for
both path planning and observing the behavior of humans in the
robot workspace can be performed using computer vision tech-
nologies based on a three dimensional (3D) camera [6]. Natu-
ral language can be used for manipulation task instructions [8].
Sensors and algorithms enable robots to understand and interact
with an unstructured environment.

In the context of robotics and automation, learning from
demonstration (LfD)) is a promising paradigm for enabling in-
tuitive programming by non-expert users. Not only can LfD
be applied to human motor skills [9], but it is also relevant
for learning task plans. Ekvall and Kragic [10] developed a
task-level planning framework from demonstration, in which
a task plan is learned by identifying a primitive sequence of
actions. Kinesthetic teaching via a hand-guiding interface has
been widely investigated for the purpose of learning human mo-
tor skills such as striking motions in robot table tennis [11].
Video demonstration has recently been increasingly used for
learning geometric relations between objects and environment
[12].

The aim of this work is to develop an LfD system for cobots
with cognitive skills, in which the robot is able to learn and
reproduce a task in an unstructured and dynamic environment.
Existing LfD systems are not so focused on how to select in-
terfaces for LfD systems. The prudent integration of interfaces
enables the robot to learn the concept of a task program and
generalize it intelligently and autonomously to other similar
tasks. Thus, the complexity of robot programming is able to
be reduced. This system enables the user to program the robot
through integrated demonstration and instruction of a task plan,
goal concept and basic actions. The robot is then able to under-
stand the semantics of the task goal and apply this knowledge
to similar tasks.

This work considers the following questions:

• What types of interfaces are suitable for acquiring the
task goal, plan and actions?
• What characterizes the system architecture?
• How can the learned tasks be represented?

2. Background and Related Work

Classical robot programming can be divided into offline
(OFP) and online approaches. In OFP the task program is de-
fined on devices separated from the robot. This work focuses on
online approaches, as they integrate the environment model in
the robot task program. LfD is an online approach in which the
task program is created by non-expert users directly within the
robot working environment. Task-oriented programming (TOP)
is another intuitive programming method, in which the user de-
fines the task program on an abstract level [13]. By employing
TOP, the user can program the robot without defining linear or
point-to-point motions for different types of industrial robots.
A hybrid TOP system was devised by Berg and Reinhart [2],
in which the assembly sequence is generated offline, skills are

generated online with object poses, and an online module en-
ables the actions of human workers to be recognized for adap-
tive collaborative assembly. LfD systems not only achieve the
same level of abstraction as TOP but they also improve the de-
gree of intuitiveness. Moreover, they are more applicable to ad-
hoc assistive tasks, in which the primitive action sequences are
generated online in accordance with the human workers’ re-
quirements.

There is plenty of literature available on trajectory and plan
learning in LfD, focusing generally on developing models for
representing trajectories or a task plan. Key contributions in this
area are summarized in Sections 2.1 and 2.2. For goal-directed
robot learning, the sensory interfaces for goal representation are
an essential component of an LfD system, and Section 2.3 out-
lines a number of representative works. As for perception, state-
of-the art algorithms in computer vision and natural language
understanding relevant to LfD are covered in Sections 2.4 and
2.5. Finally, works presenting multi-modal approaches are dis-
cussed in Section 2.6.

2.1. Trajectory Learning

Kinesthetic teaching is an LfD method in which a human
physically guides a robot to perform a certain skill [14]. Human
motor skills, such as striking motions in table tennis, can be
learned from 25 recorded motions [11]. The basic movements,
involved in an industrial assembly task, like picking and plac-
ing, can also be learned by kinesthetic teaching [15]. One pop-
ular way of representing motor skills is to use dynamic move-
ment primitives (DMPs), which enable a robot to learn a stable
dynamic system from a single demonstration represented by a
non-linear differential equation [16]. Once learned, DMPs are
capable of avoiding obstacles attaining the goal position. From
multiple demonstrations Gaussian mixture model and Gaussian
mixture regression (GMM-GMR) are used to extract the opti-
mal trajectory [17]. Hidden Markov Models (HMMs) can also
be used to represent a skill [18]. However, they do not consider
collision avoidance.

2.2. Integrated Robot Learning of Task Plan and Actions

Task planning is the problem of finding a sequence of ac-
tions for achieving a desired goal state [10]. Motion segmen-
tation plays an essential role in task plan learning. Ding et al.
developed a learning strategy for assembly tasks [19], in which
a motion is segmented based on human hand centroid veloc-
ities. A markerless vision capture system based on Kinect is
used to acquire continuous human hand movements. Kyrarini
et al. developed an LfD system consisting of two learning mod-
ules: high-level task learning and low-level skill learning. In
high-level task learning, the task is segmented into actions, i.e.
it is first split into subtasks and each subtask then divided into
actions; the objects involved are then assigned specific IDs. The
actions are defined as the sequence: ”start arm moving”, ”grasp
object”, ”release object” and ”stop arm moving”. Kinect is used
for object detection and recognition based on point cloud pro-
cessing [15].
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2.3. Task Goal Learning

The goal of a task is to achieve a certain setting in the envi-
ronment. Different goal representations result in different ways
of deriving a task plan for achieving a goal [20]. Ekvall and
Kragic represent the goal state as the pose of task relevant ob-
jects from visual input [10]. They assume that all objects are
obsolete from each other and that there is no other object in
the scene. The task goal learned cannot be generalized to new
tasks in a cluttered scene. Furthermore, the representation is not
applicable to real-world production scenarios, in which the ob-
jects to be assembled have more complex spatial relationships.
Agkun and Thomaz used HMMs with a single object of atten-
tion to represent the goal [21]. Scene graph structure is used in
[20] to represent the goal state. An R-CNN object detector is
first applied to grocery objects. A scene graph structure is then
generated, based on a depth estimation. The spatial relations
between object pairs like in and out can then be estimated.

2.4. Visual Perception

Ding et al. [19] used a 3D camera for human movement
tracking and object recognition. Thanks to the availability of
datasets in research, they were able to train various neural net-
work architectures with RGB images. The dataset from Im-
ageNet Challenge contains more than 1 million images with
1000 object classes. The annotations fall into two categories:
(1) image-level annotation of a binary label denoting the pres-
ence or absence of an object class in the image, e.g., ”there are
cars” in this image” but ”there are no tigers,” (2) object-level
annotation of a tight bounding box and class label around an ob-
ject instance in the image, e.g., ”there is a screwdriver centered
at position (20, 25) with a width of 50 pixels and a height of
30 pixels” [22]. Ren et al. proposed a Faster R-CNN algorithm
for object detection with region proposal networks [23]. Unless
they are everyday objects, the manufactured products tend to
have less distinctive textural features. Understanding a visual
scene is more than just object recognition. Spatial and temporal
relations between objects are also essential to robot learning.
Scene graphs can be used to model the relations from an image,
in which an object hierarchy is defined with part-of relation.
The Visual Genome dataset is widely used to connect structured
image concepts to natural language. It comprises over 108k im-
ages where each image as an average of 35 objects, 26 attributes
and 21 pairwise relationships between objects (e.g. tree near the
water) [24]. Deep-learning approaches can then be applied to
train a scene graph generator [25].

A hand model with keypoints is defined to enable the de-
tection of hands from images. A large dataset with annotation
is then used to train a detector using a deep-learning approach.
Lugaresi et al. [26] from Google developed a framework that
infers 21 3D landmarks of a hand from a single RGB frame.

2.5. Natural Language Instruction

People use verbal cues to communicate intent to other peo-
ple. It is therefore intuitive and effective for human workers to

instruct a robot task using simple sentences, such as ”bring me
a screwdriver”. A dataset of natural language instructions for
object reference in robot manipulation scenarios is introduced
in [8]. A total of 1582 individual written instructions were col-
lected by way of online crowdsourcing.

In natural language understanding (NLU), intent classifica-
tion is the task of correctly labeling a natural language utter-
ance from a pre-defined set of intents. There are several pub-
licly available NLU toolkits for building conversational agents,
namely Watson, Dialogflow, LUIS and Rasa [27], which enable
the definition of intents by simple text input and the training
of customized classifiers. Possible intents are weather, play or
alarm in our daily lives. Semantic role labeling (SRL) has been
studied for decades in natural language processing (NLP). As
defined in [28], the aim of SRL is to answer the questions of
”Who did What do Whom and How, When and Where?” in text.
Most SRL research is based on an approach requiring training
on role-annotated data [29] that can be used for information ex-
traction.

2.6. Multi-Modal Approaches

”Multi-modal” means that more than one demonstration in-
terface is applied to the LfD system. Kartmann et al. developed
a representation which allows a robot to manipulate a scene
based on verbal commands by specifying spatial object rela-
tions [30]. Existing works show that it is feasible and benefi-
cial to build an LfD system based on demonstrations and verbal
commands. However, the question of how to build a system of
task learning from multi-modal demonstration and natural lan-
guage instruction has not yet been systematically explored.

3. System Design and overview

The focus of this work is on a pick & place task. For the sake
of clarity, the system design will be explained on the basis of an
example task ”Pick up all objects in the gray box and place
them in the blue box” illustrated in Fig. 1. A human demon-
strator firstly show the robot how to perform the required task.
The system is capable of recording, interpreting and transfer-
ring the information to a robot. The learned task is then incor-
porated as robot knowledge. It consists of three parts: a goal
concept for achieving the goal state from the initial environ-
ment state; a high-level symbolic action sequences based on
the goal concept; and low-level trajectory for each basic action.
The hierarchical structure of the task is shown in Fig. 2. Finally
the task is segmented into basic actions, as proposed by Berg
[31]: reach, grasp, move, position and release. Robot motions
are then generated based on learning from basic actions. De-
tails of the system elements and architecture are outlined in the
following sections.

3.1. System architecture

To reproduce the task, the robot has to learn each basic ac-
tion, but also the environment state during the demonstration.
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blue box blue box

gray box gray box

Fig. 1. (a) Initial Scene; (b) Goal Scene

Task instruction: pick up all objects in the
gray box and place them in the blue box.

Pick & Place (Oi), where i = 1, 2, 3, 4

Reach Grasp Move Position Release

Fig. 2. Hierarchical task structure

A comprehensive system is thus developed as shown in Fig. 3.
The system comprises three main elements: 1) the human robot
interfaces: 2) the software modules for perception, reasoning
and action generation; and 3) the robot. The system design pro-
cess consists of the following steps:

• Defining the functions of the software modules by an-
swering the question: What does the robot need to under-
stand from the human demonstration in order to 1) repro-
duce the task and 2) execute the task in changed environ-
ment settings.
• Identifying suitable interfaces and inference methods to

realize each functions in the first step.
• Developing the system architecture to enable the interac-

tion of various elements and modules.

The software module consists of three sub-modules: the
concept manager (CM), environment manager (EM) and robot
manager (RM). The CM is responsible for acquiring semantics
from the task goal. The result is given to the EM for semantic
grounding with initial and goal scene understanding. Robot mo-
tion learning and execution is handled in the RM. The following
types of human robot interface are considered: hand-guiding, a
graphical user interface (GUI), speech and a 3D camera. The
functions of each sub-module and the attendant interfaces are
discussed in the following subsections.

3.2. Concept manager

The CM is responsible for processing the direct input from
a human demonstrator. The information is acquired either from
a speech or text input from a graphical user interface (GUI).
Speech input necessitates an additional speech-to-text func-
tion. The CM has four further functions: intent classifier, action
parser, object parser and location parser.

Fig. 3. System architecture

The intent classifier is predefined with three intents: instruc-
tion, tool control and status control. The status has four pos-
sible states: start, pause, continue and finish. Commands for
robot tools are processed in the tool controller. Table 1 presents
a summary of all possible intents. If the input intent is a task
instruction, information will be further extracted by an action
parser, object parser and location parser using the SRL method.

Table 1. List of intents.

Intent Natural Language text Interface

Task instruction Pick up all the objects in the gray box Speech or GUI
Tool control Close/open gripper Speech
Status control Start, pause, continue, finish Speech

As described in [8], a robot task instruction consists of three
parts: an action verb, the object related to the action, and its
location, e.g. ”Pick up the yellow cube on the table.” The task
relevant information can be extracted using the SRL technique
introduced in Section 2.5. The resulting labeling of the example
sentence is shown in Fig. 4. It is generated using the web based
tool devised by the University of Stuttgart1. Further labels re-
lating to SRL can be found in [32].

Fig. 4. Semantic Role Labeling

Descriptions of all labels and related parser functions are
listed in Table 2. The information extracted consists of: 1) ”pick
up” from the action parser; 2) ”all objects” from the object
parser; 3) ”in the gray box” from the location parser. The in-
formation is transferred to the EM to improve the scene un-

1 http://en.sempar.ims.uni-stuttgart.de/
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Table 2. List of semantic labels related to parser functions.

Label Description Parser Functions

ROOT Root
PRT Between verb and particle Action parser
OBJ Object Object parser
NMOD Modifier of nominal Object parser
PMOD Modifier of preposition Location parser
LOC Locative adverbial or nominal modifier Location parser

derstanding. In general, the CM handles all the discrete input
events from humans during task demonstrations.

3.3. Environment Manager

As shown in Fig. 5, a 3D camera is installed on the robot.
The EM receives the information from the object parser and
location parser in the CM, which initiates object detection and
object recognition. In initial and goal scene understanding, the
scene graph structure of the task in Fig. 1 is generated as shown
in Fig. 6.

3D Camera

Fig. 5. Demonstration setup

table

blue box gray box

object 1 object 2 object 3 object 4

Fig. 6. Initial scene graph structure

Together with the initial scene graph, all poses of objects are
identified in the robot base frame. Each object has its attributes,
such as appearance and poses. The EM uses CAD model based
object recognition [33]. Spatial relation reasoning is realized
by calculating poses from different objects in a single coordi-
nate representation [20]. Hand detection and tracking are trig-
gered by a start signal from the CM. Object detection in the
initial scene results in a unique ID being created for each ob-
ject. Each object is tracked with its individual ID in a video.
Similarly, human hands are detected and tracked in each frame.

The hand keypoints are detected from RGB images by the Me-
diaPipe framework [26] for each frame. In the next step, the
depth value corresponding to each keypoint is estimated from
the depth frame. Hand trajectories are then generated from each
frame with respect to time. In the end, the goal scene graph
structure are grounded with goal concept from the CM. The
symbolic semantics learned are stored as robot knowledge for
future use.

3.4. Robot Manager

As shown in Fig. 7, motion segmentation consists of two
steps. First, the recorded hand and object trajectories are seg-
mented into pick & place movements relating to different ob-
jects. The number of segments is the same as the number of
objects. They are segmented by the hand and object trajectories
from each other, i.e. to find out which object was moving with
hands together by calculating the distances. The release com-
mand is also used here to improve the robustness. In the second
step, each pick & place movement is segmented into five basic
actions. If the learned sequence needs to be modified, the basic
action can be updated with a symbol as an identifier. Renewed
demonstration for the entire task is not necessary. Grasp and
release are two movements with very short duration. It is very
difficult to distinguish them from recorded hand trajectories. In
order to improve the accuracy, the command input from the CM
is integrated into the segmentation process. Further segmenta-
tion can be realized by the contact state of the hand and object.
The reach movement has no contact to the object in the scene.
Move and position can be segmented by the velocity of hand
trajectories, where position is slower than move action.

Fig. 7. Motion segmentation and learning. (1) Segmentation based on hand and
object trajectories & release command. (2) Segmentation based on voice com-
mands & hand moving velocities.

After learning the symbol sequences, the basic action is
learned by kinesthetic teaching with hand-guiding. DMPs de-
veloped by Ijspeert et al. [34] are used to learn each basic action
from a single reference sample.

In motion generation, the robot can generate the action by
defining initial and goal positions for a learned DMP. It is able
to avoid an obstacle while moving towards the goal position.
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4. Conclusion and future work

With the aim of reducing the complexity of robot program-
ming, this work introduces an LfD system with which a robot is
able to learn a task goal concept, a plan and basic actions. The
robot possesses cognitive skills such as sensing, reasoning and
learning. These are realized by integrating multi-modal demon-
stration interfaces such as hand-guiding, a 3D camera and a
GUI. Meanwhile, the user can communicate with the robot us-
ing natural language instructions. As future work, the system
will be implemented to validate the design concept.
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