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Abstract

Through the highly innovative processes introduced by the movement Industry 4.0, application of fully autonomous working pro-
cesses is ready to be integrated into real-world manufacturing applications. While many tasks still require the human to handle
particular parts or perform certain steps in the production chain, partial assembly may be performed by cooperating mobile ma-
nipulators in the near future. However, many smaller companies already fail to adapt to the new trends, as Industry 4.0, in spite
of its beneficial aspects, is costly to implement, particularly in still low-automated sectors. In this work, we show how artificial
intelligence task planning may be integrated with computer vision systems to achieve a fully autonomous manufacturing process.
We also show how low-cost robots are adapted to process demands on diverse system levels.

© 2022 The Authors. Published by Elsevier B.V.

This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0)

Peer-review under responsibility of the scientific committee of the 4th International Conference on Industry 4.0 and Smart
Manufacturing

Keywords: task planning; computer vision; autonomous manufacturing; artificial intelligence; screw detection; low-cost robotics

1. Introduction

Industry 4.0 targets the full and flexible automation of logistics and manufacturing task. In such tasks, mobile
manipulators play a major role. However, cooperating robots, whether with each other or with humans, are not yet
fully integrated into Industry 4.0 processes. Automating a manufacturing tasks requires the integration and interaction
of many systems: sensors, machines, logistics station, and robots alike. Hence, the overall complexity of automating
such tasks is demanding on hardware, software, and costs of implementation, particularly for small and medium-
sized enterprises (SMEs) and companies in still low-automated sectors. One example of such low-automated process
is the assembly of rotary tables at the Goizper Group, which was handled during the SHAREWORK EU-project
(https://sharework-project.eu/). At the beginning of the project, all tasks were performed exclusively by humans.
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SHAREWORK solutions enable in-between Human-Robot Collaboration (HRC) in parts handling. In these processes,
cooperating mobile manipulators support the humans.

In SHAREWORK project, a software suite of 15 modules is developed that enables HRC in industrial scenarios
without requiring the delimitation by spatially dividing safety measures, such as fences. These modules range from
environment cognition [1], to automated task and trajectory planning [2], safety, and sociological and ethical factors.
This work focuses on two of the SHAREWORK modules: environment cognition and automated task planning. The
environment cognition module supervises the work process. In this paper, a camera system detects (a) screws that
have been inserted into the rotary table for further assembly steps and (b) if the correct parts have been delivered to
the logistics stations (by the human or other agents). The automated task planning acts as a high-level control loop,
determining and managing the actions of the autonomous and human agents.

In this work, we introduce a fully integrated automation solution for a simple, but comprehensive, manufacturing
process. The focus is not set on the development of new environment cognition or task planning methodologies. State-
of-the-art algorithms are implemented and deployed in the proposed system. The novelty comes from the integration
of these modules in a high-level, easily-configurable control system that enables an autonomous, highly-flexible ap-
plication. In this application, cooperating mobile manipulators pick screws from logistics stations and place them
into a rotary table, while dealing with noisy sensors or unpredictable human behaviours. Afterwards, the screws are
fastened by a serial manipulator mounted directly to the work station (which is not covered in this paper). The partial
process step of item delivery will still be performed by the human once SHAREWORK ends. By applying our work,
the process may be fully automated in the near future. To further cope with the issue of Industry 4.0 being expensive,
we decide to integrate the process only using low-cost technologies. This includes sensors and robotic hardware. As
a consequence, all system components are subject to noise, for which strategies will be proposed in the course of this
paper.

The paper is structured as follows: Firstly, we discuss related work (Section 2) before describing the deployed
methodologies for automated, artificial intelligence task planning (Section 3) and screw detection (Section 4). Sec-
ondly, we verify the feasibility of the combined methodology in a lab scenario (Section 5) and, finally, conclude with
an outlook on future research and application of the proposed methods in industrial applications (Section 6).

2. Related Work

Robotic systems have been enhanced in the last years with even more complex cognitive capabilities [3] that allow
their tight integration in processes currently executed exclusively by humans [4]. Theses cognitive enhancements
usually come in form of software modules that simplify customization and integration. Two of these modules are
particularly relevant for this work, namely task planning and items detection. This section discusses related work for
these modules.

2.1. Task Planning

In industrial applications, task scheduling and task planning modules sustain production processes by dynamically
allocating tasks to the agents depending on the actual state of the system. In the works proposed by Cesta et al. [5]
and Umbrico et al. [6], knowledge representation and reasoning is used by an Artificial Intelligence (AI) task planner
to dynamically distribute the tasks to a team containing a human and a serial robot. Another Al planning paradigm
is used in [7] to compute the tasks for a mixed team of one human and one mobile manipulator. The two agents
share their working areas as part of an assembly scenario. The robot agent from this work has more elaborate skills
(e.g., can navigate and execute trajectories with its arm) that increase the complexity of the tasks computation and
allocation processes. Fiasch et al. [8] propose an different job allocation method. Their algorithm takes the capabilities,
skills, knowledge, and the preferences of the worker into account, and solves a non-linear optimization problem to
determine the jobs allocation. Other task allocation methods for industrial logistics and production environments
that also consider agents’ skills and capabilities are proposed in Pedersen and Kriiger [9] and Ranz, Hummel, and
Sihn [10].
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2.2. Screw Detection

Computer vision is a key requirement to Industry 4.0. For the proposed scenario, artificial scene understanding
is utilized in the form of screw detection. Such methods are usually split into two sub-problems: Firstly, segment
screw candidates, and, secondly, classify the screw candidates into screw or non-screw classes. Ramana, Choi, and
Cha [11] and Wegener et al. [12] both propose classifiers based on adaptive boosting (AdaBoost) to detect screws on
2D images. Cruz-Ramirez et al. [13] propose a multi template matching classifier. However, their approach fails to
adapt to new types of screws. Li, Wei, and Xing [14] apply a similar method for feature detection and embed it into
a Support Vector Machine (SVM) for classification. Tellaeche, Maurtua, and Ibarguren [15] improve on the template
matching by using 3D CAD data for template generation. While template matching and SVMs are common for screw
detection, tree-based methods are not applied outside the AdaBoost approaches proposed by [11] and [12]. While the
priory mentioned methods use conventional learning approaches, Yildiz and Worgétter [16] apply the Hough Circle
Transform to find screw candidates and classify them using neural networks. Martinez, Ahmad, and Al-Hussein [17]
improve on the method by applying an ellipse fitting algorithm to compensate for different view angles. However,
while neural networks achieve good results, they cannot be adjusted by untrained personnel. In case of transporting
digitization to low-automated sectors, this is a hurdle not solvable in industrial practice. Therefore, we focus on more
traditional learning methods.

3. Automated Task Planning

This section briefly introduces automated planning methods and focuses on the planning model formulated for the
targeted scenario.

3.1. Background

Automated task planning or Al task planning methods compute the actions that must be executed in a system to
bring this system to a desired goal state. In contrast to scheduling methods, which just arrange a set of predefined
actions to determine a plan, Al task planning methods perform two steps. In a first step, these methods select and
instantiate actions from a set of abstractly defined ones. The selected and instantiated actions are those that can
bring the considered system from an initial state to a given goal state. The solving process is a search process that
traverses several states from a planning state space. The search is guided by heuristics functions that determine the
effort required to reach a goal state from one of the expanded states. Further, each state of the state-space encodes
several pieces of information about the targeted application, while each transition between two states correspond to
the execution of one action. In this setup, an action can be executed in a state only if a set of requirements are met.
For example, a grasp action can be executed only when the agent is at a location where the object to be grasped is
present. In a second step, Al task planning methods optimize the plan with respect to a set of criteria (e.g., time).
These methods adapt the start times and order of the planned actions, without violating the dependencies between
them, to obtain a plan with minimal makespan (execution time). As input, Al task planning methods require only the
abstractly-defined actions, an initial planning state, and a set of goals that must hold in a goal state. [18]

Considering these characteristics, Al task planning methods can be used as high-level control strategies in dynamic
scenarios with robots and humans. These methods are able to generate new plans for many planning instances, for
example, when new orders arrive. For each new planning instance, only the initial and the goal states must be re-set,
while the remaining definitions and the planning process itself must not be further adapted. Two Al task planning
approaches, namely classical planning and temporal planning, were already successfully deployed in several of such
dynamic applications [7, 19, 20]. The temporal planning approach is a planning method that works with durative
actions a; € A. A durative action g; is an action with a set of conditions cond(a;), a set of effects ef f(a;), and a specific
duration A(a;). Action a; can be executed in a state s only if its conditions hold in that state. In addition, by executing
action a;, its effects are applied to the system which is transformed to a new state.

As mentioned above, each action g; is defined in a generic way. For example, a navigate action can be executed
by an agent, from a pose_from, to a pose_to. The planning process implies, among others, the instantiation of these
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actions to specific values (e.g., navigate robot posel pose2). The instantiation process is correlated with the ordering
of the actions, such that all dependencies between actions conditions and effects hold. The result is a plan

T=<dg,...,dy, > (1)

that contains n actions. By executing all actions of m, the initial state of the system s is repetitively changed to
intermediate states s, as described by the instantiated effects of these actions, until a goal state s, is reached where the
defined goals g hold.

Planning Domain Definition Language (PDDL) is the standard language automated planning problems are formu-
lated in [21]. Each planning problem is described in a PDDL domain and a PDDL problem file. The PDDL domain
file contains the definition of the types, the predicates, and the generic definition of the actions. During the planning
process, objects of the defined types are created. The predicates are boolean functions with any number of parameters
(of the previously defined types). Each action definition contains a set of parameters, the at start, at end, and overall
conditions, as well as the at start and at end effects. The complete formulation of a planning problem further requires
the initialization of the objects and the setup of the initial state and the goals. The elements that are not described
in the PDDL domain file are integrated in the PDDL problem file. With these two files, temporal planners such as
optic [22] can be deployed to compute a plan.

3.2. Planning Model

The planning problems for the targeted use-case are described with a PDDL domain file containing three actions:
navigate, grasp, and discard.

(:durative—action navigate

:parameters (?agent - agent ?from ?to - agentpose)
:duration (= ?duration 10)

:condition (and (at start (at ?agent ?from))

(at start (not_acting ?agent))

(at start (free ?to))

(at start (navigate_allowed ?agent)))

ceffect (and (at start (not (at ?agent ?from)))
9 (at start (not (free ?to)))

10 (at start (free ?from))

11 (at start (not (not_acting ?agent)))

12 (at start (not (navigate_allowed ?agent)))

13 (at end (at ?agent ?7to))

14 (at end (not_acting ?agent))))

W W N =

[c IR o)

Fig. 1. Excerpt of the PDDL domain file with the definition of the navigate action.

Figure 1 depicts the PDDL formulation of the navigate action. Such an action can be introduced in a plan if the
agent is at the from pose (line 4), the to pose is free (line 6), the agent is not acting (line 5), and it may navigate (line
7). The not_acting and navigate_allowed predicates impose a sequential execution of actions for each agent and the
execution of another action between each two navigate actions, respectively. A more detailed explanation of these two
predicates is given in [23]. Once the execution of a navigate action is started, the at start effects are set: the agent is not
at the start pose anymore (line 8), the from pose is marked as free (line 10), and the to pose as not free anymore (line
9). Further, the not_acting predicate is negated (line 11). This implies that the agent is acting during the execution, fact
that is deleted at the end of the execution (line 13). By the end of the execution, the agent should have reached the o
pose (line 12) and it is not allowed to immediately execute a further navigate action (line 14).

The grasp and discard action are implemented in a similar way. They start with a set of parameters and a duration
value. They also contain a list of conditions that must hold before the action can be planed. For example, for a grasp
action, the agent and the thing to be grasped must be at the same location and the agent must have its gripper free. If
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the action is planned, a set of effects are set. The most relevant ones model the swapping of the positions for the thing,
between the position on a table and the position in the gripper of the agent.

1 (:objects

2 robot_one - robot

3 robot_one_thingposel - thingpose

4 1in_pose table_pose_left table_pose_right - agentpose
5 in_pose_thingposel ... - thingpose

6 table_pose_thingposel table_pose_thingpose2 ... - thingpose
7 screwl screw2 ... - element

8 mnothing - no_thing)

9 (:init
10 (at robot_one_thingposel robot_one)
11 (at in_pose_thingposel in_pose)

12 (at table_pose_thingposel table_pose_left)
13 (thing_moveable screwl)

14 (thing_placeable screwl table_pose_left)
15 (thing_for_agent screwl robot_one)

16 (at robot_one table_pose_left)

17 (free in_pose)

18 (at screwl in_pose_thingposel)

19 (at nothing robot_one_thingposel) ...)
20 (:goal (and
21 (process_step_done screwl stepl) ... )

Fig. 2. Excerpt of the PDDL problem file with the definition of objects, the initial state, and the goals.

Figure 2 depicts the PDDL problem file for the targeted scenario. First, one robot, agentposes, and thingposes
are initialized (lines 2-6). Afterwards, five screws and the nothing construct are created (lines 7-8). With the defined
objects and the corresponding predicates from the domain file, the initial state s is set up. First, fixed relations between
the thingposes and the agents and agentposes are described (lines 10-12). Afterwards, the characteristics of the screws
are set up (lines 13-15), before the actual distribution of the agents and of the screws in the world is presented (lines
16-19). Last, the goals are defined (line 21). The plan generated for the given planning problem is depicted in Figure 3.

Il navigate turtlebot_one table_pose_left in_pose
Igrasp turtlebot_one in_pose screwl nothing in_pose_thingpose1l turtlebot_one_thingposel
Il navigate turtlebot_one in_pose table_pose_left
discard_element turtlebot_one table_pose_left screwl nothing turtlebot_one_thingposel stepl
Il navigate turtlebot_one table_pose_left in_pose
|grasp turtlebot_one in_pose screw2 nothing in_pose_thingpose2 turtlebot_one_thingposel
Il navigate turtlebot_one in_pose table_pose_left
discard_element turtlebot_one table_pose_left screw2 nothing turtlebot_one_thingposel stepl
Il navigate turtlebot_one table_pose_left in_pose
Igrasp turtlebot_one in_pose screw3 nothing in_pose_thingpose3 turtlebot_one_thingposel
Il navigate turtlebot_one in_pose table_pose_left
discard_element turtlebot_one table_pose_left screw3 nothing turtlebot_one_thingposel stepl
Il navigate turtlebot_one table_pose_left in_pose

Fig. 3. Section of plan 7 obtained for the Goizper planning problem.

3.3. Al Task Planning Framework

The generated actions must be executed in the real scenario. Hence, the planning process is integrated in an ex-
tended version of the ROSPlan framework [7] (based on [24]) that acts as a high-level control loop. ROSPIlan contains
a knowledge base in which the values of the predicates are saved and which tracks their evolution as they change
during the actions’ execution. ROSPlan also integrates four other modules; the most important ones being those that
generate a planning problem from the information saved in the knowledge base, call a planner, parse the obtained
plan, and dispatch the planned actions.
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Each planned action (e.g., from the plan depicted in Figure 3) is initially described in an abstract way. Therefore,
it must be translated to another data structure that implements its sub-steps and that is connected to the modules that
allow the execution in the real world. The new data structure is a finite state machine (FSM). For each such action, an
executor finite state machine (EFSM) is implemented. The discard action has the most relevant EFSM as it integrates
calls to the modules of the agent, the environments, and the automated screw detection.

Fig. 4. Executor finite state machine implementing the grasp action.
Figure 4 presents the discard-EFSM. It contains § states and implies the following sequential execution:

Call to the screw detection module to get an empty hole where the screw carried by the robot should be placed,
Call to the funnel system to move the funnel over the corresponding hole,

Call to the robot arm to execute a trajectory to a fixed pose over the funnel,

Call to the robot gripper to open the gripper and release the screw,

Call to the robot gripper to close the gripper,

Call to the arm to retract to its home pose.

AR L=

All calls are connected to Robot Operating System (ROS) service servers that are running on the robot or on
distributed systems in the environment (e.g., the funnel system). Similar EFSMs are modelled also for the navigate
and grasp actions.

The planning problem integrated in the extended ROSPlan framework and the description of the EFSMs for all
planning actions enable the autonomous execution of the screw fitting processes from the real use-case. Further,
independent of the number of screws to be inserted and of the screws that may be inserted by a human worker, the
system can adapt autonomously and finalize the assembly process.

4. Screw Detection

To extend the state of research, we propose to use a tree-based learning approach for distinguishing holes and
screws. In the described application, it is more important to detect empty holes than to distinguish screws from
background. The two classes problem has not been covered profoundly in literature. In recent research, we observed
good generalization of Random Forest classifiers [25] for applications with low training sample sizes. To allow lenient
application of the methodology for untrained personnel, we propose following pipeline: Firstly, images are captured
with a camera mounted parallel to the rotary table. The images are then segmented into screw candidates and manually
sorted into screw and hole classes for classifier training. The segmentation of images is performed autonomous and
the user is only presented with the cropped images. Lastly, the classifier is trained and may be applied directly to the
manufacturing task.

4.1. Method

For segmenting screw candidates, we exploit some geometrical features of the rotary table that is to be assembled.
The screws are located on a ring segment of a concentric and circular counter-plate (rotary disk). Hence, we first
define a region of interest (ROI) defined by a ring segment of particular width, relative to the outer contour of the
rotary disk. As the camera is placed over the center of gravity of the rotary disk, Hough Circle Transform (HCT) [26]
may be well utilized to get the outer contour of the assembly. From the outer ring, the ROI is moved inwards based on
the geometric measures. Hence, the ROI is embodied by a thin ring element around the screws and holes. Afterwards,
HCT is applied onto the ring segment to segment the screw candidates. The screw candidates are then evaluated with a
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Random Forest classier. To make the classifier better understandable for the human operator, we choose to only apply
five features that are directly derived from real-world observation:

1. Brightness intensity of the candidate’s center area (25% diameter); this is the reflection of the workshop lights in
the screw head

2. Average brightness intensity of candidate area

3. Brightness intensity of outer ring (50-100% diameter); this is the reflection of the workshop lights on the coun-
tersunk shoulder in the hole

4. Number of local brightness maxima

5. Number of pixels of brighter intensity than average on the candidates main axis.

An exemplary detection result after training is depicted in Figure 5.

Contours ~ Raw Image

Detector

Fig. 5. Screw detection module with raw image (right), detected outer contour (green ring) and ROI (blue ring segment), and detected screws
(bottom-left; screws: green, holes: red).

4.2. User Interface and Application with Noise

To train the classifier, the user is guided through a command line-based user interface. First, the user needs to
take images with the camera in the desired setup. Afterwards, the images are cropped and presented to the user. This
process is based on the same HCT segmentation approach as discussed in the prior section. The user then decides if
the cropped image shows a screw, a hole, or background. The cropped images are then sorted internally and stored for
training. Once the user has classified all training samples, the classifier is automatically trained.

A machine learning classifier on real data is never fully accurate as environmental conditions and placing of parts
may change over the course of runtime. Therefore, additional measures have to be taken to deal with the uncertainty
in (a) the localization of screw candidates and (b) the classification. First, all holes’ known positions are referenced
in the middle point of the rotary disk, which is supplied with a coordinate frame relative to the main rotational axis.
By this, all potential screw positions are fully known independently of the rotary disk’s orientation. When receiving
a screw candidate, they are matched onto the known positions using a spatial threshold. After classification, the class
decision is stored as vote on the specific location. A maximum of ten votes is stored per location and old votes are
discarded if the maximum is exceeded. Once the task planner requests empty holes, the votes are consulted. If the
certainty of the votes towards the hole class exceeds 60%, the candidate is declared a hole and the ID is returned to
the task planner.
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We validate the classifier with a total of 1000 cropped training samples in the setup discussed in Section 5. The
end-to-end classification approach reaches an accuracy (correctly classified samples over all samples) of 87.3%. By
this, the threshold of 60% for determining the vote is valid, as it is lower than the expected certainty of the vote. Note
that end-to-end classification also incorporates errors in the HCT and localization of screw candidates.

5. Verification in a real industrial application with low-cost robots

Figure 6 depicts the adapted SHAREWORK Goizper-scenario. The test scenario is a recreated industrial environ-
ment delimited by walls from the rest of the laboratory. Inside the working area, different tables and locations are
given. The ones relevant for this scenario are the input table where the screws are gathered and the table on which
the rotatory table is located. The rotatory table is enhanced with a funnel system that compensates the errors in the
localization and navigation of the low-cost mobile base and enables the exact placing of screws in the corresponding
holes. Note that without further measures a precision of lmm would be required to perform the insertion of screws
in the corresponding holes. Above the rotatory table, the camera system (https://www.stereolabs.com/zed-2/) used to
recognize the screws is installed. As agents, one mobile manipulator and a human are involved.

Fig. 6. Overview of the scenario with the involved mobile manipulator, the rotatory table with screws, and the funnel system.

At start, the robot is located anywhere in the environment and no screws are placed into the rotatory table. In the
goal state, two screws must be inserted into holes from the right and two screws from the left side of the rotatory
table. The automated task planning module computes a plan with navigate, grasp, and discard actions for the mobile
manipulator. The navigate actions are carried out between the in pose and two other poses: left and right of the
rotatory table. The grasp action is executed at the in pose where the human is required to hand over a screw to the
mobile manipulator. The discard action is carried out at the rotatory table and involves the robot, the camera system,
and the funnel system. During execution of the plan, the human may intervene at any time and place new screws into
any hole of the rotary table.

The combined system containing the task planning framework and the screw detection module is integrated and
validated. The system is able to automatically recognize the situation and adapt the plan execution accordingly. We
explicitly tested and verified:

e Execution of initial plan without external disruptions,

o Disruption by the human walking in the delimited area,

¢ Disruption by the human not handing over desired items,

¢ Disruption by changing the insertion state of screws in the rotary table.
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All scenarios are executed successfully. A demonstration of the real experiment is available as a video
(https:www.youtube.com/watch?v=olxrgpY-KuS§).

6. Conclusion and Future Work

In this paper, we show how a typical manufacturing task may be fully automated with low-cost robots in a combined
effort of task planning, computer vision, and task execution. First, we show how the task of assembling a rotary table
at the Goizper Group is modelled using PDDL. Then, we embed the methodology into an Al planning framework that
is enhanced with an Al screw-detection module. The screw detection module is based on Random Forest classification
of holes and screws. Finally, we show how the model and system components are composed into a fully autonomous
demonstration of the use-case.

The deployment of low-cost robotics reduces the financial effort for small and medium-size companies that want
to automatize processes. However, cheaper software and hardware solutions imply further integration efforts, for
example, when high-positioning accuracy is required and the deployed sensors are too noisy. These integration efforts
are related to new hardware components or new software modules. In our case, the funnel system had to also be
integrated in the use-case, because the mobile base of the agent is not able to achieve the required positioning accuracy.
Robotic agents with more performant hardware and software might reduce this integration effort. Independent of
the types of robots involved in the targeted application and their software and hardware capabilities, the proposed
framework can still be deployed. Our framework combining task planning and environment cognition must only be
configured and finely-tuned when used with different robots or in new applications. No new modelling from scratch
is required. The adaptability and the flexibility of the framework are the most important advantages that characterizes
our novel solution.

In future integration efforts, several SHAREWORK parts of the system will be integrated at the Goizper Group’s
facilities. During integration, we will collect data to analyze further improvements of the framework and underlying
methodologies. One possible improvement is the extension towards more dynamic and non-deterministic tasks that
will require an additional management of noise statistics.
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