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Chapter 1

Introduction

Over the last century, complexi�cation has become a popular and versatile tool
in various �elds of mathematics. In group theory, for instance, complexi�cation
is quite helpful in the classi�cation of simple Lie algebras. Simple Lie alge-
bras are completely described by their root systems which themselves are fully
encoded in so-called Dynkin diagrams. Unfortunately, Dynkin diagrams only
classify simple Lie algebras over algebraically closed �elds meaning they are not
suited for real Lie algebras. To rectify this, one complexi�es the real Lie algebra
g to the complex Lie algebra gC := g ⊕ ig. The real form g of gC can then be
extracted from the Dynkin diagram for gC by the means of Satake diagrams,
a special variant of Dynkin diagrams. Naturally, complexi�cation is similarly
useful for other mathematical problems, e.g. the classi�cation of linear repre-
sentations of Lie groups (cf. the notion of weights).
The overarching idea of this thesis is essentially to complexify mathematical ob-
jects, usually from symplectic geometry, in order to achieve one of the following
goals:

(i) Determine which properties transfer from the real to the complex system
and work out possible di�erences.

(ii) Link two a priori di�erent notions via a complexi�ed structure.

(iii) Gain a better understanding of already established results and reveal hid-
den connections using complexi�cation.

The main part of this thesis is comprised of two chapters, each devoted to a
structure whose complexi�cation we wish to study in detail. Chapter 21 focuses
on Hamiltonian systems, while Chapter 3 deals with coadjoint orbits, speci�cally
their Kähler structure.

Holomorphic Hamiltonian Systems

A real Hamiltonian system (RHS) consists of a manifold M together with a
symplectic form ω and a function H : M → R called Hamiltonian. The objects
ω and H allow us to de�ne the Hamiltonian vector �eld XH via the formula
ιXHω = −dH. Since their inception, RHSs have attracted a vast amount of

1Chapter 2 can be found in similar form as a preprint on arXiv (cf. [Wag23]).
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4 CHAPTER 1. INTRODUCTION

attention from the scienti�c community, mostly due to their physical relevance:
The integral curves of XH describe the trajectories of massive point-like parti-
cles in the phase space (M,ω) subject to the dynamics dictated by the energy
function H.
The complex analogue of a RHS, a holomorphic Hamiltonian system (HHS),
is described by similar data: a complex manifold X, a holomorphic symplectic
form Ω, and a holomorphic function H : X → C. HHSs have been studied for
the last 20 years. The research in this �eld is mainly focused on the interplay
of HHSs with their real forms. In [GK+02], for instance, the authors used the
integrability of the Toda chain to show that the complex Toda chain as its com-
plexi�cation is also integrable. From this, they were able to infer that all RHSs
which emerge as real forms of the complex Toda chain are integrable as well.
In this thesis, we take a di�erent approach: We examine HHSs independently
of their real forms and work out which properties transfer from the real to the
complex case. Consider, for instance, the trajectories of Hamiltonian systems.
It is common knowledge that the maximal trajectories γ : I ⊂ R → M as in-
tegral curves of XH exist and are unique given an initial value. Locally, the
same statement still holds true for HHSs: As in the real setup, Ω and H sin-
gle out a unique holomorphic vector �eld XH, the holomorphic Hamiltonian
vector �eld, de�ned by ιXHΩ = −dH. The holomorphicity of the vector �eld
XH implies that real and imaginary parts of XH commute. Thus, the �ows of
ReXH and ImXH commute as well. Combining the �ows gives us a holomor-
phic map γ : U ⊂ C → X satisfying the holomorphic integral curve equation
γ′(z) = XH(γ(z)). For small enough domains U , γ is well-de�ned and unique
given an initial value. However, the maximal trajectories γ : U ⊂ C → X are
not unique in that sense. This behavior is in sharp contrast to the real case. The
non-uniqueness of maximal holomorphic trajectories is caused by monodromy
e�ects or, simply put, by the fact that the �ows of ReXH and ImXH do not
commute globally. In Section 2.1, we use a Kepler-like central problem (cf. Ex-
ample 2.1.11) with Hamiltonian H(Q,P ) := P 2/2− 1/8Q2 to demonstrate our
�ndings. The holomorphic trajectories of this system include square roots, e.g.
the solution of the Hamilton equations

Q′(z) = P (z), P ′(z) = − 1

4Q3(z)

with initial value Q(0) = 1 and P (0) = 1/2 is given by Q(z) =
√
z + 1. Depend-

ing on how the domain of the square root is chosen, i.e., depending on where
the branch cut of

√
· lies, Q(z) =

√
z + 1 de�nes di�erent maximal trajectories

with initial value (Q(0), P (0)) = (1, 1/2).
It has been observed before that HHSs are a�ected by monodromy (cf. [SY20]).
Still, to the author's knowledge, it has not been shown before that the holomor-
phic trajectories themselves exemplify monodromy. Similarly, it is a new result
that we can restore the uniqueness of maximal trajectories by promoting them
to leaves of a certain foliation. Here, we again draw inspiration from RHSs: If
E ∈ R is a regular energy value of the RHS (M,ω,H), then XH gives rise to a
one-dimensional distribution on the energy hypersurface H−1(E). Every one-
dimensional distribution is involutive, hence, H−1(E) admits a foliation whose
leaves are tangent toXH meaning they are the maximal trajectories. In the com-
plex case, ReXH and ImXH span a two-dimensional distribution on H−1(E),
where E ∈ C is now a regular value of H. The distribution is involutive, as
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ReXH and ImXH commute. Again, this yields a foliation of the hypersurface
H−1(E), however, the leaves are two-dimensional this time. By the holomorphic
Frobenius theorem, the foliation is even holomorphic, so the leaves are, in fact,
immersed Riemann surfaces. By construction, the leaf through a given point
p ∈ H−1(E), which we can interpret as an initial value, is unique. Even though
each maximal trajectory is contained in one leaf, the leaves do not agree with
the maximal trajectories in general. Take, for example, the Kepler-like prob-
lem from before. The leaves in this case are the connected components of the
hypersurfaces H−1(E) which Q(z) =

√
z + 1 is clearly not.

Holomorphic Symplectic Lefschetz Fibrations

Restoring the uniqueness of maximal trajectories is not the only advantage the
holomorphic foliation has. It can also be seen as a link between Lefschetz and
almost toric �brations. Lefschetz �brations were initially introduced by their
namesake to study the topology of complex surfaces, but piqued the interest
of symplectic geometers like Donaldson and Gompf in the 80s because of their
relation to symplectic four-folds. Broadly speaking, they can be understood as
generalized �ber bundles over a surface. Usually, the �bers of a �ber bundle are
all isomorphic. Lefschetz �brations allow for singular �bers with special local
structure. If π : X → C is a Lefschetz �bration (dimRX = 2m, dimR C = 2),
then π takes the following form near singular �bers, i.e., near critical points:

ψC ◦ π ◦ ψ−1
X (z1, . . . , zm) =

m∑
j=1

z2
j ,

where ψX and ψC are smooth, C-valued charts of X and C, respectively.
Similarly, almost toric �brations also expand the de�nition of a �ber bundle
by singular �bers. First established by M. Symington in 2002 (cf. [Sym02]),
they generalize the notion of toric �brations, i.e., moment maps of e�ective
Hamiltonian torus actions. Accordingly, almost toric �brations only make sense
for symplectic manifolds (X,ω). By de�nition, the projection π : (X,ω) → C
of an almost toric �bration (dimRX = 2m, dimR C = m) assumes the following
local structure in suitable charts of X and C (0 ≤ k ≤ m):

(i) ω =
∑m
j=1 dxj ∧ dyj ,

(ii) πj = xj for 1 ≤ j ≤ k,

(iii) πj = x2
j + y2

j (toric) or
(πj , πj+1) = (xjyj + xj+1yj+1, xjyj+1 − xj+1yj) (nodal) for k < j ≤ m.

For k = m, all points in the chart domain are regular and, for k < m, the
chart domain intersects singular �bers. The key di�erence between toric and
almost toric �brations are the nodal points. Indeed, if all singularities are of
toric type, then π describes a toric �bration (hence the name). Toric and nodal
points not only di�er in their local structure, but also in their position: While
toric singularities lie on the boundary of imπ, nodal points live in the interior
of imπ.
To establish a connection between HHSs, Lefschetz �brations, and almost toric
�brations, we introduce an object which encapsulates the essence of these three
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notions: a holomorphic symplectic Lefschetz �bration. Roughly speak-
ing, a holomorphic Lefschetz �bration is a Lefschetz �bration π : X → C, where
X and C are complex manifolds and π is a holomorphic map. We say a holo-
morphic Lefschetz �bration π : X → C is symplectic if X carries a holomorphic
symplectic form Ω which is compatible with π in the sense that there are holo-
morphic Morse-Darboux charts ψX = (z1, . . . , z2n) and ψC near critical points
in which Ω and π take the following form:

Ω =

n∑
j=1

dzj+n ∧ dzj , ψC ◦ π =

2n∑
j=1

z2
j .

The existence of Morse-Darboux charts ensures that holomorphic symplectic
Lefschetz �brations are almost toric. Precisely speaking, every proper holo-
morphic symplectic Lefschetz �bration π : (X,Ω) → C with dimRX = 4
gives rise to two almost toric �brations, namely π : (X,ΩR) → C and
π : (X,ΩI) → C, where Ω =: ΩR + iΩI (cf. Proposition 2.1.30). The �bration
π : (X,Ω)→ C can also be seen as a HHS. Indeed, after choosing a holomorphic
chart for C, (X,Ω, π) becomes a HHS. As explained before, the regular energy
hypersurfaces of (X,Ω, π) admit a holomorphic foliation. In dimension 4, the
leaves of this foliation are exactly the regular �bers of the Lefschetz/almost
toric �bration π. This connection between HHSs, Lefschetz �brations, and al-
most toric �brations has not been observed before.
During the investigation of Lefschetz and almost toric �brations, we also tackle
the question2 whether there are obstructions for a holomorphic Lefschetz �bra-
tion π : X → C equipped with a holomorphic symplectic form Ω to possess
Morse-Darboux charts. As it turns out, it su�ces to answer this question on a
real form: The given problem is local in nature, thus, we only need to consider
the case X = C2n and C = C. If Ω and π assume the standard form

Ω =

n∑
j=1

dzj+n ∧ dzj , π =

2n∑
j=1

z2
j ,

they reduce to the real-analytic tensors

ω =

n∑
j=1

dxj+n ∧ dxj , f =

2n∑
j=1

x2
j

on the real form R2n ⊂ C2n. By unique continuation, the pair (ω, f) completely
determines (Ω, π). Therefore, real-analytic Morse-Darboux charts on the real
form R2n automatically give us holomorphic Morse-Darboux charts on C2n by
complexi�cation. We will show in Section 2.1 that the problem of �nding real-
analytic Morse-Darboux charts can be expressed in an elegant way (cf. Theorem
2.1.33):

2To the author's knowledge, this question has not been examined yet by the scienti�c
community.
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Theorem (Existence of real-analytic Morse-Darboux charts). Let (M2n, ω) be
a real-analytic symplectic manifold, let f : M → R be a real-analytic function,
and let p ∈M . Then, the following statements are equivalent:

(a) There is a real-analytic Morse-Darboux chart near p, i.e., a real-analytic
chart ψ = (x1, . . . , x2n) : U → V ⊂ R2n of M near p with ψ(p) = 0 such
that:

ω =

n∑
j=1

dxj+n ∧ dxj , f = f(p) +

2n∑
j=1

x2
j .

(b) There exists a �at Kähler structure near p with symplectic form ω and

mixed3 Kähler potential f−f(p)
2 , i.e., there is an open neighborhood

U ⊂M of p and an almost complex structure J on U such that:

(i) J is integrable,

(ii) g := ω(·, J ·) is a �at Riemannian metric,

(iii) f−f(p)
2 is the mixed Kähler potential near p.

With our previous knowledge, proving existence of holomorphic Morse-Darboux
charts now reduces to the problem of �nding a real form which locally exhibits
the Kähler structure speci�ed in the previous theorem (cf. Corollary 2.1.35).
Regarding the existence of Morse-Darboux charts, we are mostly interested in
the case dimCX = 2, since only in this dimension holomorphic Lefschetz �bra-
tions can be almost toric. Judging by the real analogue, there seems to be no
obstruction in the two-dimensional case: Given a real-analytic RHS (M,ω, f)
of dimension 2 and a critical point p ∈ M of f with Morse index 6= 1, we can
always �nd a real-analytic di�eomorphism ψ : R→ R and a real-analytic chart
ψM = (x, y) of M near p such that ω = dy ∧ dx and H = x2 + y2, where
H := ψ ◦ f (cf. Lemma 2.1.38 and 2.1.39).

Action Functionals for HHSs

The trajectories of a Hamiltonian system cannot only be interpreted as integral
curves of the Hamiltonian vector �eld, but also as critical points of an action
functional. Recall that, for an exact RHS (M,ω = dλ,H) and an interval
I0 = [t1, t2], the curve γ ∈ C∞(I0,M) is a critical point of the action functional
AλH : C∞(I0,M)→ R,

AλH [γ] :=

∫
I0

γ∗λ−
t2∫
t1

H ◦ γ(t) dt,

if and only if γ satis�es γ̇ = XH◦γ. Here, we take the term �critical point� with a
grain of salt: We only consider those variations γε of γ which keep γ �xed at the
boundary, i.e., γε(t1) = γ(t1) and γε(t2) = γ(t2) for all ε (cf. Remark 2.1.43).
If one wishes to turn the physical trajectories into actual critical points, one
can either restrict AλH to periodic curves (γ(t1) = γ(t2)) or consider only those
curves for which λ vanishes at the start and end point (λγ(t1) = λγ(t2) = 0).

3Confer De�nition C.5.
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At the end of Section 2.1, we complexify this observation4: We assign to
each exact HHS an action functional whose critical points are the holomor-
phic trajectories. To construct such a functional, we �rst observe that an exact
HHS (X,Ω = dΛ,H) gives rise to four exact RHSs. The Hamiltonian vec-
tor �elds of these RHSs are � up to minus signs and factors of 2 � the real
and imaginary parts of the holomorphic Hamiltonian vector �eld XH. Now
let Rec := [t1, t2] + i[s1, s2] ⊂ C be a rectangle in the complex plane and let
γ ∈ C∞(Rec, X) be a smooth map de�ned on that rectangle. The curve γ is
a holomorphic trajectory of the HHS (X,Ω,H) if and only if γs is an integral
curve5 of XR

H for every s ∈ [s1, s2] and γt is an integral curve of J(XR
H) for every

t ∈ [t1, t2] (γs(t) := γ(t+ is) =: γt(s)). Thus, assuming that γ is a holomorphic
trajectory, γs and γt (s ∈ [s1, s2] and t ∈ [t1, t2] �xed) are critical points of the
action functionals AΛR

HR and AΛR
−HI associated with the RHSs (X,ΩR,HR) and

(X,ΩR,−HI), respectively. In order for �nd functionals whose critical points
ful�ll this property not just for a �xed s or t, but for all numbers in the respec-
tive intervals, we have to integrate AΛR

HR and AΛR
−HI over the remaining variable

giving us the averaged action functionals:

γ 7→
s2∫
s1

AΛR
HR [γs]ds and γ 7→

t2∫
t1

AΛR
−HI [γt]dt.

Taking a suitable complex combination of the averaged functionals yields the
desired action functional ARec

H : C∞(Rec, X)→ C:

ARec
H [γ] :=

s2∫
s1

AΛR
HR [γs]ds− i

t2∫
t1

AΛR
−HI [γt]dt

=

t2∫
t1

s2∫
s1

[
ΛR,γ(t+is)

(
2
∂γ

∂z
(t+ is)

)
−H ◦ γ(t+ is)

]
ds dt with

∂γ

∂z
:=

1

2

(
∂γ

∂t
− i∂γ

∂s

)
∀γ ∈ C∞(Rec, X).

The critical points ofARec
H are the holomorphic trajectories of the HHS (X,Ω,H)

with domain Rec. As in the real case, the term �critical point� is used rather
loosely here: We only look at those variations which keep γ �xed at ∂ Rec. One
can circumvent this by either restricting ARec

H to those maps which are periodic
in both s- and t-direction or by assuming that all curves in the domain of ARec

H
send ∂ Rec to points where ΛR vanishes.
ARec
H is not the only action functional whose critical points are holomorphic

trajectories. In fact, there is a plethora of functionals exhibiting this property,
some of which are even real. They di�er by the shape of γ's domain, by how the
action functionals of the RHSs are averaged, and by which complex combination
is taken. A large selection of action functionals is explored in Appendix E.
There is one noteworthy aspect about action functionals which describe curves
de�ned on parallelograms Pα := [0, t] + eiα[0, r]. If such a curve is holomorphic

4Apparently, this has not been done before.
5We utilize the decompositions Ω = ΩR + iΩI , Λ = ΛR + iΛI , H = HR + iHI , and

XH = 1/2(XR
H − iJ(XR

H)), where J is the complex structure of X.
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and periodic in t- and r-direction, then it factors through a complex torus C/Γ,
where the lattice Γ is spanned by t and reiα. In general, two complex tori are
not biholomorphic. Hence, an action functional for doubly-periodic curves also
measures the complex structure of the curve's domain. This feature is quite
remarkable, especially since it has no real analogue: Given a RHS, the domains
of its periodic orbits are all isomorphic to S1.

Pseudo-Holomorphic Hamiltonian Systems

Even though doubly-periodic trajectories occur in some situations (cf. Example
2.1.49), they are exceedingly rare. For instance, any HHS on X = C2n can
only admit trivial doubly-periodic trajectories. This phenomenon is caused by
the maximum principle: Any holomorphic map from a compact complex man-
ifold to C2n must be constant. However, the maximum principle only poses
a problem if C2n is equipped with the standard complex structure. Indeed,
Moser showed in his beautifully written paper [Mos95] that C2 ∼= R4 possesses
an almost complex structure J such that the standard complex tours can be
pseudo-holomorphically6 embedded into (R4, J). Observe that the almost com-
plex structure J constructed by Moser is not integrable.
Inspired by Moser's construction, we introduce a new type of Hamiltonian sys-
tem in this thesis, called pseudo-holomorphic Hamiltonian system (PHHS),
which generalizes the notion of HHSs to almost complex manifolds (X, J). A
priori, it is not clear what this generalization should look like, since the complex
structure J only enters the de�nition of a HHS implicitly. Simply dropping the
integrability of J while keeping the other stipulations in place does not work.
We will demonstrate in Section 2.2 that it is the closedness of ΩI which poses a
problem in this case. To explain how to obtain a reasonable notion of PHHSs,
we �rst recall that a HHS is described by a triple (X,Ω,H). We can divide
the triple (X,Ω,H) into six objects: the manifold X, the complex structure
J of X, and the real and imaginary parts of Ω and H, i.e., Ω = ΩR + iΩI
and H = HR + iHI . These objects are not independent, but rather satisfy the
following relations:

Ω(J ·, J ·) = −Ω, Ω(J ·, ·) = iΩ, dH ◦ J = i dH.

We now see that ΩI and HI are redundant, as they can be recovered from J ,
ΩR, and HR using the relations above. This observation leads us to the idea to
only use the minimal set of data to de�ne a PHHS. In that spirit, a PHHS is a
quadruple (X, J ; ΩR,HR) where X is a smooth manifold with almost complex
structure J on it, ΩR is a symplectic form on X satisfying ΩR(J ·, J ·) = −ΩR,
and HR : X → R is a smooth function such that dHR ◦J is exact (cf. De�nition
2.2.6).
In many regards, a PHHS exhibits the same properties as a HHS: By setting
ΩI := −ΩR(J ·, ·) and by taking HI to be a primitive of −dHR ◦ J , one can
de�ne the complex tensors Ω := ΩR + iΩI and H := HR + iHI . The form Ω
is of type (2, 0) and non-degenerate on T (1,0)X, while H : X → C is a pseudo-
holomorphic function. They allow us to de�ne the vector �eld XH of type
(1, 0) via ιXHΩ = −dH. One can show that the real and imaginary parts of

6We say f : (X1, J1)→ (X2, J2) is holomorphic if df ◦ J1 = J2 ◦ df . If, additionally, J1 or
J2 is not integrable, we emphasize this point by calling f pseudo-holomorphic.
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XH commute allowing us to de�ne pseudo-holomorphic trajectories γ via the
following equation:

∂γ

∂z
(z) :=

1

2

(
∂γ

∂t
(z)− i∂γ

∂s
(z)

)
= XH(γ(z)) for z = t+ is.

As for HHSs, the pseudo-holomorphic trajectories locally exist and are unique
given an initial value. Again, the uniqueness does not extend to maximal tra-
jectories, but can be restored by promoting the maximal trajectories to leaves
of the foliation generated by the real and imaginary part of XH. Furthermore,
the pseudo-holomorphic trajectories obey an action principle. Indeed, it is pos-
sible to de�ne, for instance, the action ARec

H for PHHSs, since it only requires a
primitive for ΩR, which, in contrast to ΩI , can be exact.
Still, there are crucial di�erences between HHSs and PHHSs: Since J is not in-
tegrable, there is no notion of holomorphic charts or vector �elds, so neither XH
nor its induced foliation have a chance to be holomorphic. The foliation is at
least pseudo-holomorphic in the sense that its leaves are pseudo-holomorphically
embedded Riemann surfaces. On top of that, pseudo-holomorphic trajectories
only depend smoothly on their initial value, while holomorphic trajectories do so
holomorphically. This phenomenon can be traced back to the fact that neither
real nor imaginary part of XH need to be J-invariant7 (cf. Proposition 2.3.8).
The biggest di�erence, however, concerns ΩI : In stark contrast to HHSs, the
form ΩI associated with a PHHS is generally not closed. One might wonder
whether there are at least proper8 PHHSs with closed form ΩI . Surprisingly,
the answer to that question is negative. At �rst glance, this result appears to
be very strange, as one would expect the integrability of J , not the closedness
of ΩI to separate HHSs and PHHSs. It turns out that, when it comes to the
relation between HHSs and PHHSs, both are equivalent (cf. Theorem 2.2.16
and Corollary 2.2.18):

Theorem (Relation between HHSs and PHHSs). Let (X, J ; ΩR,HR) be a
PHHS with 2-forms ΩI := −ΩR(J ·, ·) and Ω := ΩR + iΩI as well as a func-
tion H := HR + iHI , where HI is a primitive of the 1-form ΩR(J(XΩR

HR), ·).
Then, the following statements are equivalent:

(i) (X,Ω,H) is a HHS with complex structure J .

(ii) ΩI is closed, dΩI = 0.

(iii) J is integrable.

Construction of PHHSs

More interesting than the properties of a PHHS might be the study of ex-
amples. Yet, it is astonishingly di�cult to �nd examples of proper PHHSs.
Contrary to HHSs, there are no standard examples like cotangent bundles and
we cannot simply complexify a RHS. To solve this problem, we will introduce
a method in the �rst subsection of Section 2.3 which generates PHHSs out of
HHSs (cf. Proposition 2.3.3). The idea is to turn a HHS into a PHHS by twist-
ing its complex structure J with an appropriate (1, 1)-tensor A. Speci�cally, if

7A vector �eld V is J-invariant if LV J = 0 where LV J is the Lie derivative of J w.r.t. V .
8A PHHS is proper if it is not simultaneously a HHS.
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(X,Ω,H) is a HHS with complex structure J and the (1, 1)-tensor A satis�es
ΩR(A·, A·) = ΩR, then the twisted tensor JA := AJA−1 is a generally non-
integrable almost complex structure and ful�lls ΩR(JA·, JA·) = −ΩR. Thus,
(X, JA; ΩR,HR) is a PHHS if dHR ◦ JA is exact.
With Proposition 2.3.3, the problem of �nding PHHSs reduces to the problem
of �nding suitable tensors A. To carry out this task, it is often convenient to
assume that A itself is an almost complex structure and choose A by �xing the
semi-Riemannian metric g := ΩR(·, A·). In Section 2.3, we will demonstrate how
this procedure works by applying Proposition 2.3.3 to the simplest non-trivial
example: the HHS with X = C2, J = i, Ω = dz2 ∧ dz1, and H = iz1 (cf. Exam-
ple 2.3.5). Here, we take A = Ig to be an almost complex structure determined
by the metric g:

g(∂x1 , ∂x1) = g(∂x2 , ∂x2)−1 = f, g(∂y1 , ∂y1) = g(∂y2 , ∂y2)−1 = h,

g(∂x1 , ∂x2) = g(∂y1 , ∂y2) = g(∂xi , ∂yj ) = 0,

where f, h : C2 → R are smooth, nowhere-vanishing functions. The twisted
almost complex structure Jg := −JA = IgJIg then only depends on the quotient
r := f/h:

Jg(∂x1
) = r∂y1

, Jg(∂x2
) = r−1∂y2

, Jg(∂y1
) = −r−1∂x1

, Jg(∂y2
) = −r∂x2

.

For the given choices, dHR ◦ Jg is exact if and only if r depends solely on x1.
We note that the complex structure J is unchanged (Jg = J) if we set r ≡ 1. In
particular, the alteration of J is purely local if we assume that r only deviates
from 1 within a small neighborhood.
As it turns out, the twisting method from Proposition 2.3.3 is related to Hyper-
kähler structures. Indeed, both have a very similar setup: From the symplectic
viewpoint, a Hyperkähler manifold is a symplectic manifold equipped with two
anticommuting complex structures where one is compatible with the symplectic
form, while the other one is anticompatible (cf. Appendix C). The twisting
method, on the other hand, also involves a symplectic form - the form ΩR - and
two (1, 1)-tensors J and A which are usually almost complex structures. The
complex structure J is anticompatible with ΩR meaning ΩR(J ·, J ·) = −ΩR,
whereas A = Ig satis�es ΩR(Ig·, Ig·) = ΩR. The setup from Proposition 2.3.3
and the Hyperkähler setup solely di�er by the signature of the metric g, the
integrability of Ig, and the commutation relation between the almost complex
structures. The commutation relation is the most central di�erence, since if Ig
and J commuted or anticommuted, J and Jg would at best di�er by a sign. Still,
we can interpret the twisting method as some sort of deformation of a Hyper-
kähler structure. Example 2.3.5 demonstrates this beautifully: If the quotient
r is just 1, then ΩR, Ig, and J give rise to the standard Hyperkähler structure
on C2 ∼= H. As r moves away from 1, the Hyperkähler structure breaks down,
but the twist J 7→ Jg = IgJIg is no longer a trivial operation.

Genericity of PHHSs

To conclude the discussion of Hamiltonian systems, we investigate how �large�
the set of proper PHHSs is within the set of all PHHSs. We will prove in the
second subsection of Section 2.3 that the set of proper PHHSs is open and dense
implying that being a proper PHHS is a generic property (cf. Theorem 2.3.16):
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Theorem (Proper PHHSs are generic). Let X be a smooth manifold, then the
following statements apply depending on the real dimension of X:

(i) If dimR(X) = 2: Every almost complex structure on X is integrable and
automatically a complex structure.

(ii) If dimR(X) > 2: Every complex manifold (X, J) and HSM9 (X,Ω) admits
a proper deformation. In particular, the non-integrable almost complex
structures and the proper PHSMs on X are generic within the set of all
almost complex structures and PHSMs on X, respectively.

(iii) If dimR(X) > 4: Every HHS (X,Ω,H) admits a proper deformation. In
particular, the proper PHHSs on X are generic within the set of all PHHSs
on X.

The idea behind the proof is to show that any HHS can be turned into a proper
PHHS by an arbitrarily small perturbation. To �nd the perturbations, we use
the twisting method again. For this, we �rst prove that any regular HHS can
locally be brought into standard form meaning Ω =

∑
j dzj+n∧dzj and H = z2n

(cf. Lemma 2.3.11). Afterwards, we alter the (x1, y1, x2, x2)-components of J
within this small neighborhood similar to Example 2.3.5. If the dimension of X
is su�ciently large (dimRX = 2n > 4), H : X → C, which only depends on the
coordinates (x2n, y2n), is still a pseudo-holomorphic function giving us a proper
PHHS.

Holomorphic Kähler Structure of Coadjoint Orbits

As already mentioned in the beginning, Chapter 3 is dedicated to the Kähler
structure of coadjoint orbits10. It was �rst noted in the 50s that coadjoint orbits
of compact Lie groups are compact homogeneous Kähler manifolds. The interest
in these Kähler structures was mainly fueled by two curious observations (cf.
Chapter 8 of [Bes07]):

(1) Coadjoint orbits of compact Lie groups are Kähler-Einstein manifolds
with positive scalar curvature, in fact, they were the �rst examples to
be found11.

(2) All simply-connected compact homogeneous Kähler manifolds are coad-
joint orbits.

9�HSM� and �PHSM� stand for �holomorphic symplectic manifold� and �pseudo-
holomorphic symplectic manifold�. A PHSM is a symplectic manifold (X,ΩR) equipped with
an almost complex structure J such that ΩR(J ·, J ·) = −ΩR holds. For the de�nition of a
proper deformation, confer De�nition 2.3.9.
10To be more precise, we will discuss adjoint and coadjoint orbits. Since both are isomorphic

via a suitable chosen metric in the cases we are interested in, we will only talk about coadjoint
orbits. We will adopt a similar convention for tangent and cotangent bundles.
11Not too long ago, one of the biggest unsolved problems in the �eld of Kähler geometry con-

cerned the existence of Kähler-Einstein metrics on compact Kähler manifolds with prescribed
�rst Chern class. In the case that the �rst Chern class/curvature is negative or vanishes,
this problem was known as the Calabi conjecture and solved by Yau in the 70s. The Fano
case (positive Chern class/curvature) remained open until about ten years ago, when Chen,
Donaldson, and Sun found a solution (cf. [CDS12a][CDS12b][CDS13]).
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At the end of the 80s, Kronheimer rekindled interest in this topic when he posed
the question whether coadjoint orbits of complex reductive groups, the complex-
i�cations of compact Lie groups, also exhibit some sort of Kähler structure. He
and Kovalev were able to show that the coadjoint orbits of semisimple complex
reductive groups are Hyperkähler manifolds (cf. [Kro90] and [Kov96]). Their
idea was to identify these orbits with moduli spaces of instantons, i.e., spaces
of anti-self-dual connection 1-forms modulo gauge transformations, which were
known to possess Hyperkähler structures.
In Chapter 3, we will show that, additionally, coadjoint orbits of complex reduc-
tive groups admit a new type of Kähler structure which we call holomorphic
Kähler structure. To understand the notion of a holomorphic Kähler mani-
fold, we �rst need to explain semi-Kähler and holomorphic semi-Kähler struc-
tures. Simply put, a semi-Kähler manifold (M,ω, J) is a Kähler manifold
where the metric g := ω(·, J ·) does not need to be positive de�nite anymore.
A holomorphic semi-Kähler manifold (X,ω, J, I) consists of a semi-Kähler
manifold (X,ω, J) and a complex structure I satisfying:

(i) ω(I·, I·) = −ω and IJ = JI.

(ii) Ω := ω− iω(I·, ·) and J viewed as a section of End(T
(1,0)
I X) are holomor-

phic.

Now, a holomorphic Kähler manifold is a holomorphic semi-Kähler manifold
equipped with a special real structure. We call σ : X → X a real structure
on (X,ω, J, I) if it is a smooth involution which is J-holomorphic,
I-antiholomorphic, and leaves ω invariant meaning σ∗ω = ω. The quadruple
(X,ω, J, I) becomes a holomorphic Kähler manifold if the semi-Kähler struc-
ture (X,ω, J) restricts to a Kähler structure on the real form M := Fixσ. The
reason for imposing these conditions should be obvious: They allow us to inter-
pret (X,Ω, J) as a complexi�cation of the Kähler manifold (M,ω|M , J |M ) with
respect to the complex structure I.
The construction of holomorphic Kähler structures on coadjoint orbits of com-
plex reductive groups follows more or less the construction of Kähler structures
on coadjoint orbits of compact groups (cf. Chapter 8 of [Bes07]). In both cases,
the idea is to �rst de�ne a canonical complex structure J on the adjoint orbit
O and a canonical symplectic structure ωKKS on the coadjoint orbit O∗. After-
wards, one identi�es O with O∗ via an Ad-invariant scalar product.
Let us begin with the compact case. Consider a compact Lie group G. The
di�erential of the adjoint representation Ad : G → GL(g) is ad : g → End(g),
adv w = [v, w] which implies TwO = im adw. Thus, it su�ces to de�ne Jw
on im adw. Every compact Lie group admits a bi-invariant Riemannian metric
g or, equivalently, a positive de�nite12 Ad-invariant scalar product 〈·, ·〉 on g.
One infers from the Ad-invariance of 〈·, ·〉 that adw is skew-symmetric meaning
〈adw u, v〉 = −〈u, adw v〉. The spectral theorem now gives us Spec adw ⊂ iR
allowing us to de�ne Jw:

Jwv :=
1

µ
adw v ∀v ∈ Eµ,

where we set Eµ := g ∩ (Eiµ ⊕ E−iµ) and Eiµ, E−iµ ⊂ gC are the eigenspaces
of adw for the eigenvalues iµ, −iµ (µ > 0), respectively. The symplectic form

12For us, a scalar product is just a non-degenerate symmetric bilinear form.
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ωKKS is the famous Kirillov-Kostant-Souriau form. It is induced by the canonical
Poisson structure on the dual Lie algebra g∗ (cf. Proposition 3.2.21):

{F,G}(α) := α ([dFα, dGα]) ,

where F,G ∈ C∞(g∗) and α ∈ g∗. Setting X∗v (α) := −α ◦ adv to be the
fundamental vector �eld of the coadjoint action with respect to the vector v ∈ g,
we can express ωKKS as:

ωKKS,α(X∗v (α), X∗w(α)) = α([v, w]) ∀α ∈ O∗ ∀v, w ∈ g.

We now use the Ad-invariant scalar product 〈·, ·〉 from before to identify O with
O∗, i.e., O → O∗, w 7→ 〈w, ·〉. It turns out that, under this identi�cation,
ωKKS(·, J ·) is a Riemannian metric giving us a Kähler structure on O ∼= O∗.
To generalize this construction to complex reductive groups, we have to deter-
mine where the compactness of G enters the construction. Going through the
construction step by step, we realize that the compactness of G is only required
to guarantee the existence of a bi-invariant Riemannian metric g which itself is
only needed in two places:

(i) It ensures Spec adw ⊂ iR which allows us to de�ne Jw.

(ii) It lets us identify O with O∗.

Hence, any coadjoint orbit admits a Kähler structure as long as the orbit ful�lls
(i) and (ii). If an adjoint orbit O satis�es (i) for one and, thus, for any point
w ∈ O, we call the orbit skew-symmetric. For (ii), it su�ces if the Lie algebra
g admits a non-degenerate Ad-invariant scalar product 〈·, ·〉. In particular, we
do not require 〈·, ·〉 to be positive de�nite. However, the trade-o� is that the
resulting structure is only semi-Kähler (cf. Theorem 3.2.24):

Theorem (Semi-Kähler structures on (co)adjoint orbits). Let G be a Lie group
with Lie algebra g, dual Lie algebra g∗, and Ad-invariant, non-degenerate scalar
product 〈·, ·〉 on g. Further, let O ⊂ g be a skew-symmetric adjoint orbit of
G. Then, O ⊂ g is an immersed submanifold and carries a G-invariant semi-
Kähler structure. Its complex structure J is the canonical complex structure
on skew-symmetric adjoint orbits. If we identify O via 〈·, ·〉 with the coadjoint
orbit O∗ ⊂ g∗, its symplectic form becomes the Kirillov-Kostant-Souriau form
ωKKS. Moreover, O is Kähler if 〈·, ·〉 is positive de�nite.

If, additionally, G is a complex Lie group, then the semi-Kähler structure is
even holomorphic. Indeed, the complex Lie group G is equipped with a complex
structure I which descends to the complex structure Ie

13 on the adjoint orbit
O. We will check in Section 3.3 that (O, ωKKS, J, Ie) constitutes a holomorphic
semi-Kähler manifold (cf. Theorem 3.3.4):

Theorem (Holomorphic semi-Kähler structure on (co)adjoint orbits). Let G be
a Lie group that satis�es the conditions of the previous theorem, i.e.,
G admits a non-degenerate Ad-invariant scalar product and a skew-symmetric
adjoint orbit O ⊂ g. If G is a complex Lie group with complex structure I, then
(O, ωKKS, J, Ie) is a G-invariant holomorphic semi-Kähler manifold.

13We denote the neutral element of G by e. Also note that we are a bit vague here. Precisely
speaking, Ie : g→ g is just a complex structure of the vector space g. However, it restricts to
the map Ie,w : im adw → im adw at every point w ∈ O inducing a complex structure on O.
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To show that coadjoint orbits of complex reductive groups exhibit holomorphic
Kähler structures, we need to verify that such groups satisfy the prerequisites
of Theorem 3.3.4 and that their orbits possess Kähler manifolds as their real
forms. Complex reductive groups ful�ll the conditions of Theorem 3.3.4, since
their real forms, compact Lie groups, do so. Indeed, the complexi�cation of a
skew-symmetric orbit is still skew-symmetric (cf. Proposition 3.3.10), while the
scalar product 〈·, ·〉 is obtained by complexifying the bi-invariant Riemannian
metric g of the compact real form (cf. Proposition 3.3.8). To prove the existence
of Kähler real forms, we will show that the real structure of a complex reductive
group descends to a real structure on its coadjoint orbits. The corresponding
real forms are orbits of compact Lie groups which we know are Kähler manifolds
implying the desired result (cf. Theorem 3.3.11 and Corollary 3.3.14):

Theorem ((Co)Adjoint orbits of complex reductive groups). Let G be a com-
plex reductive group with real form GR, Lie algebras gR ⊂ g, and dual Lie
algebras14 g∗R ⊂ g∗. Further, let O ⊂ g be an adjoint orbit of G and O∗ ⊂ g∗ a
coadjoint orbit of G such that O ∩ gR 6= ∅ 6= O∗ ∩ g∗R. Then, O and O∗ carry
G-invariant holomorphic Kähler structures.

Kähler Duality

We name the phenomenon that a space admits Hyperkähler and holomorphic
Kähler structures Kähler duality. Combining Kronheimer's and our results,
we see that coadjoint orbits of complex reductive groups are examples of Kähler
duality. Exhibiting Kähler duality is a very curious property, especially from
the symplectic viewpoint: Both Hyperkähler and holomorphic Kähler manifolds
can be described by quadruples (X,ω, J, I), where I and J are complex struc-
tures and ω is a symplectic form satisfying ω(J ·, J ·) = ω and ω(I·, I·) = −ω.
The sole di�erence between the Hyperkähler and the holomorphic Kähler case is
the commutation relation of I and J . For Hyperkähler manifolds, I and J anti-
commute, while they commute for holomorphic Kähler manifolds. On coadjoint
orbits, the similarities between Hyperkähler and holomorphic Kähler manifolds
are even more striking. Indeed, Hyperkähler and holomorphic Kähler manifolds
can be seen as holomorphic symplectic manifolds where the complex manifold
(X, I) is equipped with the holomorphic symplectic form Ω := ω− iω(I·, ·). For
coadjoint orbits, the form Ω is in both cases given by the holomorphic Kirillov-
Kostant-Souriau form ΩKKS.
Given such a strong geometrical structure as Kähler duality, one is naturally
drawn to the question whether the Kähler duality of coadjoint orbits is just acci-
dental. In this thesis, we claim that the Kähler duality of coadjoint orbits can be
traced back to double cotangent bundles T ∗(T ∗M). More precisely, we conjec-
ture that T ∗(T ∗M) also exhibits Kähler duality and that ifM = GR is a compact
Lie group with complexi�cation G, the Kähler duality of T ∗(T ∗M) is related to
the Kähler duality of coadjoint orbits of G via Hyperkähler/holomorphic Kähler
reduction (outlined in Appendix J).
The Kähler duality of T ∗(T ∗M) is based on a famous result15 due to Guillemin-

14g∗R is the space of all linear maps g = gR ⊕ IegR → R that vanish on IegR.
15Confer Theorem 3.4.6. Also note that the di�erent versions of Stenzel's theorem as well

as the diagram later on have to be taken with a grain of salt: In general, these structures do
not exist on all of T ∗M or T ∗(T ∗M), but only on an open neighborhood of the zero section
M ⊂ T ∗M ⊂ T ∗(T ∗M).
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Stenzel (cf. [Ste90] and [GS91]) and Lempert-Sz®ke (cf. [LS91] and [Sz®91]):
If (M, g) is a real-analytic Riemannian manifold, then (T ∗M,−ωcan, Jg) is a
Kähler manifold where ωcan is the canonical symplectic form on T ∗M and Jg is
the unique complex structure on T ∗M adapted16 to g. Stenzel's theorem can be
modi�ed depending on which structure the base manifoldM carries. In the case
that the metric g on M is Kähler, Kaledin (cf. [Kal97]) and Feix (cf. [Fei01])
showed that T ∗M is actually Hyperkähler. In this spirit, we claim that a Hy-
perkähler structure on T ∗M is given by the quadruple (T ∗M,−ωcan, φ

∗Jg, T
∗I)

where (M, g, I) is the base Kähler manifold and φ : T ∗M → T ∗M is a real-
analytic, �ber-preserving di�eomorphism with φ|M = idM (cf. Lemma 3.4.11):

Lemma (Stenzel's theorem for Kähler metrics). Let (M, g, I) be a real-analytic
Kähler manifold, let Jg be the complex structure adapted to g, and let
φ : T ∗M → T ∗M be a real-analytic, �ber-preserving di�eomorphism with
φ|M = idM . If φ∗Jg and T ∗I anticommute and −ωcan(·, φ∗Jg·) is a Rieman-
nian metric, then (T ∗M,−ωcan, φ

∗Jg, T
∗I) is a Hyperkähler manifold.

Furthermore, we believe that there is also a version of Stenzel's theorem for pairs
(M, g) where g is the real part of a holomorphic metric (cf. Lemma 3.4.12):

Lemma (Stenzel's theorem for holomorphic metrics). Let (M, I) be a complex
manifold with holomorphic metric G = g− ig(I·, ·), let Jg be the complex struc-
ture adapted to g, and let φ : T ∗M → T ∗M be a real-analytic, �ber-preserving
di�eomorphism with φ|M = idM . If φ∗Jg and T

∗I commute and −ωcan(·, φ∗Jg·)
is a semi-Riemannian metric, then (T ∗M,−ωcan, φ

∗Jg, T
∗I) is a holomorphic

semi-Kähler manifold. If, additionally, σ is a real structure on the complex
manifold (M, I) with real form MR satisfying σ∗G = G, the induced metric gR
on MR is positive de�nite, and φ can be chosen such that the real structure
σ∗(α) := α ◦ dσ on T ∗M is φ∗Jg-holomorphic, then (T ∗M,−ωcan, φ

∗Jg, T
∗I) is

even holomorphic Kähler with respect to σ∗.

With the di�erent versions of Stenzel's theorem in mind, the Kähler duality of
T ∗(T ∗M) now arises as depicted in the following diagram:

Hyperk. (T ∗M, gT∗M ) (T ∗(T ∗M),−ωcan, φ
∗
1JgT∗M , T

∗Jg)

(M, g)

Holo. K. (T ∗M, gC) (T ∗(T ∗M),−ωcan, φ
∗
2JgC , T

∗Jg)

Stenzel

Ste
nze

l

Complexi�cation
Stenzel

Here, the upper path illustrates how to obtain a Hyperkähler structure, while
the lower one does the same for holomorphic Kähler structures.

Hyperkähler path:17 Starting with the real-analytic Riemannian manifold
(M, g), we can apply Stenzel's theorem to obtain the Kähler metric

16Confer De�nition 3.4.1.
17Note that Hyperkähler structures on double cotangent bundles were already described by

Bielawski (cf. [Bie03]).
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gT∗M := −ωcan(·, Jg·) = ωcan(Jg·, ·) on T ∗M . Assuming that a map φ1 exists as
in Lemma 3.4.11, we can now apply Stenzel's theorem for Kähler
metrics to (T ∗M, gT∗M , Jg) yielding the Hyperkähler manifold
(T ∗(T ∗M),−ωcan, φ

∗
1JgT∗M , T

∗Jg).

Holomorphic Kähler path: Stenzel's theorem does not only tell us that
(T ∗M,−ωcan, Jg) is a Kähler manifold, but also that the �berwise map
T ∗M → T ∗M , α 7→ −α is a real structure (cf. Theorem 3.4.6). Its real form
is the zero section M ⊂ T ∗M . Since the real form M carries a real-analytic
metric g, we can �nd a unique holomorphic continuation of g on T ∗M (cf. Ap-
pendix A). Call the real part of this holomorphic metric gC. We are now in
the setup of Lemma 3.4.12 (Stenzel's theorem for holomorphic metrics) giving
us the holomorphic Kähler manifold (T ∗(T ∗M),−ωcan, φ

∗
2JgC , T

∗Jg) where we
assume, of course, that a map φ2 as speci�ed above exists.

With the Kähler duality of T ∗(T ∗M) taken care of, we need to relate T ∗(T ∗M)
to coadjoint orbits. For this, we choose (M, g) to be a compact Lie group GR
with bi-invariant Riemannian metric g. In this case, T ∗GR is isomorphic to
the universal complexi�cation G of GR. Thus, the previously described process
yields Hyperkähler/holomorphic Kähler structures on T ∗G. After reduction, the
cotangent bundle T ∗G becomes a coadjoint orbit O∗ of G. At the same time,
the symplectic form −ωcan on T ∗G reduces to the Kirillov-Kostant-Souriau form
ωKKS on O∗. From that perspective, it seems plausible that the Kähler struc-
tures in question are also compatible with the reduction process.
Unfortunately, the proofs we present in this thesis regarding the Kähler duality
of T ∗(T ∗M) and its relation to coadjoint orbits are incomplete. Precisely speak-
ing, we leave two questions unanswered. The �rst one regards the existence of
the map φ and the commutation relations of φ∗Jg and T ∗I in Lemma 3.4.11
and 3.4.12. It is vital for the modi�ed versions of Stenzel's theorem that φ∗Jg
and T ∗I anticommute in the Hyperkähler case and that they commute in the
holomorphic Kähler case. However, a complete proof for these commutation
relations is missing (cf. Conjecture 3.4.9). Secondly, we do not carry out the
reduction process in detail (cf. Conjecture 3.4.22). To make up for that, we
check the commutation relations on the zero section and for �at g (cf. Lemma
3.4.8) and sketch how reduction could possibly relate a suitable Kähler structure
on T ∗G to O∗ (cf. Appendix J).

Structural Remarks

Before we jump into the main part, we should add a few remarks regarding the
structure of this thesis. Often, papers and theses contain a chapter on prelim-
inaries outlining the basics of the topic in question. The author of this thesis
is of the opinion that these chapters have a negative impact on the text as a
whole: They tend to drag on, elaborate on details with which the educated
reader is already familiar, and introduce concepts at the beginning which are
only needed at the end. Therefore, we take a di�erent approach in this thesis:
In an e�ort to tell a compelling, but cohesive story, we start our explanations in
medias res, try to give background knowledge only when needed, and develop
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concepts as we move along18. If a preliminary section cannot be avoided, we
indicate its purpose (only needed to �x notations etc) and point out that the
sophisticated reader may skip the section, as done, for instance, at the begin-
ning of Section 3.1. As everything in life, this approach comes with a trade-o�.
Not every reader has access to the same knowledge which is why some readers
may struggle with certain parts. To o�set this, sections which are usually part
of a preliminary chapter are moved to the appendix, for example Appendix A
and Appendix C. These appendices are always referenced when they become
relevant, so the reader may consult them if they feel they lack the needed back-
ground knowledge19. Writing is not the author's claim to fame, so it is left to
the reader to decide whether our approach was successfully implemented.

18Unfortunately, this does not cure the author of his inability to write concise passages.
19Of course, the reader is always invited to read the appendix just out of curiosity.



Chapter 2

Pseudo-Holomorphic

Hamiltonian Systems

Hamiltonian systems (HSs) as the mathematical model for classical mechanics
have been central to the advance of modern physics and mathematics alike. In
physics, HSs provide a theoretical foundation for several approaches to quanti-
zation. In mathematics, the interest in HSs has led to the study of symplectic
geometry and topology. The methods developed in this study, e.g. Floer the-
ory, have proven to be of great success for various branches of mathematics and
physics, for instance celestial mechanics and string theory.
Simply put, a HS consists of three data: A manifold M , a symplectic 2-form ω
onM , and function H ∈ C∞(M,R). In physical terms, the symplectic manifold
(M,ω) can be understood as the phase space of the system, while the function
H, often called Hamilton function or simply Hamiltonian, assigns to every point
in phase space its energy. These data allow us to de�ne the Hamiltonian vec-
tor �eld XH on M via the equation ιXHω = −dH. The dynamics of the HS
(M,ω,H) is governed by the vector �eld XH . Precisely speaking, the physical
trajectories of point-like particles described by the HS (M,ω,H) are exactly
the integral curves of XH . The connection between the integral curve equation
of XH and the Hamilton equations known from classical mechanics is given by
Darboux's theorem which states that ω can locally be written as:

ω =

n∑
i=1

dpi ∧ dqi.

In such Darboux charts, the integral curve equation of XH reduces to the Hamil-
ton equations:

q̇i(t) =
∂H

∂pi
, ṗi(t) = −∂H

∂qi
∀t ∈ I ∀i ∈ {1, . . . ,m}.

Since the integral curve equation is just a �rst-order ODE, there exists for every
initial value (t0, x0) ∈ R ×M an open interval I 3 t0 and a curve γ : I → M
solving the Hamilton equations and satisfying γ(t0) = x0. Furthermore, two
trajectories γ1 : I1 → M and γ2 : I2 → M are identical i� they have the same
domain (I1 = I2 ≡ I) and attain the same value at some point t0 ∈ I. In

19
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particular, maximal integral curves are unique given an initial value and foliate
energy hypersurfaces H−1(E) for regular values E of H.
On top of that, physical trajectories obey the action principle, i.e., they can
be obtained as �critical points� of the action functional AH : C∞(I,M) → R
assigned to an exact HS (M,ω = dλ,H):

AH [γ] ≡ AλH [γ] :=

∫
I

γ∗λ−
∫
I

H ◦ γ(t) dt.

Here, �critical point� means that the �rst variation of AH has to vanish at
a physical trajectory γ ∈ C∞(I,M), where we only allow for variations of γ
which keep the endpoints of γ �xed. Sometimes, for instance in Floer theory,
one wishes to view certain trajectories as actual critical points of some action
functional. In this case, we have to ensure that the boundary terms vanish.
There are several ways to achieve this, e.g. by putting the endpoints of a tra-
jectory on an exact Lagrangian (λγ(t1) = 0 and λγ(t2) = 0 for I = [t1, t2]) or by
only considering periodic trajectories (cf. Remark 2.1.43).
Since HSs are given in terms of real manifolds M , forms ω, and functions H, it
is only natural to ask whether a similar construction with similar properties ex-
ists for complex manifolds X, forms Ω, and functions H. This question directly
leads us to the notion of holomorphic Hamiltonian systems (HHSs). Sim-
ilarly to real Hamiltonian systems1 (RHSs), HHSs are also described by three
data (cf. Section 2.1): A complex manifold X (implicitly de�ning an integrable
complex structure J), a holomorphic symplectic 2-form Ω on X, and a holo-
morphic function H : X → C. HHSs have been studied since the early 2000s,
e.g. by Gerdjikov and Kyuldjiev [KG+01], [GK+02], [GK+04] or by Arathoon
and Fontaine [AF20]. In the given references, HHSs are usually viewed as com-
plexi�cations of RHSs and mostly used as a tool to study RHSs which arise as
real forms2 of HHSs. In [AF20], for instance, the authors �nd a compact and
integrable real form of the complexi�ed spherical pendulum.
In this chapter, we take a di�erent approach. We study HHSs on their own and
try to recreate the results known from RHSs for HHSs. Chapter 2 is divided into
three sections which themselves are split up into multiple subsections. We begin
Section 2.1 by introducing HHSs and examining their most basic properties. In
the next subsection, we discuss the existence and uniqueness of holomorphic
trajectories. Similarly to RHSs, holomorphic trajectories are de�ned as the
holomorphic integral curves of the holomorphic Hamiltonian vector �eld XH.
We show that, locally, holomorphic trajectories always exist and are unique,
given an initial value. In sharp contrast to RHSs, maximal holomorphic tra-
jectories are not unique anymore, even given an initial value, due to the e�ects
of monodromy3. Nevertheless, holomorphic trajectories still foliate the energy
hypersurface H−1(E) for any regular value E of H. In fact, holomorphic tra-
jectories give us a holomorphic foliation of the entire manifold X, if all possible

1To distinguish real and complex Hamiltonian systems, we call HSs (M,ω,H) real Hamil-
tonian systems from now on.

2A real structure on a HHS (X,Ω,H) is an antiholomorphic involution σ : X → X such
that σ∗Ω = Ω and σ∗H = H. Its real form is (M,ω,H) with M := Fixσ, ω := ι∗Ω, and
H := ι∗H, where ι : M ↪→ X denotes the natural inclusion. We say that (X,Ω,H) is a
complexi�cation of (M,ω,H) if M is nice, i.e., M intersects every connected component of X
non-trivially. Confer Appendix A for a detailed discussion of real structures.

3Recently, the monodromy of the complexi�ed Kepler problem has been studied by Sun
and You (cf. [SY20]).
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energy values are regular. This foliation shows up again in the following sub-
section, where we use it to establish a relation between Lefschetz �brations and
almost toric �brations.
We prove in the last subsection of Section 2.1 that the holomorphic trajectories
satisfy an action principle4, i.e., that they can be understood � in some sense
� as critical points of certain action functionals. These action functionals are
obtained by �rst decomposing a HHS (X,Ω,H) into four RHSs, one for each
combination of real and imaginary part of Ω and H. To each RHS, we can as-
sign the usual action functional of a RHS. Afterwards, we average each of these
action functionals over the imaginary (or real) time axis and take an appropri-
ate linear combination to obtain the action functional for the HHS (X,Ω,H).
In fact, this method gives rise to a plethora of action functionals for the HHS
(X,Ω,H) which di�er by how one averages and takes the linear combination.
During the investigation of action functionals, we observe that J , the com-
plex structure of X, poses rather strong restrictions on the existence of certain
holomorphic trajectories. At the end of Section 2.1, we consider holomorphic
trajectories whose domains are complex tori and interpret them as the com-
plexi�cation of periodic orbits. However, by the maximum principle, such holo-
morphic trajectories are always constant if the complex manifold in question is
X = C2n equipped with the standard complex structure J = i. The same argu-
ment does not hold anymore if we allow J to be any almost complex structure.
In his beautiful paper [Mos95] from 1995, Moser shows that it is possible to
pseudo-holomorphically embed complex tori in R4, where R4 is equipped with
a suitable, not necessarily integrable almost complex structure J .
To avoid constraints imposed by the integrability of J , we introduce special
Hamiltonian systems in Section 2.2 which are described by the same data as
HHSs, but whose almost complex structure J does not need to be integrable
anymore. These Hamiltonian systems are called pseudo-holomorphic Hamil-
tonian systems (PHHSs) and exhibit, by design, the same properties as HHSs.
In particular, pseudo-holomorphic trajectories of PHHSs induce foliations of reg-
ular energy hypersurfaces H−1(E) and obey an action principle (cf. the �rst
subsection of Section 2.2). At �rst glance, PHHSs may appear to be contrived
and arti�cial, especially since, by de�nition, the imaginary part of Ω does not
need to be closed anymore. However, the non-closedness of the imaginary part
of Ω is an unavoidable consequence of the non-integrability of J , as we show in
the second subsection of Section 2.2. In fact, we prove that we recover a HHS
from a PHHS i� J is integrable or, equivalently, ImΩ is closed.
In Section 2.3, we tackle the question whether PHHSs are a natural generaliza-
tion of HHSs. We claim that they are and support this assertion by showing that
the space of proper5 PHHSs is open and dense in the space of PHHSs6. This
implies that proper PHHSs are generic. To prove that, we �rst give a method
to construct proper PHHSs out of HHSs (cf. the �rst subsection of Section 2.3).
The method itself is very interesting, since it relates PHHSs to Hyperkähler
structures and allows us to equip the cotangent bundle of a complex manifold
with the structure of a PHHS. Lastly, we use this construction to deform HHSs
by proper PHHSs (cf. the second subsection of Section 2.3).

4To the extent of the author's knowledge, an action principle for HHSs has not been
formulated before in the literature.

5A proper PHHS is a PHHS which is not simultaneously a HHS.
6At least on manifolds X with dimR(X) > 4.
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2.1 Holomorphic Hamiltonian Systems

In this section, we recreate the results known from real Hamiltonian systems
(laid out in the introduction of Chapter 2) for holomorphic Hamiltonian systems
(HHSs). We �rst cover the basic notion of a HHS, including the de�nition of
a holomorphic symplectic manifold and Darboux's theorem for holomorphic
symplectic manifolds. Afterwards, we discuss the properties of holomorphic
trajectories which, as we will see, give rise to a holomorphic foliation. Then, we
utilize this holomorphic foliation to investigate the relation between Lefschetz
and almost toric �brations. Lastly, formulate an action principle for HHSs.

HHS: Basic De�nitions and Notions

To begin with, we de�ne a holomorphic symplectic manifold:

De�nition 2.1.1 (Holomorphic symplectic manifold). A pair (X,Ω) is called
holomorphic symplectic manifold7 (HSM) if X is a complex manifold and
Ω is a holomorphic 2-form on X which is closed and non-degenerate on the
(1, 0)-tangent bundle T (1,0)X of X. In this setup, Ω is called the holomorphic
symplectic 2-form of (X,Ω).

Let us spend some time understanding the de�nition of a HSM. Recall that
a complex manifold X is de�ned via an atlas {(φα, Uα)}α∈I of charts with
values in Cm such that their transition functions are holomorphic. Pick such a
holomorphic chart φ = (z1, . . . , zm) : U → V ⊂ Cm. A complex-valued 2-form
Ω is holomorphic on U if and only if Ω can be written as:

Ω|U =

m∑
i,j=1

Ωijdzi ∧ dzj ,

where Ωij : U → C are holomorphic functions8. Here, we have used the fact that
one can de�ne the exterior derivative d for complex-valued functions and forms
by requiring d to be C-linear. Since the transition functions are holomorphic,
the notion of holomorphicity is independent of the choice of chart. As in the real
case, closedness of Ω simply means dΩ = 0. To understand the non-degeneracy
in De�nition 2.1.1, recall that every complex manifold X implicitly de�nes a
complex structure9 J on X and, further, that the complexi�ed tangent and
cotangent bundle of X, viewed as a real manifold, each decompose into a direct
sum of two subbundles:

TCX = T (1,0)X ⊕ T (0,1)X, T ∗CX = T ∗,(1,0)X ⊕ T ∗,(0,1)X,

where the (1, 0)- and (0, 1)-bundles are �berwise eigenspaces of J (or its dual J∗)
with eigenvalue i and −i, respectively. By construction, the local forms dzi are
local sections of T ∗,(1,0)X and, hence, map elements of T (0,1)X to zero. This
implies that holomorphic 2-forms can never be non-degenerate on the entire

7Warning: In some branches of algebraic geometry, the term �holomorphic symplectic
manifold� is also used, but de�ned with additional constraints on X and Ω!

8A function f : X → C de�ned on a complex manifold X is holomorphic if f ◦ φ−1
α is

holomorphic for every chart φα in a holomorphic atlas.
9J is equal to the standard complex structure i in a holomorphic chart.
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complexi�ed tangent bundle, as they always vanish on the (0, 1)-bundle. For a
holomorphic 2-form Ω, we can at most achieve non-degeneracy on T (1,0)X, i.e.:

∀x ∈ X ∀V ∈ T (1,0)
x X\{0} ∃W ∈ T (1,0)

x X : Ωx(V,W ) 6= 0.

In particular, non-degeneracy of Ω implies that the complex dimension m of X
is even. Also note that, by construction, Ω and J satisfy the following relations:

Ω(J ·, ·) = Ω(·, J ·) = iΩ, Ω(J ·, J ·) = −Ω. (2.1)

Similar to �real� symplectic geometry, there are two standard examples of HSMs.
The �rst one is X = C2n together with the standard form Ω =

∑n
j=1 dPj ∧dQj ,

where (Q1, . . . , Qn, P1, . . . , Pn) ∈ C2n. The other one is the holomorphic cotan-
gent bundle X = T ∗,(1,0)Y of a complex manifold Y with canonical 2-form
Ωcan = dΛcan, where Λcan is the holomorphic Liouville 1-form:

Λcan,α(v) := α ◦ dπ(v) ∀v ∈ TαX ∀α ∈ X.

Here, π : X → Y is the canonical projection.
We know by Darboux's theorem that symplectic manifolds exhibit no local in-
variants, since they all are locally isomorphic to the standard symplectic mani-
fold (R2n,

∑n
i=1 dpi ∧ dqi). The same statement is true for HSMs:

Theorem 2.1.2 (Darboux's theorem for HSMs). Let (X,Ω) be a HSM of com-
plex dimension dimC(X) = 2n (n ∈ N). Then, for every point x ∈ X, there
exists a holomorphic chart ψ = (Q1, . . . , Qn, P1, . . . , Pn) : U → V ⊂ C2n of X
near x such that:

Ω|U =

n∑
j=1

dPj ∧ dQj .

The correctness of Darboux's theorem for HSMs is widely accepted in the math-
ematical community, however, no proof has yet been formally written down, at
least to the author's extent of knowledge. For completeness' sake, a proof of
Darboux's theorem for HSMs is provided in Appendix B. We will make use of
Theorem 2.1.2 in Section 2.3.
Now, let us turn our attention to holomorphic Hamiltonian systems:

De�nition 2.1.3 (Holomorphic Hamiltonian system). We call the triple
(X,Ω,H) a holomorphic Hamiltonian system (HHS) if (X,Ω) is a HSM
and H : X → C is a holomorphic function on X. In this setup, we call H the
Hamilton function or, simply, the Hamiltonian of the HHS (X,Ω,H).

Examples of HHSs include the standard HSM (C2n,
∑n
j=1 dPj ∧ dQj) together

with any holomorphic function H : C2n → C on it and holomorphic cotan-
gent bundles (T ∗,(1,0)Y,Ωcan) together with natural Hamiltonians. We call a
Hamiltonian on a holomorphic cotangent bundle natural if it can be written
as a sum of kinetic and potential energy, H = T + V. A holomorphic function
V : T ∗,(1,0)Y → C denotes potential energy if it factors through the
holomorphic projection π : T ∗,(1,0)Y → Y , i.e., can be written as
V = V0 ◦ π for some holomorphic function V0 : Y → C. Furthermore, a
holomorphic function T : T ∗,(1,0)Y → C is called kinetic energy if
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2T (x) ≡ g∗(x, x) ∀x ∈ T ∗,(1,0)Y , where g∗ is the dualization of some holomor-
phic metric g on Y . A holomorphic metric g on Y is a holomorphic symmetric
C-bilinear form which is non-degenerate on T (1,0)Y , i.e., for any holomorphic
chart φ = (z1, . . . , zn) : U → V ⊂ Cn of Y , g can be written as:

g|U =

n∑
i,j=1

gijdzi ⊗ dzj ,

where gij : U → C are holomorphic functions satisfying gij = gji and
det(gij) 6= 0. We will study these examples in more detail in the upcoming
subsections.

Holomorphic Trajectories

Our next goal is to investigate the dynamics of a HHS. As for RHSs, they are
determined by a Hamiltonian vector �eld:

De�nition 2.1.4 (Holomorphic Hamiltonian vector �eld). Let (X,Ω,H) be a
HHS. We call the holomorphic vector �eld XH on X de�ned by ιXHΩ = −dH
the (holomorphic) Hamiltonian vector �eld of the HHS (X,Ω,H).

Remark 2.1.5 (XH is well-de�ned). Note that a complex vector �eld V on
a complex manifold X is holomorphic if and only if, in any holomorphic chart
(z1 = x1 + iy1, . . . , zm = xm + iym) : U → V ⊂ Cm, it can be written as:

V |U =

m∑
j=1

Vj∂zj ≡
m∑
j=1

Vj
2

(
∂xj − i∂yj

)
,

where Vj : U → C are holomorphic functions on U. Thus, a holomorphic vector
�eld on X only attains values in the bundle T (1,0)X. Together with the non-
degeneracy of Ω on T (1,0)X, this implies that the Hamiltonian vector �eld XH
is well-de�ned.

Before we de�ne what a trajectory of a HHS is, it is wise to study XH or,
better yet, holomorphic vector �elds in general. The following proposition is a
standard result from complex geometry:

Proposition 2.1.6 (Holomorphic vector �elds ⇔ J-preserving vector �elds).
Let X be a complex manifold with complex structure J ∈ ΓEnd(TX). Then,
the tangent bundles10 TX and T (1,0)X are isomorphic as smooth complex vector
bundles via:

f : TX → T (1,0)X, vR 7→
1

2
(vR − i · J(vR)),

where the complex vector space structure of the �bers of TX is given by J .
Now consider the space ΓJ(TX) := {VR ∈ Γ(TX) | LVRJ = 0} of smooth real
J-preserving11 vector �elds on X. Here, Γ(TX) denotes the space of smooth
real vector �elds on X and LVRJ is the Lie derivative of J with respect to VR.
Then, ΓJ(TX) together with the standard commutator [·, ·] of vector �elds and
10For TX, X is viewed as a real manifold.
11J-preserving vector �elds are called in�nitesimal automorphisms in [KN69].
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the complex structure J forms a complex Lie algebra. In fact, (ΓJ(TX), [·, ·]) is
isomorphic as complex Lie algebras to the space (Γ(T (1,0)X), [·, ·]) of holomor-
phic vector �elds on X via:

F : ΓJ(TX)→ Γ(T (1,0)X), VR 7→
1

2
(VR − i · J(VR)).

Proof. Confer Proposition 2.10 and 2.11 in Chapter IX of [KN69].

One important consequence of Proposition 2.1.6 which we heavily use later on is
the fact that the real and imaginary part of a holomorphic vector �eld commute:

Corollary 2.1.7 (VR and J(VR) commute). Let X be a complex manifold with
complex structure J and VR ∈ ΓJ(TX) be a J-preserving vector �eld. Then,
[VR, J(VR)] = 0. In particular, the real and imaginary part of holomorphic
vector �elds on X commute.

Proof. By Proposition 2.1.6, we know that (ΓJ(TX), [·, ·]) is a complex Lie
algebra, hence [VR, J(VR)] = J ([VR, VR]) = 0.

By Proposition 2.1.6, we can associate with the Hamiltonian vector �eld XH of
a HHS (X,Ω,H) a J-preserving vector �eld XR

H which is uniquely determined
by:

XH =
1

2
(XR
H − i · J(XR

H)).

Equipped with this knowledge, there are now two ways to de�ne holomorphic
trajectories of a HHS. The �rst one is to simply say that holomorphic trajecto-
ries are holomorphic integral curves of the holomorphic Hamiltonian vector �eld
XH. The second one is to de�ne the holomorphic trajectories as analytic con-
tinuations of the integral curves of XR

H. Both de�nitions are indeed equivalent
and we make use of both of them. For our purposes, we use the �rst one as the
actual de�nition and the second one to construct and investigate holomorphic
trajectories afterwards:

De�nition 2.1.8 (Holomorphic trajectories). Let (X,Ω,H) be a HHS and
XH = 1/2(XR

H − i · J(XR
H)) be its Hamiltonian vector �eld. We call a holo-

morphic map γ : U → X a holomorphic trajectory of the HHS (X,Ω,H) if
γ satis�es the holomorphic integral curve equation:

γ′(z) = XH(γ(z)) ∀z ∈ U,

where U ⊂ C is an open and connected subset and γ′ is the complex derivative12

of γ. We call a holomorphic trajectory γ : U → X maximal if for every
holomorphic trajectory γ̂ : Û → X with U ⊂ Û and γ̂|U = γ one has Û = U .
We call the integral curves of the real vector �eld XR

H the real trajectories of
the HHS (X,Ω,H).

Next, let us consider the existence and uniqueness of holomorphic trajectories:

12The complex derivative of a curve γ(t+ is) is de�ned via holomorphic charts, but can also
be computed by 2γ′ = ∂tγ − i∂sγ (cf. proof of Proposition 2.1.9).
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Proposition 2.1.9 (Existence and uniqueness of holomorphic trajectories).
Let (X,Ω,H) be a HHS. Then, for any z0 ∈ C and x0 ∈ X, there exists an
open and connected subset U ⊂ C with z0 ∈ U and a holomorphic trajectory
γz0,x0 : U → X of (X,Ω,H) with γz0,x0(z0) = x0. Two holomorphic trajectories
γz0,x0

1 : U1 → X and γz0,x0

2 : U2 → X with γz0,x0

1 (z0) = x0 = γz0,x0

2 (z0) locally
coincide, in particular, they are equal i� their domains U1 and U2 are equal.
Furthermore, the holomorphic trajectory γz0,x0 depends holomorphically on z0

and x0.

Proof. Let (X,Ω,H) be a HHS with XH = 1/2(XR
H − iJ(XR

H)) and let z0 ∈ C
and x0 ∈ X be any points. To construct a holomorphic trajectory γz0,x0 , we
�rst realize that t 7→ γz0,x0(t + is) for �xed s ∈ R is a real trajectory. We
can see this by taking the real part of the holomorphic integral curve equation.
Thus, �nding holomorphic trajectories amounts to �nding analytic continua-
tions of real trajectories. To accomplish this task, we observe that similarly
s 7→ γz0,x0(t + is) for �xed t ∈ R is an integral curve of J(XR

H). Naively, one
hopes that γz0,x0(t+ is) is given by:

γz0,x0(t+ is) = ϕ
J(XRH)
s−s0 ◦ ϕX

R
H

t−t0(x0),

where z0 = t0 + is0 and ϕ
J(XRH)
s−s0 and ϕ

XRH
t−t0 are the �ows of the vector �elds

J(XR
H) and XR

H with times s− s0 and t− t0, respectively. In general, however,
this expression is problematic: Even though it is an integral curve of J(XR

H)
for �xed t, it might not be an integral curve of XR

H for �xed s anymore due

to the composition with ϕ
J(XRH)
s−s0 . In order to avoid this problem, we need the

composition of the �ows to commute, at least for small times t− t0 and s− s0.
This occurs if the vector �elds XR

H and J(XR
H) themselves commute. In our

situation, this is indeed the case (cf. Corollary 2.1.7). Thus, we can de�ne:

γz0,x0(t+ is) := ϕ
J(XRH)
s−s0 ◦ ϕX

R
H

t−t0(x0) ≡ ϕX
R
H

t−t0 ◦ ϕ
J(XRH)
s−s0 (x0)

≡ ϕ(t−t0)XRH+(s−s0)J(XRH)
1 (x0).

The expressions above are well-de�ned for |t− t0|, |s− s0| < ε with ε > 0 small
enough and all identical due to the commutativity of XR

H and J(XR
H).

Let us check that the given expressions for γz0,x0 indeed de�ne a holomor-
phic trajectory. By construction, the map γz0,x0 is holomorphic, as it satis�es
the Cauchy-Riemann equations. Hence, we only need to compute the complex
derivative γz0,x0 ′. If φ = (z1, . . . , z2n) : V → W ⊂ C2n is a holomorphic chart
of X near x0, then we can de�ne the complex derivative γz0,x0 ′(z) for suitable
z using (γz0,x0

1 (z), . . . , γz0,x0

2n (z)) := φ ◦ γz0,x0(z):

γz0,x0 ′(z) :=

2n∑
j=1

γz0,x0 ′
j (z) · ∂zj

∣∣
γz0,x0 (z)

,

where γz0,x0 ′
j (z) is the usual complex derivative of a holomorphic map from C to

C. A straightforward calculation reveals that the complex derivative γz0,x0 ′(z)
equates to:

γz0,x0 ′(z) =
1

2

(
∂γz0,x0

∂t
(z)− i · ∂γ

z0,x0

∂s
(z)

)
.
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By de�nition of γz0,x0 , we have:

∂γz0,x0

∂t
(z) = XR

H(γz0,x0(z)),
∂γz0,x0

∂s
(z) = J

(
XR
H(γz0,x0(z))

)
.

Putting everything together gives:

γz0,x0 ′(z) =
1

2

(
XR
H(γz0,x0(z))− i · J

(
XR
H(γz0,x0(z))

))
= XH(γz0,x0(z)).

Thus, γz0,x0 is indeed a holomorphic trajectory. Clearly, γz0,x0 satis�es
γz0,x0(z0) = x0 proving the existence in Proposition 2.1.9.
To show local uniqueness given an initial value, we recall that γz0,x0 is just an
integral curve of XR

H along the t-axis satisfying γz0,x0(z0) = x0. Hence, every
other holomorphic trajectory γ̂z0,x0 with γ̂z0,x0(z0) = x0 agrees with γz0,x0 for
s = s0 and t near t0. This allows us to apply the identity theorem for holomor-
phic functions to the coordinates of γz0,x0 and γ̂z0,x0 in a holomorphic chart
near x0 giving us the local uniqueness. In order to show that γz0,x0 and γ̂z0,x0

coincide completely i� their domains are equal, we cover the images of γz0,x0

and γ̂z0,x0 with holomorphic charts and repeatedly apply the identity theorem.
Lastly, we need to show that γz0,x0 depends analytically on z0 and x0. For z0,
this is trivial, since γz1,x0(z) and γz2,x0(z) for z1 6= z2 only di�er by a translation

in z. For x0, this is true if and only if the �ows ϕ
XRH
t−t0 and ϕ

J(XRH)
s−s0 of XR

H and
J(XR

H) are holomorphic maps from and to X. As explained in Chapter IX of
[KN69], the J-preserving vector �elds on X are exactly those real vector �elds
on X whose �ow is holomorphic. Remembering that, by Proposition 2.1.6, the
vector �elds XR

H and J(XR
H) are J-preserving concludes the proof.

Remark 2.1.10. In the last proof, we have used that a holomorphic trajectory
γ(t+is) of a HHS (X,Ω,H) is an integral curve of XR

H for �xed s and an integral
curve of J(XR

H) for �xed t. We can generalize this observation. If we express
t + is in polar coordinates, t + is = reiα, then γ(reiα) is an integral curve of
cos(α)XR

H + sin(α)J(XR
H) for �xed α.

The properties we have found so far seem to indicate that holomorphic trajecto-
ries of a HHS exhibit the same behavior as trajectories of a RHS. However, this
is not entirely true. In sharp contrast to the real case, the maximal holomorphic
trajectories, given an initial value, do not need to be unique, as the following
counterexample demonstrates.

Example 2.1.11 (Central problem in one complex dimension). Let
X := T ∗,(1,0)C× ∼= C××C be the holomorphic cotangent bundle of C× := C\{0}
together with the standard form Ω = Ωcan = dP ∧ dQ, (Q,P ) ∈ X, and the

natural Hamiltonian13 H(Q,P ) := P 2

2 −
1

8Q2 . Physically speaking, the HHS

(X,Ω,H) is the complexi�cation of the RHS describing a single particle in one-
dimensional position space subject to the almost Kepler-like central potential
V (q) = − 1

8q2 . The Hamiltonian vector �eld XH of the HHS (X,Ω,H) is:

XH(Q,P ) = P · ∂Q −
1

4Q3
· ∂P .

13The given Hamiltonian is even regular, i.e., dH 6= 0 for all points of X.
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Hence, the holomorphic trajectories γ(z) = (Q(z), P (z)) of (X,Ω,H) satisfy

Q′(z) = P (z), P ′(z) = − 1

4Q3(z)

or, combining both equations:

Q′′(z) = − 1

4Q3(z)
.

We want to determine the holomorphic trajectories γ with γ(z0) = x0 = (Q0, P0)
for z0, P0 ∈ C and Q0 ∈ C×. After translation in z, we can assume z0 = 0. A
straightforward computation reveals that, locally, the desired solutions are given
by:

Q(z) =
√
Q2

0 + 2Q0P0 · z + 2E0 · z2, P (z) = Q′(z),

where E0 := H(Q0, P0) and
√
· is chosen such that

√
Q2

0 = Q0. Two square roots
mapping Q2

0 to Q0 coincide on a small neighborhood of Q2
0, however, they do

not need to have the same domain. Let us make this precise by choosing values
for Q0 and P0. Pick Q0 = 1 and P0 = 1

2 . Then, E0 = 0 and Q(z) =
√
z + 1.

Here, all square roots are admissible that coincide with the standard square root
for real positive numbers. For instance, one can choose

√
·1 : {z | Im(z) 6= 0 or Re(z) > 0} → C, z = reiα 7→

√
re

iα
2 , α ∈ (−π, π)

or

√
·2 : {z | Re(z) 6= 0 or Im(z) > 0} → C, z = reiα 7→

√
re

iα
2 , α ∈

(
−π

2
,

3π

2

)
.

Using these square roots, the holomorphic trajectories γ1 : U1 → X and
γ2 : U2 → X are given by:

Q1 : U1 := {z ∈ C | Im(z + 1) 6= 0 or Re(z + 1) > 0} → C, Q1(z) :=
√
z + 1

1
,

Q2 : U2 := {z ∈ C | Re(z + 1) 6= 0 or Im(z + 1) > 0} → C, Q2(z) :=
√
z + 1

2
.

Clearly, γ1 and γ2 are maximal holomorphic trajectories satisfying
γ1(0) = (1, 1

2 ) = γ2(0). However, their domains U1 and U2 di�er showing that
maximal trajectories are not unique, even given an initial value.
In particular, the trajectories γ1 and γ2 yield di�erent values for
z ∈ {z ∈ C | Re(z + 1) < 0 and Im(z + 1) < 0} ⊂ U1 ∩ U2, namely
γ1(z) = −γ2(z).

Even though the square root, which spoils the uniqueness of maximal trajecto-
ries in the previous example, is not well-de�ned on all of C\{0}, it is well-de�ned
on the 2 : 1 covering z 7→ z2 of C\{0}. In the same vein, the maximal trajecto-
ries of a HHS become unique after �passing them down to a covering�. Precisely
speaking, we have to promote the maximal trajectories to leaves to make them
unique. To understand this idea, we �rst recall the de�nition of a foliation:



2.1. HOLOMORPHIC HAMILTONIAN SYSTEMS 29

De�nition 2.1.12 (Foliation). A d-dimensional foliation {Lx0
}x0∈I (I: index

set) of a manifold M is a decomposition of M into path-connected subsets

Lx0 ⊂ M called leaves, i.e. M =
⋃̇
x0∈ILx0 , such that for every point p ∈ M

there exists a chart φ = (x1, . . . , xn) : U → V ⊂ Rn of M near p ful�lling:
For every leaf Lx0

with U ∩ Lx0
6= ∅, the connected components of U ∩ Lx0

are
given by xd+1 = cd+1,. . . , xn = cn for some constants cj ∈ R. The foliation
{Lx0}x0∈I is called holomorphic if M is a complex manifold and the charts φ
can be chosen to be holomorphic.

Given a RHS (M,ω,H), we remember that if E is a regular value of H, the
energy hypersurface H−1(E) is foliated by maximal trajectories of (M,ω,H).
Similarly, there are holomorphic foliations of regular energy hypersurfaces for
HHSs. However, the leaves of the holomorphic foliation are �more than just�
the maximal trajectories this time:

Proposition 2.1.13 (Holomorphic foliation of a regular hypersurface). Let
(X,Ω,H) be a HHS with complex structure J , Hamiltonian vector �eld
XH = 1/2(XR

H − iJ(XR
H)), and regular value E of H. Then, the energy hyper-

surface H−1(E) admits a holomorphic foliation. The leaf Lx0
of this foliation

through a point x0 ∈ H−1(E) is given by:

Lx0
:= {y ∈ X |y = ϕ

XRH
t1 ◦ ϕ

J(XRH)
s1 ◦ ϕX

R
H

t2 ◦ ϕ
J(XRH)
s2 ◦ . . . ◦ ϕX

R
H

tn ◦ ϕ
J(XRH)
sn (x0);

t1, . . . , tn, s1, . . . , sn ∈ R; n ∈ N},

where ϕ
XRH
tj and ϕ

J(XRH)
sj are the �ows of XR

H and J(XR
H) for time tj and sj ,

respectively. Every holomorphic trajectory of (X,Ω,H) with energy E is com-
pletely contained in one such leaf.

Proof. Take the assumptions and notations from above. E is a regular value
of H, hence, H−1(E) is a complex submanifold of X. The tangent space of
H−1(E) consists of vectors W in the tangent space of X satisfying dH(W ) = 0.
Using the holomorphicity of H, dH ◦ J = i · dH, we obtain

dH(XR
H) = dH(XH) = −Ω(XH, XH) = 0,

dH(J(XR
H)) = i · dH(XR

H) = 0

showing that XR
H and J(XR

H) live in the tangent space of H−1(E). This allows
us to restrict XR

H and J(XR
H) to real vector �elds on H−1(E).

As H is regular on H−1(E), neither XR
H nor J(XR

H) vanish on H−1(E). Fur-
thermore, as real vector �elds, they are R-linearly independent at every point of
H−1(E), since there is no real number which squares to −1. By Corollary 2.1.7,
XR
H and J(XR

H) also commute. This allows us to apply Frobenius' theorem to
the distribution spanned by the real vector real �elds XR

H and J(XR
H) giving

us a foliation of H−1(E) whose leaves take the form described in Proposition
2.1.13. As XR

H and J(XR
H), the vector �elds generating the foliation, are real

and imaginary part of a holomorphic vector �eld, the foliation itself is holomor-
phic due to the holomorphic version of Frobenius' theorem (cf. Theorem 2.26 in
[Voi02]). Comparing the construction of holomorphic trajectories in the proof
of Proposition 2.1.9 with the form of the leaves in Proposition 2.1.13 reveals
that a holomorphic trajectory is completely contained in one leaf concluding
the proof.
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Remark 2.1.14 (Flows of XR
H and J(XR

H) do not commute globally). One
might be tempted to set n in the de�nition of the leaves in Proposition 2.1.13
to 1, since XR

H and J(XR
H) as well as their �ows commute. However, this is only

locally the case. To illustrate this, consider Example 2.1.11 again. Choose the
initial value x0 = (Q0, P0) = (1, 1/2) and set n = 2, t1 = 0, s1 = −2, t2 = −2,
and s2 = 1. Using the solution Q(z) =

√
z + 1, we �nd:

ϕ
XRH
0 ◦ ϕJ(XRH)

−2 ◦ ϕX
R
H
−2 ◦ ϕ

J(XRH)
1

(
1,

1

2

)
=

(
4
√

2 · ei 5π
8 ,

1

2 4
√

2
· e−i 5π

8

)
.

If we exchange the order of s1 and s2, the result di�ers by a sign:

ϕ
XRH
0 ◦ ϕJ(XRH)

1 ◦ ϕX
R
H
−2 ◦ ϕ

J(XRH)
−2

(
1,

1

2

)
= −

(
4
√

2 · ei 5π
8 ,

1

2 4
√

2
· e−i 5π

8

)
.

In light of Proposition 2.1.13, one might say that the leaves of a HHS (X,Ω,H)
should be considered to be the holomorphic counterpart to the maximal tra-
jectories of a RHS (M,ω,H). Let us investigate this statement further. To do
that, we �rst need to generalize the notion of holomorphic trajectories in such
a way that we can view any Riemann surface as the domain of a trajectory, not
only subsets of C:

De�nition 2.1.15 (Geometric trajectory). Let (X,Ω,H) be a HHS with regular
value E of H and foliation L = {Lx0}x0∈I (I: some index set) of H−1(E) as
in Proposition 2.1.13. Further, let Σ be a Riemann surface, i.e., a connected,
complex one-dimensional manifold. We call a holomorphic map γ : Σ → X a
geometric trajectory of energy E if γ is an immersion and the image of γ is
completely contained in one leaf Lx0

of the foliation L.

The de�nition of a geometric trajectory is reasonable, as every geometric tra-
jectory is locally a holomorphic trajectory:

Proposition 2.1.16 (Locally, geometric trajectories are holomorphic trajec-
tories). Let (X,Ω,H) be a HHS with regular value E of H, Σ be a Riemann
surface, and γ : Σ→ X be a geometric trajectory of energy E. Then, for every
s0 ∈ Σ, there exists an open neighborhood V ⊂ Σ of s0 and a holomorphic chart
ϕ : V → U ⊂ C of Σ such that γ ◦ ϕ−1 : U → X is a holomorphic trajectory of
the HHS (X,Ω,H).

Proof. Invoke the assumptions and notations from above. As γ is a holomorphic
immersion whose image is completely contained in one leaf and the leaves of L
are generated by the Hamiltonian vector �eld XH, there exists for every s ∈ Σ

an uniquely determined vector YH(s) ∈ T (1,0)
s Σ such that:

dγs(YH(s)) = XH(γ(s)).

These vectors form a holomorphic vector �eld YH on Σ. Now pick s0 ∈ Σ and
z0 ∈ C. By Proposition 2.1.9 and Remark 2.1.18, there exists an open and
connected subset U ⊂ C such that ϕ−1 : U → Σ is a holomorphic integral curve
of YH satisfying ϕ−1(z0) = s0. After shrinking U if necessary, ϕ−1 becomes a
biholomorphism onto its image ϕ−1(U) =: V . Thus, ϕ : V → U is a holomorphic
chart of Σ near s0. Furthermore, the curve γ ◦ ϕ−1 : U → X ful�lls:(
γ ◦ ϕ−1

)′
(z) = dγϕ−1(z)

(
ϕ−1 ′(z)

)
= dγϕ−1(z)

(
YH(ϕ−1(z))

)
= XH(γ ◦ ϕ−1(z)).

Hence, γ ◦ ϕ−1 is a holomorphic trajectory concluding the proof.
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Let us now assume that (X,Ω,H) is a HHS with regular value E of H and
foliation L = {Lx0

}x0∈I of H−1(E). Pick a leaf Lx0
. If Lx0

is a complex sub-
manifold of X, the inclusion Lx0

↪→ X is clearly a geometric trajectory. If Lx0

is not a complex submanifold of X, we can always equip Lx0 with the struc-
ture of a complex manifold by choosing a suitable atlas such that the inclusion
Lx0

↪→ X becomes a geometric trajectory. The atlas in question consists of
maps γ−1 where γ : U → X is an injective holomorphic trajectory whose image
is contained in Lx0

. In contrast to maximal trajectories, the geometric trajec-
tories Lx0 ↪→ X are unique given the initial value x0 ∈ H−1(E) ⊂ X. In fact,
the uniqueness can be expressed as a universal property: Pick x0 ∈ H−1(E).
Then, every geometric trajectory γ : Σ→ X with initial value x0 ∈ γ(Σ) factors
uniquely through the geometric trajectory Lx0

↪→ X and the geometric trajec-
tory Lx0

↪→ X is unique up to biholomorphisms with that property.
Often, the geometric trajectories Lx0

↪→ X can be understood as coverings of
or to be covered by maximal trajectories. Example 2.1.11 exempli�es this be-
havior. To see this, we �rst need to determine the leaves in Example 2.1.11. We
achieve this by applying the following proposition:

Proposition 2.1.17 (Energy hypersurfaces of low-dimensional systems). Let
(X,Ω,H) be a HHS with dimC(X) = 2 and regular value E of H. Then, the
leaves of H−1(E) are its connected components and, in particular, complex
submanifolds of X.

Proof. Take the notations and assumptions from above. X is a complex two-
dimensional manifold, hence, H−1(E) is a complex one-dimensional one. Like-
wise, the leaves of H−1(E) are one-dimensional complex manifolds, immersed
in H−1(E). Thus, the leaves are open in H−1(E). By de�nition of a foliation,
H−1(E) decomposes into a disjoint union of leaves. Therefore, the leaves are
also closed in H−1(E) concluding the proof.

Return to Example 2.1.11. By Proposition 2.1.17, the leaves in this example are
just the connected components of the energy hypersurfaces H−1(E). For E 6= 0,
the energy hypersurface is connected and only consists of one leaf, namely itself.
For E = 0, we have:

H(Q,P ) =
P 2

2
− 1

8Q2
=

1

2

(
P − 1

2Q

)(
P +

1

2Q

)
!
= 0.

We see that there are two connected components and, consequentially, two leaves
this time: One with Q · P = 1

2 and another one with Q · P = − 1
2 . We have

already determined the maximal trajectories of the leaf with Q · P = 1
2 . They

are given by Q(z) =
√
z + 1 and P = Q′(z) with appropriate square roots. Pre-

composing the maximal trajectories with the 2 : 1 covering z 7→ z2 − 1 gives us
a well-de�ned map from C\{0} to the leaf with Q · P = 1

2 . In fact, this map
is a biholomorphism. In that regard, the leaf can be understood as the double
cover of the maximal trajectories. For an example where a leaf is covered by a
maximal trajectory, confer Example 2.1.49.
Before we conclude the subsection on holomorphic trajectories, we quickly add
two comments. The �rst one concerns the notion of holomorphic and geometric
trajectories. Throughout the remainder of Chapter 2, we will not distinguish
between holomorphic and geometric trajectories anymore and use both names
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interchangeably. The second remark concerns holomorphic vector �elds on gen-
eral complex manifolds:

Remark 2.1.18. The results of this subsection are not only true for holomor-
phic Hamiltonian vector �elds and holomorphic trajectories, but for all holo-
morphic vector �elds and holomorphic integral curves.

Application of HHSs: Lefschetz and Almost Toric Fibra-
tions

One interesting aspect of HHSs is their interplay with two important structures
in symplectic geometry: Lefschetz �brations and almost toric �brations. In
this subsection, we brie�y explore the connection between these structures. We
begin the investigation by giving a short introduction to Lefschetz and almost
toric �brations.

Lefschetz Fibrations

Let us �rst recall the de�nition of a Lefschetz �bration:

De�nition 2.1.19 (Lefschetz �bration). Let X be a smooth 2m-manifold and
C be a smooth 2-manifold (both possibly with boundary). We call a smooth sur-
jective map π : X → C a Lefschetz �bration if the following three conditions
are satis�ed:

(i) ∂X = π−1(∂C)

(ii) All points on the boundary ∂X are regular points of π.

(iii) For every critical point p ∈ Crit(π) ⊂ Int(X), there exists a smooth chart
ψX : UX → VX ⊂ R2m ∼= Cm near p with ψX(p) = 0 and a smooth chart
ψC : UC → VC ⊂ R2 ∼= C near π(p) such that:

ψC ◦ π ◦ ψ−1
X (z1, . . . , zm) =

m∑
j=1

z2
j .

Roughly speaking, a Lefschetz �bration generalizes the notion of a �ber bundle
over a surface where we now also allow singular �bers. This aspect is captured
by the following proposition:

Proposition 2.1.20 (Lefschetz �brations as �ber bundles). Let π : X → C be
a Lefschetz �bration and C∗ be the set of regular values of π. Further, assume
that X is connected. If π : π−1(C∗) → C∗ is proper, then π−1(C∗)

π→ C∗ is a

�ber bundle. In particular, if X (and then also C) is compact, π−1(C∗)
π→ C∗

is a �ber bundle.

Proof. This follows directly from the fact14 that every smooth, surjective, and
proper submersion between connected manifolds is a �ber bundle.

14Due to Ehresmann, cf. [Ehr52].
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Most authors include additional conditions in the de�nition of a Lefschetz �-
bration. Often, X is assumed to be a compact, connected, and oriented four-
fold. On one hand, this has historic reasons: While Lefschetz introduced these
�brations to study the topology of complex surfaces, Donaldson and Gompf
brought Lefschetz �brations to the attention of the symplectic community by
showing that, under mild conditions, every compact symplectic four-fold admits
the structure of a Lefschetz �bration (after blowing up if necessary) and vice
versa. For a comprehensive overview of the history of four-folds and Lefschetz
�brations, confer the introduction in [Ful03].
On the other hand, the casem = 2 has a rich structure and is well understood: If
X is a closed four-fold, then the regular �bers of π : X → C are closed surfaces.
Under suitable conditions15, the regular �bers of π : X → C are even oriented
and connected meaning that they are surfaces of genus g. In this case, the sin-
gular �bers are pinched surfaces of genus g (cf. [Nay16]). In our investigation,
the case m = 2 also plays an important role.

Almost Toric Fibrations

Almost toric �brations generalize the notion of toric �brations which themselves
can be understood as the moment map of an e�ective Hamiltonian torus action
(cf. Appendix J for the de�nition of a moment map). To capture this idea,
let us recall the famous convexity theorem of Atiyah, Guillemin, and Sternberg
(confer, for instance, [Aud04] and [Sym02]):

Theorem 2.1.21 (Convexity theorem). Let (X2m, ω) be a connected and closed
symplectic manifold with an e�ective Hamiltonian Tm-action on it. Then, the
image of the associated moment map π : X → Rm is a convex polytope.

The polytope has a natural strati�cation. The highest dimensional stratum, i.e.,
its interior is the set of regular values of π. The regular level sets are Lagrangian
tori and one can express ω and π in a neighborhood of any regular point as:16

ω =

m∑
j=1

dxj ∧ dyj , πj = xj .

For k < m, the points on the k-dimensional stratum are critical values. Similarly
to the regular case, one can show that in a neighborhood of such a critical point
we can write (cf. [Sym02] and [LS03]):

ω =

m∑
j=1

dxj ∧ dyj , πj = xj for 1 ≤ j ≤ k, πj = x2
j + y2

j for k < j ≤ m. (2.2)

We see that a toric �bration is a symplectic manifold viewed as a �ber bundle
whose regular �bers are Lagrangian tori and whose singular �bers take the local
form described by Equation (2.2).
Almost toric �brations, introduced by M. Symington in [Sym02], exemplify a
similar structure, but the local description of their singular �bers is broadened.
The following de�nitions are taken from [Sym02] and [LS03]:

15Both X and C are oriented and connected and, additionally, C is simply connected (cf.
[Nay16]).
16This is the equally famous Arnold-Liouville theorem. We use ω =

∑
j dxj ∧ dyj instead

of ω =
∑
j dyj ∧ dxj here to match the conventions used in [Sym02] and [LS03].
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De�nition 2.1.22 (Lagrangian and almost toric �brations). Let Cm be a
smooth and (X2m, ω) be a symplectic manifold (both possibly with boundary
and corners). Further, let π : X → C be a smooth and surjective map. We call
π a Lagrangian �bration of (X,ω) if there exists an open and dense subset

C∗ ⊂ C such that π−1(C∗)
π→ C∗ is a �ber bundle with Lagrangian �bers.

We call π an almost toric �bration if π is a Lagrangian �bration and every
critical point p ∈ X of π has a neighborhood in which ω and π, after choosing
charts for X and C, take the following form (0 ≤ k < m, x(p) = y(p) = 0):

(i) ω =
∑m
j=1 dxj ∧ dyj ,

(ii) πj = xj for 1 ≤ j ≤ k,

(iii) πj = x2
j + y2

j (toric) or
(πj , πj+1) = (xjyj + xj+1yj+1, xjyj+1 − xj+1yj) (nodal) for k < j ≤ m.

Remark 2.1.23 (Fibers of almost toric �brations). If the regular �bers of an
almost toric �bration are compact and connected, then they are di�eomorphic
to a torus by the Arnold-Liouville theorem, explaining the name �almost toric
�bration�.

Remark 2.1.24 (Di�erence between toric and nodal points). Let π : X → C
be an almost toric �bration and let p ∈ X be a critical point of π contained in
the interior of X. If the local description of p has at least one toric component,
then π(p) lives in the boundary of C. If all components are nodal, it is easy to
verify that π(p) is an interior point of C.

Let us now investigate the relation between Lefschetz and almost toric �brations
using HHSs. The idea is that we de�ne a compatible holomorphic symplectic
structure on a Lefschetz �bration. Such a �bration can be interpreted as a
HHS. At the same time, a holomorphic symplectic Lefschetz �bration in real
dimension four is, under mild conditions, an almost toric �bration, as we will
show later on.
First, we formulate the notion of a Lefschetz �bration in a holomorphic setup:

De�nition 2.1.25 (Holomorphic Lefschetz �bration). Let X be a complex
m-dimensional and C be a complex one-dimensional manifold (both possibly
with boundary17). We say that a surjective holomorphic map π : X → C
is a holomorphic Lefschetz �bration if the following three conditions are
satis�ed:

(i) ∂X = π−1(∂C)

(ii) All points on the boundary ∂X are regular points of π.

(iii) Every critical point p ∈ Crit(π) ⊂ Int(X) is non-degenerate.

Here, a critical point p ∈ Crit(π) is called non-degenerate if its (complex) Hes-
sian18 at p is non-degenerate in some holomorphic charts of X and C. As the
name implies, a holomorphic Lefschetz �bration is also a (smooth) Lefschetz
�bration:
17A complex manifold with boundary is locally biholomorphic to {z ∈ Cm | f(z) ≤ 0},

where f ∈ C∞(Cm,R) is a submersion. We have to allow for curved boundary models, as
hypersurfaces in Cm are usually not biholomorphic to {z ∈ Cm | Im z1 = 0}.
18Since p is a critical point, the non-degeneracy of the Hessian is well-de�ned, i.e., indepen-

dent of the choice of charts.
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Proposition 2.1.26 (Holomorphic Lefschetz �brations are Lefschetz �bra-
tions). Let π : X → C be a holomorphic Lefschetz �bration. Then, π : X → C
is a (smooth) Lefschetz �bration in the usual sense. In particular, the charts
ψX and ψC can be chosen to be holomorphic.

Proof. This is a direct consequence of the holomorphic Morse lemma.

Lemma 2.1.27 (Holomorphic Morse lemma). Let X be a complex manifold,
f : X → C be a holomorphic function, and p ∈ X be a non-degenerate critical
point of f . Then, there exists a holomorphic chart ψX : UX → VX ⊂ Cm of X
near p with ψX(p) = 0 such that:

f ◦ ψ−1
X (z1, . . . , zm) = f(p) +

m∑
j=1

z2
j ∀(z1, . . . , zm) ∈ VX .

Remark 2.1.28 (Signature of Hessian). In contrast to the real Morse lemma,
we do not need to care about the Morse index, i.e., the signature of the (complex)
Hessian in the holomorphic Morse lemma, since all non-degenerate symmetric
C-bilinear forms on Cm are isomorphic.

Proof. The holomorphic Morse lemma can be shown in the same way as the
usual Morse lemma (confer, for instance, the proof in [AD14] on page 12 �.),
where, of course, we use the appropriate theorems from complex analysis instead
of their smooth counterparts19.

We now put a compatible symplectic structure on a holomorphic Lefschetz
�bration:

De�nition 2.1.29 (Holomorphic symplectic Lefschetz �bration). We call a
holomorphic Lefschetz �bration π : X → C symplectic if X admits the
structure of a HSM (X,Ω) such that every critical point p ∈ Crit(π) has
holomorphic Morse-Darboux charts near it, i.e., there are holomorphic charts
ψX = (z1, . . . , z2n) : UX → VX ⊂ C2n of X near p with ψX(p) = 0 and
ψC : UC → VC ⊂ C of C near π(p) with π(UX) ⊂ UC satisfying:

(i) Ω|UX =
∑n
j=1 dzj+n ∧ dzj ,

(ii) ψC ◦ π|UX =
∑2n
j=1 z

2
j .

If π : X → C is a holomorphic symplectic Lefschetz �bration with underlying
HSM (X,Ω), we can locally interpret (X,Ω, π) as a HHS after choosing a holo-
morphic chart ψC of C. Of course, the Hamiltonian vector �eld of this HHS
is not well-de�ned, since the Hamilton function depends on the choice of ψC .
However, two Hamiltonian vector �elds only di�er by a holomorphic function:

Xψ̂C◦π(p) = (ψ̂C ◦ ψ−1
C )′(ψC ◦ π(p)) ·XψC◦π(p) for p ∈ X.

Hence, the two Hamiltonian vector �elds have the same trajectories, just param-
eterized di�erently. This implies that the holomorphic foliation of the regular
level sets of the HHS is still well-de�ned, even though the Hamiltonian vector

19For instance, the holomorphic implicit function theorem instead of the implicit function
theorem.
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�eld is not. In particular, if X is complex two-dimensional or, equivalently, real
four-dimensional and the level sets of π : X → C are connected, then the leaves
of this foliation are just the regular level sets themselves allowing us to interpret
a holomorphic symplectic Lefschetz �bration as the holomorphic foliation of a
HHS.
The next step is to link holomorphic symplectic Lefschetz �brations to almost
toric �brations. We show that every holomorphic symplectic Lefschetz �bration
in real dimension four is also an almost toric �bration if π is proper.

Proposition 2.1.30 (Holomorphic symplectic Lefschetz �brations in real di-
mension four). Let π : X → C be a holomorphic symplectic Lefschetz �bration
with underlying HSM (X,Ω = ΩR + iΩI). Assume that X is connected and
has real dimension four. If π : X → C is proper, then π : X → C is an almost
toric �bration of (X,ΩR). In particular, if X is compact, then π : X → C is an
almost toric �bration of (X,ΩR).

Proof. The set C∗ of regular values of π is open and dense in C. By the same
argument as in the proof of Proposition 2.1.20, π−1(C∗)

π→ C∗ is a �ber bundle.

We now consider the �bers of π−1(C∗)
π→ C∗. The HHS (X,Ω, π) is complex

two-dimensional, hence, the regular level sets of π are complex Lagrangian sub-
manifolds of (X,Ω). Thus, they are also Lagrangian submanifolds of (X,ΩR),
as Ω = ΩR + iΩI is a holomorphic 2-form. This implies that π : X → C is a
Lagrangian �bration of (X,ΩR).
To conclude the proof, we need to consider a critical point p of π. By de�nition,
there are holomorphic charts ψX = (z1, z2) : UX → VX ⊂ C2 of X near p with
ψX(p) = 0 and ψC : UC → VC ⊂ C of C near π(p) satisfying:

Ω|UX = dz2 ∧ dz1,

ψC ◦ π|UX = z2
1 + z2

2 .

In the new coordinates z1 =: (ẑ2 − iẑ1)/
√

2, z2 =: (ẑ1 − iẑ2)/
√

2, and

ψ̂C := −ψC/2i, we �nd:

Ω|ÛX = dẑ1 ∧ dẑ2 =(dx̂1 ∧ dx̂2 − dŷ1 ∧ dŷ2) + i(dx̂1 ∧ dŷ2 + dŷ1 ∧ dx̂2),

ψ̂C ◦ π|ÛX = ẑ1ẑ2 =(x̂1x̂2 − ŷ1ŷ2) + i(x̂1ŷ2 + ŷ1x̂2),

where we have used the decomposition ẑj = x̂j + iŷj . In particular, we have
ΩR|ÛX = dx̂1∧dx̂2−dŷ1∧dŷ2 in these coordinates. Setting x1 := x̂1, x2 := −ŷ1,

y1 := x̂2, y2 := ŷ2, π1 ≡ Re(ψ̂C ◦π|ÛX ), and π2 ≡ Im(ψ̂C ◦π|ÛX ) reproduces the
local structure near a nodal critical point as in the de�nition of an almost toric
�bration.

Remark 2.1.31 (Proposition 2.1.30 for (X,ΩI)). With the same assumptions
as in Proposition 2.1.30, we �nd that π : X → C is also an almost toric �bration
of (X,ΩI) if π : X → C is proper. In that regard, a holomorphic symplectic
Lefschetz �bration gives rise to two di�erent almost toric �brations.

Remark 2.1.32 (Critical points are nodal). Observe that the critical points of
a holomorphic symplectic Lefschetz �bration are nodal (cf. De�nition 2.1.22).
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One might wonder how many manifolds X Proposition 2.1.30 is applicable to.
In the case that X is closed, the answer is already known: Leung and Symington
classi�ed in [LS03] all closed almost toric four-folds up to di�eomorphisms. They
have shown that the only examples which are locally Lefschetz, i.e., whose criti-
cal points are non-toric are the K3 surface with base C = S2 and its Z2-quotient,
i.e., the Enriques surface with base C = RP 2. Since RP 2 is not orientable, it
cannot admit a complex structure and, thus, the Enriques surface cannot be a
holomorphic symplectic Lefschetz �bration. Hence, the only possible example
of a closed holomorphic symplectic Lefschetz �bration in four dimensions is the
K3 surface20.
To conclude this section, we generalize the last question and ask ourselves
whether there is an obstruction for a holomorphic Lefschetz �bration to be sym-
plectic. Of course, the space X of a holomorphic Lefschetz �bration π : X → C
needs to admit the structure of a HSM in order for π : X → C to be symplec-
tic. This itself is a non-trivial condition. But even if X is a HSM, it is not
clear whether the Lefschetz �bration admits Morse-Darboux charts near critical
points. This problem is especially interesting, since we already know that every
HSM admits Darboux charts near any point and every holomorphic Lefschetz
�bration admits Morse charts near critical points.
To tackle this question, consider the model case X = C2n with:

Ω =

n∑
j=1

dzj+n ∧ dzj , π =

2n∑
j=1

z2
j .

On R2n ⊂ C2n, Ω and π become:

ω =

n∑
j=1

dxj+n ∧ dxj , f =

2n∑
j=1

x2
j .

The holomorphic objects Ω and π are completely determined by their values
on the real form R2n ⊂ C2n, i.e., by ω and f , and every real-analytic pair
(ω, f) on a real form gives rise, at least locally, to a unique pair (Ω, π) (cf.
Appendix A). Thus, the problem of �nding holomorphic Morse-Darboux charts
reduces to the problem of �nding real-analytic Morse-Darboux charts on a real
form. The existence of real-analytic Morse-Darboux charts is intimately linked
to the local existence of �at Kähler metrics. Kähler manifolds and their various
modi�cations are explored in Appendix C. For now, it su�ces to know that
a Kähler manifold is a symplectic manifold (M,ω) together with a complex
structure J such that g := ω(·, J ·) is a Riemannian metric. Locally, every
Kähler form ω possesses a Kähler potential21 f , i.e., ω = i∂∂̄f . However, f is

20By Remark 2.1.23, the regular �bers of the K3 surface are tori.
21This is just a consequence of the ∂∂̄-lemma. To de�ne ∂ and ∂̄, recall that forms on

complex manifolds admit a bigrading which allows us to split up the exterior derivative d,
i.e., d = ∂ + ∂̄. The derivatives ∂ and ∂̄ satisfy ∂2 = ∂̄2 = 0 and ∂∂̄ = −∂̄∂. In holomorphic
coordinates (z1, . . . , zn), ∂ and ∂̄ are given by (f is a C-valued function):

∂(fdzr1 ∧ . . . ∧ dzrk ∧ dz̄s1 ∧ . . . ∧ dz̄sl ) =

n∑
j=1

∂f

∂zj
dzj ∧ dzr1 ∧ . . . ∧ dz̄sl ,

∂̄(fdzr1 ∧ . . . ∧ dzrk ∧ dz̄s1 ∧ . . . ∧ dz̄sl ) =
n∑
j=1

∂f

∂z̄j
dz̄j ∧ dzr1 ∧ . . . ∧ dz̄sl .
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not unique. Indeed, if g : M → C is a holomorphic function, then ω = i∂∂̄f̂ ,
where f̂ := f + g + ḡ. Still, we can single out a unique Kähler potential by
imposing additional constraints. For this, let (M,J) be a complex manifold,
p ∈ M a point, and f : M → R a real-analytic function with f(p) = 0. If we
pick holomorphic coordinates ψ = (z1, . . . , zn) near p with ψ(p) = 0, then we can
expand f in a power series of zj and z̄j . This allows us to write f = h1 +h2 +h3,
where h1 is a power series in zj , h2 is a power series in z̄j , and h3 collects all
terms mixing zj and z̄j . The decomposition f = h1 + h2 + h3 is independent of
the choice of chart ψ, as long as ψ(p) = 0 holds. h1 is holomorphic and, since f
is real, we have h2 = h̄1. Thus, h3 completely determines ω := i∂∂̄f = i∂∂̄h3.
Conversely, ω �xes h3, as ω determines the functions ∂zj∂z̄kh3 and every term
in h3 is proportional to zj z̄k. We call a real-analytic function f for which h1

and h2 vanish mixed near p. In that regard, every Kähler manifold (M,ω, J)
admits a unique local Kähler potential that is mixed near p. We are now ready
to formulate Theorem 2.1.33 which shows that the existence of real-analytic
Morse-Darboux charts is equivalent to the local existence of �at Kähler metrics

with prescribed symplectic form ω and mixed Kähler potential f−f(p)
2 :

Theorem 2.1.33 (Existence of real-analytic Morse-Darboux charts). Let
(M2n, ω) be a real-analytic symplectic manifold, let f : M → R be a real-
analytic function, and let p ∈M . Then, the following statements are equivalent:

(a) There is a real-analytic Morse-Darboux chart near p, i.e., a real-analytic
chart ψ = (x1, . . . , x2n) : U → V ⊂ R2n of M near p with ψ(p) = 0 such
that (we drop the restrictions �|U �):

ω =

n∑
j=1

dxj+n ∧ dxj , f = f(p) +

2n∑
j=1

x2
j .

(b) There exists a �at Kähler structure near p with symplectic form ω and

mixed Kähler potential f−f(p)
2 , i.e., there is an open neighborhood U ⊂M

of p and an almost complex structure J on U such that:

(i) J is integrable,

(ii) g := ω(·, J ·) is a �at Riemannian metric,

(iii) f−f(p)
2 is the mixed Kähler potential near p.

Remark 2.1.34. If (a) or (b) in Theorem 2.1.33 is ful�lled, then p ∈ M is a
non-degenerate critical point of f with Morse index22 µf (p) = 0. If we want
to describe non-degenerate critical points p with Morse index µf (p) 6= 0, we
have to modify Theorem 2.1.33 slightly: g is now a semi-Riemannian met-
ric and minus signs need to be included in the local description of f , i.e.,

f = f(p)−
∑µf (p)
j=1 x2

j +
∑2n
k=µf (p)+1 x

2
k.

Proof. �(a) ⇒ (b)�: De�ne J on U by J∂xj := −∂xj+n and J∂xj+n := ∂xj . We
verify that J satis�es (i), (ii), and (iii). To see that J is integrable, consider the

22If this notion is unfamiliar, confer De�nition 2.1.36 and Remark 2.1.37.
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complex coordinates zj := xj+n + ixj . J turns into i in these coordinates, as
they ful�ll dzj ◦ J = idzj . Next, we compute g. It is easy to check that:

g := ω(·, J ·) =

2n∑
j=1

dx2
j .

Clearly, g is a �at Riemannian metric. Lastly, we calculate i
2∂∂̄f . In the

holomorphic coordinates (z1, . . . , zn), we �nd:

f = f(p) +

n∑
j=1

zj z̄j ⇒ i

2
∂∂̄f =

i

2

n∑
j=1

dzj ∧ dz̄j =

n∑
j=1

dxj+n ∧ dxj = ω.

It immediately follows from the last computation that f−f(p)
2 is the mixed Käh-

ler potential near p.
�(b) ⇒ (a)�: Let J and g be as in Statement (b). It is a standard result from
Kähler theory (cf. Lemma C.3 or Theorem 4.17 in [Bal06]) that every Kähler
manifold admits holomorphic normal coordinates23. This means that there are
holomorphic coordinates Ψ = (z1 = xn+1 + ix1, . . . , zn = x2n+ ixn) near p with
Ψ(p) = 0 such that g takes the following form at p:

gp =
1

2

n∑
j=1

dpzj ⊗ dpz̄j + dpz̄j ⊗ dpzj =

2n∑
j=1

dpx
2
j

After shrinking U if necessary, we can assume that Ψ is de�ned on all of U .
Since g is �at, the last equation not only holds for p, but everywhere on U .
Thus, we �nd for ω:

ω = g(J ·, ·) =
i

2

n∑
j=1

dzj ∧ dz̄j =

n∑
j=1

dxj+n ∧ dxj .

We can now read o� the mixed Kähler potential f̂ near p:

f̂ =
1

2

n∑
j=1

zj z̄j =
1

2

2n∑
j=1

x2
j .

By assumption, f̂ coincides with f−f(p)
2 implying:

f = f(p) +

2n∑
j=1

x2
j .

This shows that ψ := (x1, . . . , x2n) is the desired Morse-Darboux chart near p
concluding the proof.

Let us return to the problem of �nding holomorphic Morse-Darboux charts. As
discussed, it su�ces to �nd a real form admitting real-analytic Morse-Darboux

23There are subtle di�erences between Riemannian and Kählerian normal coordinates. How-
ever, they coincide in the �at case (cf. [Boc47] and [JW17] for details).
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charts. Thus, complexifying the notion of Kähler manifolds allows us to formu-
late Theorem 2.1.33 in the holomorphic setting. The holomorphic version of a
Kähler manifold is �ttingly called holomorphic Kähler manifold. Holomor-
phic Kähler manifolds are discussed in Appendix C as well as in Section 3.3 and
Section 3.4. Equipped with this knowledge, we obtain the following corollary:

Corollary 2.1.35 (Existence of holomorphic Morse-Darboux charts). Let (X,Ω)
be a HSM, π : X → C a holomorphic function, and p ∈ X a point. Then, there
is a holomorphic Morse-Darboux chart near p if and only if there exists a �at
holomorphic Kähler structure near p with holomorphic symplectic form Ω and

mixed Kähler potential π−π(p)
2 (in the sense of Theorem 2.1.33, i.e., π−π(p)

2
restricts to the mixed Kähler potential near p on the real form).

Proof. The direction �⇒� is rather obvious: In the model case X = C2n,
Ω =

∑n
j=1 dzj+n ∧ dzj , π =

∑2n
j=1 z

2
j , we take R2n ⊂ C2n to be the real form

and de�ne J by J∂zj := −∂zj+n and J∂zj+n := ∂zj . This turns (X,Ω, J) into a
holomorphic Kähler manifold with the desired properties. To prove the converse
direction, we consider a �at holomorphic Kähler structure near p with holomor-

phic symplectic form Ω and mixed Kähler potential π−π(p)
2 . On its real form,

it becomes a �at Kähler manifold satisfying the assertions of Theorem 2.1.33.
Hence, Theorem 2.1.33 gives us a real-analytic Morse-Darboux chart near p on
the real form. This chart now yields a holomorphic Morse-Darboux chart near
p by complexi�cation (cf. De�nition A.1, �(ii)⇒(iii)�) concluding the proof.

Corollary 2.1.35 does not completely answer the question in which case a HSM
(X,Ω) and a holomorphic Lefschetz �bration π : X → C are compatible. Indeed,
the projection π is not a function with values in C. To turn π into a holomorphic
function, we have to choose a holomorphic chart of C. This chart introduces
an additional degree of freedom which makes it easier to �nd a Morse-Darboux
chart. As we will see shortly, the only remaining obstacle to �nd Morse-Darboux
charts, at least in the real two-dimensional case, is the unoriented Morse index:

De�nition 2.1.36 (Unoriented Morse index µf (p)). Let Mm and L1 be C2-
manifolds, f ∈ C2(M,L), and p ∈ M be a critical point of f . We say that p
is non-degenerate if the Hessian of ψL ◦ f ◦ ψ−1

M at ψM (p) is non-degenerate for
some charts ψM of M near p and ψL of L near f(p). The unoriented Morse
index µf (p) is the number min{k,m− k}, where k is the usual Morse index of
ψL ◦ f ◦ ψ−1

M at ψM (p), i.e, the number of negative eigenvalues of its Hessian.

Remark 2.1.37. Even though the non-degeneracy of the Hessian is indepen-
dent of the choice of charts, the number of negative eigenvalues of the Hessian
is not. An orientation reversing transformation of the chart ψL, for instance
ψL 7→ −ψL, changes the number from k to m − k, explaining the de�nition of
the unoriented Morse index. Often, we will drop the adjective �unoriented� and
simply say �Morse index�. It will be clear from the context whether we mean
the usual or the unoriented Morse index.

Let us now consider Lemma 2.1.38 and Lemma 2.1.39:
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Lemma 2.1.38 (Morse-Darboux lemma I). Let (M2, ω) be a real-analytic sym-
plectic surface, L1 a real-analytic 1-manifold, f : M → L a real-analytic func-
tion, and p ∈M a non-degenerate critical point of f with Morse index µf (p) = 0.
Further, let T > 0 be a positive real number. Then, there exists a real-analytic
chart ψL : UL → VL ⊂ R of L near f(p) such that all non-constant trajectories
near p of the RHS (UM , ω|UM , H) with UM := f−1(UL) and H := ψL ◦ f |UM are
T -periodic.

Proof. Confer Appendix D.

Lemma 2.1.39 (Morse-Darboux lemma II). Let (M2, ω) be a real-analytic
symplectic surface and let H : M → R be a real-analytic function on M with
non-degenerate critical point p ∈ M of Morse index µH(p) 6= 1. Further, let
T > 0 be a positive real number. Then, the following statements are equivalent:

(i) There exists a real-analytic Morse-Darboux chart near p, i.e., a real-
analytic chart ψM = (x, y) : UM → VM ⊂ R2 of M near p such that
(ψM (p) = 0):

(a) H|UM = H(p)± π
T (x2 + y2),

(b) ω|UM = dy ∧ dx.

(ii) There exists an open neighborhood UM ⊂ M of p such that all non-
constant trajectories of the RHS (UM , ω|UM , H|UM ) are T -periodic.

(iii) There exists a number E0 > 0 such that
∫
U(E)

ω = T ·E for every number

E ∈ [0, E0], where U(E) is the connected component containing p of the
set {q ∈M | |H(q)−H(p)| ≤ E}.

Proof. Confer Appendix D.

With Lemma 2.1.38 and 2.1.39 in mind, it is clear how to show the existence of
Morse-Darboux charts: First, we use Lemma 2.1.38 to �nd a chart ψL in which
all trajectories near p have period T = π and the usual Morse index of ψL ◦ f
is 0. Afterwards, we apply Lemma 2.1.39 to �nd a chart ψM in which ω and
H = ψL ◦ f assume their respective standard form.
Given a HSM (X,Ω) and a holomorphic Lefschetz �bration π : X → C with
dimCX = 2, it seems very likely, judging by the real case, that (X,Ω) is com-
patible with π in the sense that holomorphic Morse-Darboux charts exist near
critical points. To prove this rigorously, one has to construct a real formM ⊂ X
through a critical point p such that both Ω and π turn into real objects on M .
Since the author is unaware how to show this statement, we stop our discussion
here and move on to action functionals instead.

Action Functionals and Principles for HHSs

As in the real case, we wish to link the holomorphic trajectories of a HHS
(X,Ω,H) to critical points of some action functional. To achieve this, let us
�rst study the holomorphic symplectic 2-form Ω on X. By de�nition, Ω is
non-degenerate on T (1,0)X, but vanishes on T (0,1)X. Every complex form Ω
satis�es Ω(V,W ) = Ω(V ,W ) (V andW are complex tangent vectors), hence, the
complex conjugate Ω of the holomorphic symplectic form Ω is non-degenerate



42 CHAPTER 2. PSEUDO-HOLOMORPHIC HAMILTONIAN SYSTEMS

on T (0,1)X, but vanishes on T (1,0)X24. In total, this implies that the real and
imaginary part of Ω,

ΩR =
1

2
(Ω + Ω) and ΩI =

−i
2

(Ω− Ω),

are non-degenerate on the entire bundle TCX = T (1,0)X ⊕T (0,1)X. Clearly, ΩR
and ΩI are real 2-forms onX and, hence, must be already non-degenerate on the
real tangent bundle TX. As Ω is holomorphic and closed, ΩR and ΩI are smooth
and closed. Putting everything together, we �nd that the real and imaginary
part ΩR and ΩI of Ω, respectively, are symplectic 2-forms on X viewed as a real
manifold.
Let us return to the HHS (X,Ω,H). Obviously, the real and imaginary part of
the Hamiltonian H = HR+iHI are smooth real functions on X. Thus, any HHS
(X,Ω,H) gives rise to four RHSs: (X,ΩR,HR), (X,ΩI ,HR), (X,ΩR,HI), and
(X,ΩI ,HI)25. Our next task is to determine the Hamiltonian vector �elds of the
four RHSs. We start with (X,ΩR,HR). We write the holomorphic Hamiltonian
vector �eld XH as XH = 1/2(XR

H − iJ(XR
H)) and compute ιXRHΩR:

ιXRHΩR =
1

2

(
ιXRHΩ + ιXRHΩ

)
=

1

2

(
ιXRHΩ + ι

XRH
Ω
)

=
1

2

(
ιXRHΩ + ιXRHΩ

)
=

1

2

(
ιXHΩ + ιXHΩ

)
= −1

2

(
dH+ dH

)
= −1

2
d
(
H+H

)
= −dHR,

where we used that XR
H is a real vector �eld on X, i.e., XR

H = XR
H, and that

ιXHΩ = ιXRHΩ due to Equation (2.1). We deduce from the expression above

that XR
H is the real Hamiltonian vector �eld of the RHS (X,ΩR,HR). Similarly,

one can show the following proposition:

Proposition 2.1.40. Let (X,Ω = ΩR + iΩI ,H = HR + iHI) be a HHS with
Hamiltonian vector �eld XH = 1/2(XR

H − iJ(XR
H)). Then:

(i) (X,ΩR,HR) is a RHS with Hamiltonian vector �eld XR
H.

(ii) (X,ΩR,HI) is a RHS with Hamiltonian vector �eld −J(XR
H).

(iii) (X,ΩI ,HR) is a RHS with Hamiltonian vector �eld J(XR
H).

(iv) (X,ΩI ,HI) is a RHS with Hamiltonian vector �eld XR
H.

Remark 2.1.41 (Cauchy-Riemann-like relations). At �rst glance, one might
be confused why the Hamiltonian vector �elds of (X,ΩR,HR) and (X,ΩI ,HI)
coincide, while the Hamiltonian vector �elds of (X,ΩR,HI) and (X,ΩI ,HR)
di�er by a sign. However, this observation is just a consequence of the analyt-
icity of the HHS (X,Ω,H) and one might think of it as Cauchy-Riemann-like
relations:

XΩR
HR = XΩI

HI , J
(
XΩR
HR

)
= XΩI

HR = −XΩR
HI ,

where XΩa
Hb is the Hamiltonian vector �eld of the RHS (X,Ωa,Hb).

24Here, we have also used that the complex conjugation maps T (1,0)X to T (0,1)X and
T (0,1)X to T (1,0)X.
25As we will see later on, it might be more appropriate to say that (X,Ω,H) gives rise to

only two RHSs, since (X,ΩR,HR) and (X,ΩI ,HI) as well as (X,ΩI ,HR) and (X,ΩR,−HI)
are subject to the same dynamics.
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The upshot of Proposition 2.1.40 is that the real trajectories of the HHS (X,Ω,H)
are just the trajectories of the RHSs (X,ΩR,HR) and (X,ΩI ,HI). In particular,
the real trajectories of (X,Ω,H) are critical points of an action functional, at
least if (X,Ω = dΛ,H) is exact26. Of course, the same is true for the trajectories
of (X,ΩR,HI) and (X,ΩI ,HR):

Proposition 2.1.42 (Action principle for real trajectories). Let (X,Ω = dΛ,H)
be an exact HHS with Hamiltonian vector �eld XH = 1/2(XR

H − iJ(XR
H)) and

decompositions Ω = ΩR + iΩI , Λ = ΛR + iΛI , and H = HR + iHI . Let I0 ⊂ R
be an interval. We set PI0 := C∞(I0, X) and de�ne the action functionals
AΛR
HR : PI0 → R, AΛR

−HI : PI0 → R27, AΛI
HR : PI0 → R, AΛI

HI : PI0 → R,
AΛ
H : PI0 → C, and AΛ

iH : PI0 → C by:

AΛR
HR [γ] :=

∫
I0

γ∗ΛR −
∫
I0

HR ◦ γ(t)dt, AΛR
−HI [γ] :=

∫
I0

γ∗ΛR +

∫
I0

HI ◦ γ(t)dt,

AΛI
HR [γ] :=

∫
I0

γ∗ΛI −
∫
I0

HR ◦ γ(t)dt, AΛI
HI [γ] :=

∫
I0

γ∗ΛI −
∫
I0

HI ◦ γ(t)dt,

AΛ
H[γ] := AΛR

HR [γ] + iAΛI
HI [γ] =

∫
I0

γ∗Λ−
∫
I0

H ◦ γ(t)dt,

AΛ
iH[γ] := AΛR

−HI [γ] + iAΛI
HR [γ] =

∫
I0

γ∗Λ− i
∫
I0

H ◦ γ(t)dt,

where γ ∈ PI0 . Now let γ ∈ PI0 be a smooth path in X. Then, γ is a
real trajectory of (X,Ω,H) if and only if γ is a �critical point� of the action
functionals AΛR

HR , A
ΛI
HI , and A

Λ
H. Similarly, γ is a (real) integral curve of J(XR

H)

if and only if γ is a �critical point� of the action functionals AΛR
−HI , A

ΛI
HR , and

AΛ
iH.

Proof. Proposition 2.1.42 is a consequence of Proposition 2.1.40 and the action
principle for RHSs (cf. introduction of Chapter 2).

Remark 2.1.43 (Meaning of �critical point�). �Critical point� does not de-
note an actual critical point. �Critical point� in Proposition 2.1.42 means that
the �rst derivative of the action functionals vanishes at γ only for those vari-
ations of γ which keep the endpoints of γ �xed! To understand this no-
tion, consider an exact RHS (M,ω = dλ,H) with associated action functional
AH : PI0 → R:

AH [γ] ≡ AλH [γ] :=

∫
I0

γ∗λ−
∫
I0

H ◦ γ(t) dt.

Let I0 = [t1, t2] and let γε be a variation of γ which �xes the endpoints of γ, i.e.,
a 1-parameter family of curves with γ0 = γ and γε(tj) = γ(tj) for j ∈ {1, 2}.

26A HHS (X,Ω,H) is exact i� Ω has a holomorphic primitive Λ.
27Note the di�erent signs in the de�nition of AΛR

−HI
due to the Cauchy-Riemann-like rela-

tions.
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De�ne the vector �eld γ̂ along γ by:

γ̂(t) :=
d

dε

∣∣∣∣
ε=0

γε(t).

To calculate the derivative of γ∗ελ, we interpret γε as the �ow of γ̂. This allows us
to express the derivative of γ∗ελ as the Lie derivative γ∗Lγ̂λ which we compute
with the help of Cartan's magic formula:

d

dε

∣∣∣∣
ε=0

AH [γε] =
d

dε

∣∣∣∣
ε=0

∫
[t1,t2]

γ∗ελ−
d

dε

∣∣∣∣
ε=0

t2∫
t1

H ◦ γε(t)dt

=

∫
[t1,t2]

γ∗Lγ̂λ−
t2∫
t1

dHγ(t)(γ̂(t))dt

=

∫
[t1,t2]

γ∗dιγ̂λ+

∫
[t1,t2]

γ∗ιγ̂dλ−
t2∫
t1

ωγ(t)(γ̂(t), XH(γ(t)))dt

=

∫
[t1,t2]

d(γ∗ιγ̂λ) +

∫
[t1,t2]

γ∗ιγ̂ω −
t2∫
t1

ωγ(t)(γ̂(t), XH(γ(t)))dt

= λγ(t2)(γ̂(t2))− λγ(t1)(γ̂(t1)) +

t2∫
t1

ωγ(t)(γ̂(t), γ̇(t)−XH(γ(t)))dt

=

t2∫
t1

ωγ(t)(γ̂(t), γ̇(t)−XH(γ(t)))dt

= 0 for all variations γε ⇔ γ̇ = XH ◦ γ.

Here, the boundary terms vanish, since the vector �eld γ̂ is zero on the boundary.
Often, one wishes to view trajectories as actual critical points of some action
functional, not just with �xed endpoints. There are two main ways to achieve
this:

(i) One can only consider paths which start and end at points where the
primitive of the symplectic form vanishes, usually exact Lagrangian sub-
manifolds of the symplectic manifold.

(ii) One can only consider periodic paths such that the boundary terms in the
�rst derivative of the action cancel each other.

Remark 2.1.44 (Action functional for �tilted� trajectories). The observation
that the integral curves of XR

H and J(XR
H) are linked to the �critical points� of

the action functionals AΛ
H and AΛ

iH, respectively, can be generalized to �tilted�
trajectories. For any α ∈ R, γ is an integral curve of cos(α) ·XR

H+sin(α) ·J(XR
H)

if and only if γ is a �critical point� of the action functional AΛ
eiαH : PI0 → C

de�ned by:

AΛ
eiαH[γ] :=

∫
I0

γ∗Λ− eiα
∫
I0

H ◦ γ(t)dt.
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Of course, the same action principle holds true if we only consider the real or
imaginary part of AΛ

eiαH. This fact will be of great importance later on and in
Appendix E.

As the holomorphic trajectories of the HHS (X,Ω,H) are analytic continuations
of its real trajectories, one might be content with �nding action functionals
for the real trajectories. However, it is also possible to construct an action
functional for the holomorphic trajectories of (X,Ω,H) by averaging the action
functionals of the four underlying RHSs:

Lemma 2.1.45 (Action principle for holomorphic trajectories). Let
(X,Ω = dΛ,H) be an exact HHS with Λ = ΛR + iΛI . Furthermore, let
Rec := [t1, t2] + i[s1, s2] ⊂ C be a rectangle in the complex plane with real
numbers t1 < t2 and s1 < s2. Denote the space of smooth maps from Rec to X
by PRec and de�ne the action functional ARec

H : PRec → C by:

ARec
H [γ] :=

t2∫
t1

s2∫
s1

[
ΛR,γ(t+is)

(
2
∂γ

∂z
(t+ is)

)
−H ◦ γ(t+ is)

]
ds dt with

∂γ

∂z
:=

1

2

(
∂γ

∂t
− i∂γ

∂s

)
∀γ ∈ PRec.

Now let γ ∈ PRec be a smooth map from Rec to X. Then, γ is a holomorphic
trajectory of (X,Ω,H) if and only if γ is a �critical point�28 of ARec

H .

Proof. Take the notations from above and decompose H = HR + iHI . Fur-
thermore, let γ ∈ PRec be a smooth map and let γs : [t1, t2] → X and
γt : [s1, s2] → X be de�ned by γs(t) = γ(t + is) = γt(s) for any s ∈ [s1, s2]
and t ∈ [t1, t2]. Recall the action functionals from Proposition 2.1.42. A short
calculation reveals that ARec

H [γ] can be expressed as:

ARec
H [γ] =

s2∫
s1

AΛR
HR [γs]ds− i

t2∫
t1

AΛR
−HI [γt]dt.

γ is a �critical point� of ARec
H i� γ is a �critical point� of its real and imaginary

part. Now consider the real part of ARec
H . For any s ∈ [s1, s2], γs is a �critical

point� of AΛR
HR i� γs is an integral curve of XR

H, where XH = 1/2(XR
H− iJ(XR

H))
is the Hamiltonian vector �eld of (X,Ω,H). Explicitly writing down the �rst
derivative of the functional γ 7→

∫
AΛR
HR [γs]ds shows that this property is pre-

served under averaging: γ is a �critical point� of γ 7→
∫
AΛR
HR [γs]ds i� γs is an

integral curve of XR
H for every s ∈ [s1, s2].

Similarly, we �nd for the imaginary part of ARec
H that γ is a �critical point� of

γ 7→
∫
AΛR
−HI [γt]dt i� γt is an integral curve of J(XR

H) for every t ∈ [t1, t2].

Combining our results, we �nd that γ is a �critical point� of ARec
H i� γs is an

integral curve of XR
H for every s ∈ [s1, s2] and γt is an integral curve of J(XR

H)
for every t ∈ [t1, t2]. We conclude the proof by recalling from the �rst subsec-
tion of Section 2.1 that holomorphic trajectories of (X,Ω,H) are exactly those
smooth maps γ which are integral curves of XR

H in t-direction and of J(XR
H) in

s-direction.
28�Critical point� means that only those variations are allowed which keep γ �xed on the

boundary ∂Rec.
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To get a better understanding of Lemma 2.1.45, several remarks are in order:

Remark 2.1.46. Easter Egg

(i) Note that the action functional ARec
H in Lemma 2.1.45 only uses the real

part ΛR and not ΛI . Of course, a similar action functional including
ΛI exists, but we will not use it for reasons that become apparent in
Section 2.2.

(ii) As for RHSs, one might wish to express holomorphic trajectories as actual
critical points of some functional. Again, there are two main ways to
achieve this: One may only consider smooth maps γ from the rectangle
Rec to X which. . .

(a) . . .map the boundary ∂Rec to points in X where the 1-form ΛR
vanishes, usually exact Lagrangian submanifolds of X.

(b) . . . are doubly-periodic, i.e., periodic in both t- and s-direction.

Theoretically, one can even imagine a mix of both methods, where one
only considers maps γ which are periodic in one direction and map the
boundary orthogonal to the remaining direction to exact Lagrangian sub-
manifolds of X.

(iii) In more geometrical terms, the action ARec
H can be expressed as:

ARec
H [γ] =

∫∫
Rec

[
ΛR,γ(t+is)

(
2
∂γ

∂z
(t+ is)

)
−H ◦ γ(t+ is)

]
dt ∧ ds,

where dt∧ds is the standard area form on C ∼= R2. If γ is a �critical point�
of ARec

H or simply a holomorphic curve, we �nd:

∂γ

∂z
(t+ is) = γ′(t+ is) ∈ T (1,0)X.

Using ΛR(V ) = iΛI(V ) for V ∈ T (1,0)X, we obtain that the action at such
γ is given by:

ARec
H [γ] =

∫∫
R

[Λ (γ′(t+ is))−H ◦ γ(t+ is)] dt ∧ ds,

where the expression in rectangular brackets is holomorphic in z = t+ is.

(iv) Upon closer inspection of Lemma 2.1.45, one might wonder whether Lemma
2.1.45 is still true if one restricts the domain PRec of ARec

H to the holomor-
phic curves from Rec to X instead of varying over all smooth curves from
Rec to X. Clearly, this is not the case, as the values γ attains at ∂Rec
completely determine one holomorphic curve, so variation over this space
is not viable. A di�erent perspective is o�ered by the action functional
ARec
H itself. By writing dt ∧ ds = i/2 · dz ∧ dz̄ and recalling Point (iii),
ARec
H [γ] can be written as the integral of a form admitting a primitive

for holomorphic γ. By Stokes' theorem, ARec
H [γ] then only depends on the

values of γ on the boundary ∂Rec. Since these values are kept �xed during
variation, the action functional never changes in the variational process
and gives us no information. An additional explanation for this behavior
is presented in Appendix E.
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We can de�ne action functionals like ARec
H not only for rectangles, but for all

kinds of domains in C. A large selection of them is explored in Appendix E.
Here, let us quickly introduce one generalization of ARec

H , namely the action
functional APαH for parallelograms Pα. For the sake of simplicity, we assume that
the �rst vector spanning the parallelogram Pα is parallel to the real axis such
that we can write Pα = [t1, t2]+eiα · [r1, r2] for some angle α ∈ R\{n ·π | n ∈ Z}
and some real numbers t1 < t2 and r1 < r2. Using the standard area form
dt ∧ ds, the generalization of ARec

H to APαH is straightforward:

APαH [γ] :=

∫∫
Pα

[
ΛR,γ(t+is)

(
2
∂γ

∂z
(t+ is)

)
−H ◦ γ(t+ is)

]
dt ∧ ds ∀γ ∈ PPα ,

where we used the coordinates z = t+is and de�ned ∂γ/∂z as in Lemma 2.1.45.
To show that γ is a �critical point� of APαH i� γ is a holomorphic trajectory, we

express APαH in the �tilted� coordinates z = t+ r · eiα (α �xed):

APαH [γ] =

t2∫
t1

r2∫
r1

[
ΛR,γ(t+reiα)

(
2
∂γ

∂z
(t+ reiα)

)
−H ◦ γ(t+ reiα)

]
sin(α) dr dt

=

t2∫
t1

r2∫
r1

[
ΛR,γ(t+reiα)

(
ie−iα · dγr

dt
(t)− i · dγt

dr
(r)

)
−
(
ie−iαHR − iRe(eiαH)

)
◦ γ(t+ reiα)

]
dr dt

= ie−iα
r2∫
r1

AΛR
HR [γr]dr − i

t2∫
t1

Re(AΛ
eiαH[γt])dt,

where, for any t ∈ [t1, t2] and r ∈ [r1, r2], the curves γr : [t1, t2] → X and
γt : [r1, r2]→ X are de�ned by γr(t) = γ(t+reiα) = γt(r), Re(·) denotes the real
part, and AΛR

HR and AΛ
eiαH are the action functionals from Proposition 2.1.42 and

Remark 2.1.44, respectively. For α 6= n · π, n ∈ Z, the complex numbers ie−iα

and −i form a R-linear basis of C. Thus, γ is a �critical point� of APαH i� γ is a

�critical point� of the functionals γ 7→
∫
AΛR
HR [γr]dr and γ 7→

∫
Re(AΛ

eiαH[γt])dt.
The rest now follows as in proof of Lemma 2.1.45 by exploiting Proposition
2.1.42, Remark 2.1.44, and the fact that holomorphic trajectories are exactly
those smooth curves which are integral curves of XR

H in t-direction and in-
tegral curves of cos(α)XR

H + sin(α)J(XR
H) in r-direction (z = t + reiα) for

α ∈ R\{n · π | n ∈ Z}. Summing up our results, we have just shown:

Proposition 2.1.47 (Action principle for parallelograms). Let (X,Ω = dΛ,H)
be an exact HHS with Λ = ΛR + iΛI . For α ∈ R\{n · π | n ∈ Z}, let
Pα := [t1, t2] + eiα[r1, r2] ⊂ C be a parallelogram in the complex plane with
real numbers t1 < t2 and r1 < r2. Denote the space of smooth maps from Pα
to X by PPα and de�ne the action functional APαH : PPα → C by:

APαH [γ] :=

∫∫
Pα

[
ΛR,γ(t+is)

(
2
∂γ

∂z
(t+ is)

)
−H ◦ γ(t+ is)

]
dt ∧ ds with

∂γ

∂z
:=

1

2

(
∂γ

∂t
− i∂γ

∂s

)
∀γ ∈ PPα .
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Now let γ ∈ PPα be a smooth map from Pα to X. Then, γ is a holomorphic
trajectory of (X,Ω,H) i� γ is a �critical point�29 of APαH .

Remark 2.1.48. Proposition 2.1.47 is a direct generalization of Lemma 2.1.45,
since one obtains Lemma 2.1.45 from Proposition 2.1.47 by setting α = π/2.

Before we conclude this subsection, let us inspect Point (ii)b of Remark 2.1.46
more closely. If a holomorphic curve γ : Pα → X whose domain is a par-
allelogram Pα ⊂ C is doubly-periodic, i.e., periodic in t- and r-direction for
z = t + reiα, then we can also view γ as a holomorphic map from a complex
torus to X. In this sense, we can interpret holomorphic trajectories whose
domains are complex tori as the holomorphic analogue of periodic orbits. In
contrast to periodic orbits of RHSs, however, the domains of two holomorphic
periodic orbits do not need to be isomorphic. Indeed, the complex structure of
such a torus is determined by the shape of the parallelogram Pα. Therefore, the
action functional APαH is only sensitive to certain holomorphic periodic orbits,
namely those whose domains share the complex structure induced by Pα.
Non-constant holomorphic periodic orbits are rather rare and do not exist in
most HHSs (X,Ω,H). For instance, take X to be the standard example C2n.
Due to the compactness of a complex torus C/Γ, the maximum principle ap-
plies and any holomorphic map γ : C/Γ → X has to be constant. The same
result applies if X is Brody hyperbolic30. Furthermore, if X is compact, then
all holomorphic trajectories are constant, since all Hamiltonians are constant
by the maximum principle. Still, there are examples of HHSs (X,Ω,H), where
a plethora of holomorphic periodic orbits exists.

Example 2.1.49 (Natural Hamiltonians on complex tori Cn/Γ). Let n ∈ N be
a natural number and Γ ⊂ Cn be a lattice, i.e.

Γ :=


2n∑
j=1

kj · ej

∣∣∣∣∣∣kj ∈ Z

 ,

where the vectors e1, . . . , e2n ∈ Cn form an R-linear basis of Cn. Then,
Cn/Γ is a complex torus of complex dimension n. Now consider the
holomorphic cotangent bundle X := T ∗,(1,0)(Cn/Γ) ∼= Cn/Γ × Cn with
coordinates ([Q1, . . . , Qj ], P1, . . . , Pj) ∈ Cn/Γ × Cn and canonical 2-form
Ω =

∑n
j=1 dPj∧dQj . We want to determine all natural HamiltoniansH = T +V

on the HSM (X,Ω). The potential energy V factors through a holomorphic func-
tion on Cn/Γ. As Cn/Γ is compact, all holomorphic functions on it are constant
due to the maximum principle. Since changing the Hamiltonian by a constant
does not change the dynamics of the system, we can set the potential energy to
zero without loss of generality. To compute the kinetic energy T , we need to
classify all holomorphic metrics g on Cn/Γ. The projection Cn → Cn/Γ gives
rise to n linearly independent holomorphic 1-forms dQj , j = 1, . . . , n, on the
torus Cn/Γ which we have already used to express the canonical form Ω. Using

29Again, �critical point� means that only those variations are allowed which keep γ �xed on
the boundary ∂Pα.
30A complex manifold X is Brody hyperbolic i� every holomorphic map γ : C→ X de�ned

on all of C is constant.
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these 1-forms, we can write g as

g =

2n∑
i,j=1

gijdQi ⊗ dQj ,

where gij are holomorphic functions on the torus. As before, these functions
have to be constant implying that the space of holomorphic metrics g on Cn/Γ
is isomorphic to the space of symmetric and non-degenerate C-bilinear forms
on the complex vector space Cn. By a standard result from linear algebra,
every symmetric and non-degenerate C-bilinear form on Cn can be brought
into the standard form gij = δij

31 by a C-linear transformation. Hence, after
transforming the lattice Γ if necessary, we can assume that the metric g is given
by g =

∑2n
j=1 dQ

2
j . In total, it su�ces to investigate the dynamics of the HHS

(Cn/Γ× Cn,
∑n
j=1 dPj ∧ dQj ,H) with Hamiltonian

H(Q1, . . . , Qn, P1, . . . , Pn) =

2n∑
j=1

P 2
j

2

for all lattices Γ ⊂ Cn in order to study all natural Hamiltonians on a complex
torus. Clearly, the Hamilton equations related to this problem are given by:

Q′j(z) = Pj(z), P ′j(z) = 0.

Given the initial value γ(0) = ([Q0
1, . . . , Q

0
n], P 0

1 , . . . , P
0
n), the Hamiltonian equa-

tions are solved by the holomorphic trajectory γ : C→ X:

γ(z) := ([Q0
1 + z · P 0

1 , . . . , Q
0
n + z · P 0

n ], P 0
1 , . . . , P

0
n).

Let us now de�ne P 0 := (P 0
1 , . . . , P

0
n) ∈ Cn and consider di�erent values for P 0:

(i) If P 0 = 0, then γ is just a constant curve.

(ii) If P 0 6= 0 and z · P 0 /∈ Γ for every z ∈ C\{0}, then γ is a regular
holomorphic trajectory with no periodicity.

(iii) If P 0 6= 0 and z1 · P 0 ∈ Γ for at least one z1 6= 0, then γ is a regular
holomorphic trajectory which is periodic in at least one direction. In this
case, we can view γ as a holomorphic map from a complex cylinder to X.

(iv) If P 0 6= 0 and z1 · P 0, z2 · P 0 ∈ Γ for two R-linearly independent complex
numbers z1, z2 ∈ C, then γ is a regular, doubly-periodic holomorphic
trajectory. In this case, γ is holomorphic periodic orbit.

We observe that the topology and the complex structure of the domain of γ
changes depending on the momentum P 0.

Remark 2.1.50 (General Hamiltonians on a complex torus).
As it turns out, Example 2.1.49 covers all possible Hamiltonians on the HSM
(T ∗,(1,0)(Cn/Γ),

∑2n
j=1 dPj ∧ dQj). Let H be any holomorphic function on

T ∗,(1,0)(Cn/Γ). Since T ∗,(1,0)(Cn/Γ) is isomorphic to Cn/Γ × Cn, H cannot
depend on the Qj-coordinates due to maximum principle. This allows us to
repeat the discussion from Example 2.1.49 by replacing P 0

j with ∂H/∂Pj(P 0)
in the solution to the Hamilton equations.

31Here, δij is the Kronecker delta!
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2.2 Pseudo-Holomorphic Hamiltonian Systems

In Section 2.1, we have seen that non-constant holomorphic periodic orbits can-
not occur for a large class of HHSs (X,Ω,H). One possible obstruction to the
existence of such orbits is the integrability of the almost complex structure J of
X. In this section, we drop the integrability of J leading us to the notion of a
pseudo-holomorphic Hamiltonian system (PHHS). We demonstrate in the �rst
subsection that PHHSs exhibit, by design, almost the same properties as found
for HHSs in Section 2.1, in particular with respect to the existence and unique-
ness of pseudo-holomorphic trajectories and with respect to action functionals
and principles. In the second subsection, we explore the relation between HHSs
and PHHSs and show that we recover a HHS from a PHHS if we restore the
integrability of its almost complex structure J .

PHHS: Basic De�nitions, Notions, and Properties

In Section 2.1, we have found that most HHSs (X,Ω,H) do not possess non-
constant holomorphic periodic orbits. Often, their existence was forbidden by
the maximum principle. Consider, for instance, X = R4 ∼= C2 with the stan-
dard complex structure J = i. We recall that a holomorphic periodic orbit is a
holomorphic map γ : C/Γ → X satisfying Hamilton's equations, where C/Γ is
a complex torus and, thus, compact. Therefore, the maximum principle applies
and every holomorphic periodic orbit in C2 is constant.
In his beautiful paper [Mos95] from 1995, Moser showed that the same argu-
ment does not apply if we equip R4 with a di�erent almost complex structure
J . Let γ be any smooth embedding of the 2-torus into R4, e.g. the inclusion
S1×S1 ⊂ R2×R2 ≡ R4. Then, the image of γ is a 2-dimensional submanifold of
R4 and its tangent bundle can be continued to a smooth 2-dimensional distribu-
tion D on R4. This can be seen as follows: The tangent bundle of S1×S1 ⊂ R4

is spanned by the two vector �elds V1 and V2 on S1 × S1:

V1 :S1 × S1 → R4, (x1, x2, x3, x4) 7→ (−x2, x1, 0, 0),

V2 :S1 × S1 → R4, (x1, x2, x3, x4) 7→ (0, 0,−x4, x3).

We show that there are two linearly independent vector �elds V̂1 and V̂2 on R4

continuing V1 and V2, i.e., V̂i|S1×S1 = Vi. To construct V̂1 and V̂2, we �rst de�ne

the functions r1 :=
√
x2

1 + x2
2, r2 :=

√
x2

3 + x2
4, and R := (1− r2

1)2 + (1 − r2
2)2.

Next, de�ne the vector �elds V̂1, W1, and W2 on R4 as follows:

V̂1 :R4 → R4, (x1, x2, x3, x4) 7→ (−x2, x1, R, 0),

W1 :R4 → R4, (x1, x2, x3, x4) 7→ (−x2x4R, x1x4R, −r2
1x4, r

2
1x3),

W2 :R4 → R4, (x1, x2, x3, x4) 7→ (x1, x2, 0, R).

One easily checks that V̂1 is a continuation of V1, vanishes nowhere, and is
orthogonal to W1 and W2 with respect to the standard metric on R4. Further-
more, we notice that W1 is a continuation of V2. However, W1 vanishes for
x1 = x2 = 0 or x3 = x4 = 0. To rectify this, we take an appropriate linear
combination of W1 and W2. For that, we �rst observe that W1 does not vanish
on S1 × S1. Hence, we can pick an open neighborhood U ⊂ R4 of S1 × S1 such
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that W1 does not vanish on U . Next, we choose a partition of unity {f1, f2} on
R4 subordinate to the open covering {U,R4\(S1 × S1)} of R4, i.e, two smooth
functions f1, f2 ∈ C∞(R4,R≥0) satisfying:

(i) f1(x) + f2(x) = 1 ∀x ∈ R4,

(ii) supp(f1) ⊂ U and supp(f2) ⊂ R4\(S1 × S1).

Now de�ne the vector �eld V̂2 by V̂2 := f1 ·W1 + f2 ·W2. By construction, the
vector �eld V̂2 is a continuation of V2. Moreover, one can show that V̂2 vanishes
nowhere by considering V̂2 separately on S1 × S1, U\(S1 × S1), and R4\U . As
V̂1 is orthogonal toW1 andW2, V̂1 is also orthogonal to the vector �eld V̂2. Two
orthogonal vector �elds which vanish nowhere are linearly independent, hence,
the vector �elds V̂1 and V̂2 are the desired continuations of V1 and V2. The
distribution D is now just the span of V̂1 and V̂2.
Let us return to Moser's construction. Choose a Riemannian metric g on R4

and consider the orthogonal complement D⊥ of D with respect to g. D⊥ is
also a smooth 2-dimensional distribution on R4. Moreover, D and D⊥ span the
tangent bundle of R4, i.e., TR4 = D ⊕D⊥. We can now construct the almost
complex structure J on R4 as follows: Choose orientations for D and D⊥ and
de�ne J to be the 90◦-rotation in D and D⊥ with respect to g and the given
orientations. After choosing a suitable complex structure j on the 2-torus, γ
becomes a pseudo-holomorphic32 embedding, i.e., dγ ◦ j = J ◦ dγ. The almost
complex structure J constructed this way is, in general, not integrable.
Moser's example indicates that Hamiltonian systems with non-integrable almost
complex structures J might be richer than HHSs when it comes to pseudo-
holomorphic periodic orbits. However, the generalization of HHSs is not straight-
forward, as the complex structure J only enters most de�nitions regarding HHSs
implicitly. To that end, let us recapitulate which objects and relations are es-
sential to the de�nitions and discussions in Section 2.1. A HHS consists of
six objects: A smooth manifold X together with an integrable almost complex
structure J on it, two real 2-forms ΩR and ΩI on X which assemble to a holo-
morphic symplectic form Ω = ΩR + iΩI , and two smooth real functions HR
and HI on X forming a holomorphic function H = HR + iHI on X. Closely
tracing every step of Section 2.1, we see that these six objects need to satisfy
the following relations:

(i) ΩR must be closed33.

(ii) J , ΩR, and ΩI need to satisfy the relations induced by Equation (2.1).

(iii) J and the Hamiltonian vector �elds of the underlying RHSs have to ful�ll
Cauchy-Riemann-like relations formulated in Remark 2.1.41.

(iv) All Hamiltonian vector �elds must commute reproducing Corollary 2.1.7.

32In most books and papers, a map f : (X1, J1)→ (X2, J2) between manifolds X1 and X2

with almost complex structures J1 and J2 is called holomorphic if df ◦ J1 = J2 ◦ df . In this
thesis, we often want to emphasize the non-integrability of J1 or J2. To that extent, we say
f : (X1, J1) → (X2, J2) is pseudo-holomorphic if df ◦ J1 = J2 ◦ df and usually save the
expression �holomorphic� for the case where J1 and J2 are integrable.
33For the action functionals of holomorphic trajectories in Section 2.1, we need a primitive

of ΩR, but not of ΩI !
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One way to de�ne a pseudo-holomorphic Hamiltonian system is to simply impose
these relations:

De�nition 2.2.1 (Pseudo-holomorphic Hamiltonian system). We call a col-
lection (X, J ; ΩR,ΩI ;HR,HI) a pseudo-holomorphic Hamiltonian system
(PHHS) if X is a smooth manifold, J is a (not necessarily integrable) almost
complex structure on X, ΩR ∈ Ω2(X) and ΩI ∈ Ω2(X) are non-degenerate, and
HR ∈ C∞(X,R) and HI ∈ C∞(X,R) are smooth functions satisfying:

(i) ΩR is closed, i.e., dΩR = 0.

(ii) ΩR(J ·, ·) = ΩR(·, J ·) = −ΩI , ΩI(J ·, ·) = ΩI(·, J ·) = ΩR,
ΩR(J ·, J ·) = −ΩR, ΩI(J ·, J ·) = −ΩI .

(iii) XΩR
HR = XΩI

HI and J
(
XΩR
HR

)
= XΩI

HR = −XΩR
HI , where X

Ωa
Hb is de�ned by

ιXΩa
Hb

Ωa = −dHb.

(iv) [XΩa
Hb , X

Ωc
Hd ] = 0 for all a, b, c, d ∈ {R, I}.

Remark 2.2.2 (Property (iii) in De�nition 2.2.1). Note that we can replace
Property (iii) in De�nition 2.2.1 with the condition that H := HR + i · HI is
pseudo-holomorphic. Indeed, Property (ii) and (iii) imply:

dH ◦ J = −ΩR(XΩR
HR , J ·)− i · ΩR(XΩR

HI , J ·) = ΩI(X
ΩI
HI , ·) + i · ΩI(−XΩI

HR , ·)
= −dHI + i · dHR = i · dH.

Conversely, Property (ii) and dH ◦ J = i · dH imply the Cauchy-Riemann-like
equations in Property (iii).

Remark 2.2.3 (The form Ω, Part I). As for complex manifolds, we can de-
compose the complexi�ed tangent34 bundle TCX of a manifold X with almost
complex structure J into a direct sum of subbundles T (1,0)X and T (0,1)X which
are �berwise given by the eigenspaces of J with eigenvalue i and −i, respec-
tively. The di�erence is that T (1,0)X is not involutive anymore, but merely a
smooth complex vector bundle over X. Still, if we de�ne the complex 2-form
Ω to be ΩR + iΩI for PHHSs, we �nd that Ω is of type (2, 0), i.e., vanishes on
T (0,1)X.

One might be confused why we only require ΩR to be closed. The reason is
that if we were to include the closedness of ΩI into the de�nition of a PHHS,
the almost complex structure J would automatically be integrable rendering
our construction pointless. The proof of this statement is given in the second
subsection, when we explore the relation between HHSs and PHHSs.
De�nition 2.2.1 is convoluted, redundant, and rather unwieldy. For a better
approach to PHHSs, let us �rst de�ne pseudo-holomorphic symplectic manifolds:

De�nition 2.2.4 (Pseudo-holomorphic symplectic manifolds). We call a triple
(X, J ; ΩR) pseudo-holomorphic symplectic manifold (PHSM) if (X,ΩR)
is a symplectic manifold and J is an almost complex structure on X which is
also ΩR-anticompatible, i.e. ΩR(J ·, J ·) = −ΩR. A PHSM (X, J ; ΩR) is called
proper if J is not integrable.

34Of course, similar remarks apply to the complexi�ed cotangent bundle T ∗CX of X.
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Remark 2.2.5 (The form Ω, Part II). Every PHSM (X,J ; ΩR) possesses forms
ΩI and Ω de�ned by:

ΩI := −ΩR(J ·, ·), Ω := ΩR + iΩI .

It is easy to see that ΩI is a smooth, non-degenerate, alternating 2-form on X
which is also anticompatible with J . Furthermore, Ω is also anticompatible with
J , satis�es Ω(J ·, ·) = Ω(·, J ·) = iΩ, i.e., Ω is of type (2, 0), and is non-degenerate
on T (1,0)X. However, neither ΩI nor Ω are necessarily closed.

We can now give an alternative de�nition of a PHHS:

De�nition 2.2.6 (Pseudo-holomorphic Hamiltonian system). We call a collec-
tion (X, J ; ΩR,HR) a pseudo-holomorphic Hamiltonian system (PHHS)
if (X, J ; ΩR) is a PHSM, HR : X → R is a smooth function on X, and the
1-form ΩR(J(XΩR

HR), ·) is exact, where ΩR(XΩR
HR , ·) := −dHR. We call a PHHS

(X, J ; ΩR,HR) proper if J is not integrable.

For both de�nitions to agree, it is obvious that the exactness condition is nec-
essary, since, by De�nition 2.2.1, we have ΩR(J(XΩR

HR), ·) = dHI . The following
proposition ensures that the exactness condition is also su�cient:

Proposition 2.2.7 (PHHSs well-de�ned). De�nition 2.2.1 and De�nition 2.2.6
coincide.

Proof. Clearly, every PHHS as in De�nition 2.2.1 also ful�lls De�nition 2.2.6.
Now let (X, J ; ΩR,HR) be a PHHS as in De�nition 2.2.6. Then, we de�ne
ΩI := −ΩR(J ·, ·) and take HI to be a primitive of the 1-form ΩR(J(XΩR

HR), ·).
We need to check that these data satisfy (i), (ii), (iii), and (iv) from De�nition
2.2.1. Property (i) is trivially true by de�nition. Verifying Property (ii) is a
short and easy computation. To check Property (iii), we recall Remark 2.2.2. It
su�ces to verify that the map H = HR + iHI : X → C is pseudo-holomorphic
which follows immediately:

dHR ◦ J = −ΩR(XΩR
HR , J ·) = −ΩR(J(XΩR

HR), ·) = −dHI ,

dHI ◦ J = ΩR(J(XΩR
HR), J ·) = −ΩR(XΩR

HR , ·) = dHR,
⇒ dH ◦ J = i · dH.

Lastly, we need to check Property (iv). Recall that any symplectic manifold
(X,ΩR) admits a Poisson bracket {·, ·} : C∞(X,R) × C∞(X,R) → C∞(X,R)
given by:

{F,G} := ΩR(XF , XG),

where XF and XG are the Hamiltonian vector �elds of the functions F and G.
Furthermore, remember that the map X· : C∞(X,R)→ Γ(TX) is a Lie algebra
homomorphism:

X{F,G} = [XF , XG] ∀F,G ∈ C∞(X,R).

Hence, it su�ces to prove that {HR,HI} vanishes in order to show that XΩR
HR

and XΩR
HI commute. Let us calculate {HR,HI} using Property (ii) and (iii):

{HR,HI} = ΩR(XΩR
HR , X

ΩR
HI ) = −ΩR(XΩR

HR , J(XΩR
HR)) = ΩI(X

ΩR
HR , X

ΩR
HR) = 0.
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Commutativity of the remaining Hamiltonian vector �elds follows from commu-
tativity of XΩR

HR and XΩR
HI as well as Property (iii) concluding the proof.

Now that we have found a compact de�nition of PHHSs, we should brie�y
mention some examples of PHHSs. Of course, every HHS is, by design, a PHHS
with integrable J . Even though the set of proper PHHSs is much larger than
the set of HHSs, �nding them is a bit more involved and, thus, relegated to
Section 2.3. Partially, this is due to the fact that there are no �standard�
examples of proper PHHSs like cotangent bundles35 as for RHSs and HHSs. On
a deeper level, this is caused by the absence of a Darboux-like theorem. Clearly,
there cannot be a counterpart to Darboux's theorem for PHSMs, since J is
usually not integrable and, hence, there are no coordinates in which J assumes
its standard form, let alone coordinates in which both J and Ω = ΩR + iΩI
assume some standard form. Still, one can bring J and Ω into a standard form
using local frames:

Lemma 2.2.8 (PHSMs in local frames). Let (X,J ; ΩR) be a PHSM with
Ω := ΩR − iΩR(J ·, ·) and let x0 ∈ X be any point. Then, there exists an

open neighborhood U ⊂ X of x0 and a local frame θQ1 , . . . , θ
Q
n , θ

P
1 , . . . , θ

P
n of the

smooth complex vector bundle T ∗,(1,0)X on U such that:

Ω|U =

n∑
j=1

θPj ∧ θ
Q
j .

In particular, the real dimension of X is a multiple of 4. The local frame can be
chosen to be integrable (meaning the frame is induced by a chart) if and only if
J is integrable on U .

Remark 2.2.9 (J in standard form). J is also in standard form in the dual

frame of θQ1 , . . . , θ
Q
n , θ

P
1 , . . . , θ

P
n . Indeed, the real and imaginary part of the local

frame θQ1 , . . . , θ
Q
n , θ

P
1 , . . . , θ

P
n (θ = θx + iθy) give rise to a local frame of the real

cotangent bundle T ∗X. Its dual frame êQ,x1 , . . . , êP,yn is a local frame of the
tangent bundle TX. By setting ê := 1/2(êx − iêy), one obtains a local frame
of T (1,0)X. On T (1,0)X, J simply acts by i, thus, êx and êy satisfy J(êx) = êy

and J(êy) = −êx. This is the standard form of J .

Proof. Lemma 2.2.8 follows from the application of the symplectic Gram-Schmidt
process, which can be found in any textbook on symplectic geometry, to a local
frame of T (1,0)X. Confer Proposition 2.8 in [BDV20] for the complex analogue
of the symplectic Gram-Schmidt process. For completeness' sake, we repeat the
explicit construction here. Let (X, J ; ΩR) be a PHSM with Ω := ΩR− iΩR(J ·, ·)
and take the real dimension of X to be dimR(X) = 2m, m ∈ N. The dimension
of X is even, as X admits an almost complex structure J . Then, the complex
rank of the complexi�ed bundle TCX is also given by 2m. Now recall the de-
composition TCX = T (1,0)X ⊕ T (0,1)X. Since the vector bundles T (1,0)X and
T (0,1)X are isomorphic via the complex conjugation v+iw 7→ v−iw, their �bers
have the same complex dimension, namely m. Now let x0 ∈ X be any point and
pick a local frame v1, . . . , vm of T (1,0)X on an open neighborhood U ⊂ X of x0.
Ω is non-degenerate on T (1,0)X by Remark 2.2.5, hence, there exists a vector

35At least no canonical ones! In Section 2.3, we will equip the holomorphic cotangent bundle
of a complex manifold with a non-canonical PHHS structure.
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êQ1,x0
∈ T (1,0)

x0 X such that Ωx0
(v1(x0), êQ1,x0

) 6= 0. v1, . . . , vm is a local frame of

T (1,0)X near x0, thus, we can write:

êQ1,x0
=

m∑
j=1

cj · vj(x0),

where cj ∈ C. Now de�ne the local section êQ1 :=
∑
j cj · vj of T (1,0)X. After

shrinking U if necessary, one obtains Ωx(v1(x), êQ1 (x)) 6= 0 for every x ∈ U .

Setting êP1 := v1 and changing the normalization of êQ1 if necessary allows us to

write Ω|U (êP1 , ê
Q
1 ) = 1.

If m = 2, we simply de�ne θQ1 , θ
P
1 to be the dual frame of êQ1 , ê

P
1 . If m > 2, then

we can pick one local section of the frame v1, . . . , vm, say v2, such that êQ1 (x),
êP1 (x), and v2(x) are C-linearly independent for every x ∈ U (after shrinking U
if necessary). We set:

v̂2 := v2 − Ω|U (v2, ê
Q
1 ) · êP1 + Ω|U (v2, ê

P
1 ) · êQ1 .

Then, êQ1 , ê
P
1 , and v̂2 are still C-linearly independent on U and v̂2 is Ω-orthogonal

to êQ1 and êP1 , i.e., Ω|U (v̂2, ê
Q
1 ) = Ω|U (v̂2, ê

P
1 ) = 0. Again by the non-degeneracy

of Ω, we can �nd a vector eQ2,x0
∈ T (1,0)

x0 X such that Ωx0
(v̂2(x0), eQ2,x0

) 6= 0. As
before, we can write:

eQ2,x0
=

m∑
j=1

dj · vj(x0),

where dj ∈ C, and de�ne the local section eQ2 :=
∑
j dj · vj of T (1,0)X. Af-

ter shrinking U and changing the normalization of eQ2 if necessary, we obtain

Ω|U (v̂2, e
Q
2 ) = 1. Now we set:

êP2 := v̂2, êQ2 := eQ2 − Ω|U (eQ2 , ê
Q
1 ) · êP1 + Ω|U (eQ2 , ê

P
1 ) · êQ1 .

Proceeding inductively gives us a local frame êQ1 , . . . ê
Q
n , ê

P
1 , . . . , ê

P
n of T (1,0)X

on some neighborhood U of x0 (n := m/2) satisfying:

Ω|U (êQi , ê
Q
j ) = Ω|U (êPi , ê

P
j ) = 0, Ω|U (êPi , ê

Q
j ) = δij .

Thus, the frame θQ1 , . . . , θ
Q
n , θ

P
1 , . . . , θ

P
n dual to the frame êQ1 , . . . ê

Q
n , ê

P
1 , . . . , ê

P
n

is the desired local frame of T ∗,(1,0)X near x0 in which Ω takes the form:

Ω|U =

n∑
j=1

θPj ∧ θ
Q
j .

In particular, the real dimension of X is 4n. Lastly, we show the equivalence.
If the frame θQ1 , . . . , θ

P
n is integrable, then there exists a chart

φ = (Q1, . . . , Qn, P1, . . . , Pn) : U → V ⊂ C2n near x0 such that θQj = dQj and

θPj = dPj . Because θ
Q
j and θPj are forms of type (1, 0), we obtain dQj ◦J = idQj

and dPj ◦ J = idPj . Thus, φ is a holomorphic chart and J is integrable on U .
The converse direction follows from Theorem 2.2.16 (cf. the second subsection)
and Darboux's theorem for HSMs (cf. Theorem 2.1.2 and Appendix B).
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Next, let us investigate the dynamics of a PHHS (X, J ; ΩR,HR). To do so,
we need to introduce pseudo-holomorphic Hamiltonian vector �elds and tra-
jectories. We try to imitate the de�nitions from Section 2.1. For the sake of
simplicity, we always associate from now on with a PHHS (X, J ; ΩR,HR) the
forms ΩI := −ΩR(J ·, ·) and Ω := ΩR + iΩI as well as the functions HI and
H := HR + iHI , where HI is a primitive of ΩR(J(XΩR

HR), ·).

De�nition 2.2.10 (Pseudo-holomorphic Hamiltonian vector �elds). Let
(X, J ; ΩR,HR) be a PHHS. We call the smooth section XH of T (1,0)X de-
�ned by ιXHΩ = −dH the (pseudo-holomorphic) Hamiltonian vector �eld
of the PHHS (X, J ; ΩR,HR). Furthermore, we call a smooth map γ : U → X,
U ⊂ C open and connected, a pseudo-holomorphic trajectory of the PHHS
(X, J ; ΩR,HR) if γ satis�es the integral curve equation:

∂γ

∂z
(z) :=

1

2

(
∂γ

∂t
(z)− i∂γ

∂s
(z)

)
= XH(γ(z)) ∀z = t+ is ∈ U.

We call a pseudo-holomorphic trajectory γ : U → X maximal if for every
pseudo-holomorphic trajectory γ̂ : Û → X with U ⊂ Û and γ̂|U = γ one has
Û = U .

Alternatively, one can de�ne pseudo-holomorphic Hamiltonian vector �elds and
trajectories in terms of the vector �eld XΩR

HR :

Proposition 2.2.11 (Alternative De�nition of XH and γ). Let (X,J ; ΩR,HR)
be a PHHS with vector �eld XΩR

HR de�ned by ΩR(XΩR
HR , ·) = −dHR. Then:

XH =
1

2

(
XΩR
HR − i · J(XΩR

HR)
)
.

Now let γ : U → X be a smooth map, where U ⊂ C is an open and con-
nected subset. Then, γ is a pseudo-holomorphic trajectory i� γs de�ned by
γs(t) := γ(t + is) is an integral curve of XΩR

HR for every suitable s ∈ R and
γ : U → X is pseudo-holomorphic.

Proof. A straightforward calculation veri�es that XH as in De�nition 2.2.10
satis�es the equation above. If γ is a pseudo-holomorphic trajectory, then the
real part of the pseudo-holomorphic integral curve equation implies that γs is
an integral curve of XΩR

HR . Moreover, γ satis�es:

∂γ

∂s
= −2ImXH = J(XΩR

HR) = J
∂γ

∂t
.

This equation is equivalent to γ being pseudo-holomorphic. The converse direc-
tion works similarly.

We designed PHHSs in such a way that all properties we found for HHSs in
Section 2.2 transfer almost completely to PHHSs. For instance, we �nd the
following PHHS-counterpart to Proposition 2.1.9:

Proposition 2.2.12 (Existence and uniqueness of pseudo-holomorphic trajec-
tories). Let (X, J ; ΩR,HR) be a PHHS. Then, for any z0 ∈ C and x0 ∈ X,
there exists an open and connected subset U ⊂ C and a pseudo-holomorphic
trajectory γz0,x0 : U → X of (X, J ; ΩR,HR) with γz0,x0(z0) = x0. Two
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pseudo-holomorphic trajectories γz0,x0

1 : U1 → X and γz0,x0

2 : U2 → X with
γz0,x0

1 (z0) = x0 = γz0,x0

2 (z0) locally coincide, in particular, they are equal
i� their domains U1 and U2 are equal. Furthermore, the pseudo-holomorphic
trajectory γz0,x0 depends pseudo-holomorphically on z0, but, in general, only
smoothly on x0.

Proof. The proof of Proposition 2.2.12 works very similarly to the proof of
Proposition 2.1.9. By De�nition 2.2.1 and Proposition 2.2.11, the real and imag-
inary part of XH commute, hence, we can proceed as in the proof of Proposition
2.1.9 to show that pseudo-holomorphic trajectories γz0,x0 given an initial value
γz0,x0(z0) = x0 exist.
To prove uniqueness, we observe that the formula

γz0,x0(z) := ϕ
J(X

ΩR
HR

)

s−s0 ◦ ϕ
X

ΩR
HR

t−t0 (x0) ≡ ϕ
X

ΩR
HR

t−t0 ◦ ϕ
J(X

ΩR
HR

)

s−s0 (x0)

≡ ϕ
(t−t0)X

ΩR
HR

+(s−s0)J(X
ΩR
HR

)

1 (x0),

where z = t + is, uniquely determines γz0,x0 on a small rectangle in C near
z0 = t0 + is0. The rest now follows by covering a path between z0 and any point
z1 in U1 ≡ U2 with a �nite number of such rectangles.
Lastly, let us consider the dependence of γz0,x0 on z0 ∈ C and x0 ∈ X. Again,
γz1,x0(z) and γz2,x0(z) only di�er by a translation in z. As pseudo-holomorphic
trajectories are pseudo-holomorphic maps, the z0-dependence is also pseudo-
holomorphic. For the x0-dependence, we need to consider the �ow of XΩR

HR and

J(XΩR
HR). Both XΩR

HR and J(XΩR
HR) are smooth vector �elds, thus, their �ows are

smooth as well concluding the proof.

Remark 2.2.13 (x0-dependence). Note that holomorphic trajectories of HHSs
depend holomorphically on x0, while pseudo-holomorphic trajectories of PHHSs
do not generally depend pseudo-holomorphically on x0. This distinction can be
traced back to the Hamiltonian vector �eld XH. For HHSs, XH is a holomorphic
vector �eld, in particular its real and imaginary part are J-preserving vector
�elds (cf. Proposition 2.1.6) implying that the di�erential of their �ows commute
with J . For PHHSs, this does not need to be the case anymore: Neither XΩR

HR
nor J(XΩR

HR) are required to be J-preserving! In fact, we study an example of a

proper PHHS in Section 2.3, where XΩR
HR is J-preserving, but J(XΩR

HR) is not.

As for HHSs, the maximal trajectories of a PHHS, given an initial value, do not
need to be unique, however, we can still pseudo-holomorphically foliate energy
hypersurfaces H−1(E) of a PHHS:

Proposition 2.2.14 (Pseudo-holomorphic foliation of a regular hypersurface).
Let (X, J ; ΩR,HR) be a PHHS with Hamiltonian vector �eld
XH = 1/2(XΩR

HR − iJ(XΩR
HR)) and regular36 value E of H. Then, the energy

hypersurface H−1(E) admits a pseudo-holomorphic foliation. The leaf Lx0 of
this foliation through a point x0 ∈ H−1(E) is given by:

Lx0
:= {y ∈ X |y = ϕ

X
ΩR
HR

t1 ◦ ϕ
J(X

ΩR
HR

)
s1 ◦ . . . ◦ ϕ

X
ΩR
HR

tn ◦ ϕ
J(X

ΩR
HR

)
sn (x0);

t1, . . . , tn, s1, . . . , sn ∈ R; n ∈ N},
36As before, a PHHS (X, J ; ΩR,HR) is regular at the energy E ∈ C if dH or, equivalently,

dHR does not vanish on H−1(E).
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where ϕ
X

ΩR
HR

tj and ϕ
J(X

ΩR
HR

)
sj are the �ows of XΩR

HR and J(XΩR
HR) for time tj and

sj , respectively. Every pseudo-holomorphic trajectory of (X, J ; ΩR,HR) with
energy E is completely contained in one such leaf.

Proof. First, we need to clarify the notion of a pseudo-holomorphic foliation.
For this, recall the de�nition of a holomorphic foliation (cf. De�nition 2.1.12).
Clearly, we cannot directly transfer De�nition 2.1.12 to the non-integrable case,
since generic almost complex manifolds do not admit holomorphic charts. There-
fore, we call {Lx0

}x0∈I a pseudo-holomorphic foliation of an almost complex
manifold (X, J) if {Lx0

}x0∈I is a foliation of X and the tangent spaces of the
leaves Lx0

are closed under the action of J . We can now prove the last proposi-
tion in the same way as Proposition 2.1.13 by applying the Frobenius theorem
to the vector �elds XΩR

HR and J(XΩR
HR).

Similarly to HHSs, we can also de�ne the notion of geometric trajectories for
PHHSs. We simply copy De�nition 2.1.15 and replace the term �holomorphic�
with �pseudo-holomorphic�. All results we found in Section 2.1 for geometric
trajectories of HHSs still hold in the pseudo-holomorphic case. In particular,
Proposition 2.1.16 is still true for PHHSs. The proof is essentially the same as
in the holomorphic case. However, the vector �eld YH on the Riemann surface
Σ is a priori only a smooth section of T (1,0)Σ. YH becomes a holomorphic vector
�eld on Σ by noting that the real and imaginary part of the Hamiltonian vector
�eld XH commute by construction. Thus, the real and imaginary part of YH
also commute, as the push-forward of γ is a Lie algebra homomorphism, i.e.,
γ∗[V,W ] = [γ∗V, γ∗W ] for vector �elds37 V and W on Σ. Now note that, for
a Riemann surface Σ, the real and imaginary part of a smooth section V of
T (1,0)Σ commute if and only if V is a holomorphic vector �eld on Σ. This is
easily veri�ed in holomorphic charts of Σ. This shows the holomorphicity of
YH. The proofs for the remaining results regarding geometric trajectories work
as in the holomorphic case after adjusting the language where need be.
Before we conclude this subsection, we want to formulate action functionals
and principles for pseudo-holomorphic trajectories. By construction of PHHSs,
this can be done in the same way as in Section 2.1. First, we note that a
PHHS (X, J ; ΩR,HR) decomposes into multiple RHSs. In contrast to HHSs,
we only obtain two RHSs this time, namely (X,ΩR,HR) and (X,ΩR,HI), since
ΩI is, in general, not closed. However, this su�ces to �nd action functionals
for pseudo-holomorphic trajectories, as only two of the four underlying RHSs
of a HHS are subject to di�erent dynamics. If the PHHS (X, J ; ΩR,HR) is
exact, i.e., ΩR = dΛR, the two RHSs (X,ΩR,HR) and (X,ΩR,HI) are also
exact and possess themselves action functionals. As in the case of HHSs, we can
now average these action functionals over the remaining time variable and take
suitable linear combinations afterwards to �nd the following action functional
for pseudo-holomorphic trajectories:

37Precisely speaking, this is not correct, since γ : Σ → X is only an immersion and not a
di�eomorphism, hence, the push-forward of γ is not well-de�ned. Nevertheless, the argument
still holds if we consider γ∗V and γ∗W to be sections of the pull-back bundle γ∗TX and
adjust the de�nition of the Lie bracket accordingly.
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Lemma 2.2.15 (Action principle for pseudo-holomorphic trajectories). Let
(X, J ; ΩR = dΛR,HR) be an exact PHHS. For α ∈ R\{n · π | n ∈ Z}, let
Pα := [t1, t2] + eiα[r1, r2] ⊂ C be a parallelogram in the complex plane with real
numbers t1 < t2 and r1 < r2. Denote the space of smooth maps from Pα to X
by PPα and de�ne the action functional APαH : PPα → C by:

APαH [γ] :=

∫∫
Pα

[
ΛR,γ(t+is)

(
2
∂γ

∂z
(t+ is)

)
−H ◦ γ(t+ is)

]
dt ∧ ds with

∂γ

∂z
:=

1

2

(
∂γ

∂t
− i∂γ

∂s

)
∀γ ∈ PPα .

Now let γ ∈ PPα be a smooth map from Pα to X. Then, γ is a pseudo-
holomorphic trajectory of (X, J ; ΩR,HR) i� γ is a �critical point�38 of APαH .

Proof. For the proof of Lemma 2.2.15, repeat the steps from Section 2.1 for
PHHSs, in particular the proof of Proposition 2.1.47.

As before, if we wish to view pseudo-holomorphic trajectories as actual critical
points of some functional, we can achieve this by either mapping the boundary
∂Pα to an exact Lagrangian submanifold of (X,ΩR) or by imposing periodicity
on the curves γ.

Relation between HHSs and PHHSs

At this point, it is not clear how PHHSs relate to HHSs and why PHHSs are
a �reasonable� generalization of HHSs with regard to the integrability of J . In
particular, we do not know yet why the notion of PHHSs introduced in the
�rst subsection should coincide with the notion of HHSs when we restore the
integrability of J . A priori, there is no reason why the 2-form Ω associated with
a PHHS (X, J ; ΩR,HR) should be holomorphic or even closed for integrable J .
The following theorem guarantees that this is indeed the case:

Theorem 2.2.16 (Relation between HSMs and PHSMs). Let (X, J ; ΩR) be a
PHSM with 2-forms ΩI := −ΩR(J ·, ·) and Ω := ΩR + iΩI . Further, let x0 ∈ X
be any point. Then, J is integrable near x0 if and only if dΩI vanishes near x0.
Moreover, the following statements are equivalent:

(i) (X,Ω) is a HSM with complex structure J .

(ii) ΩI is closed, i.e., dΩI = 0.

(iii) J is integrable.

Proof. We only show the equivalence of Statement (i), (ii), and (iii). The �rst
part of Theorem 2.2.16 is then just a local version of the equivalence. Direction
�(i)⇒(ii)� is trivially true by de�nition of a HSM. Implication �(ii)⇒(iii)� is due
to Verbitsky (confer Theorem 3.5 in [Ver15] and Proposition 2.12 in [BDV20]).
For completeness' sake, we include the proof here. Let (X, J ; ΩR) be a PHSM
with 2-forms ΩI := −ΩR(J ·, ·) and Ω := ΩR+iΩI . Further, assume dΩI = 0. We

38�Critical point� means that only those variations are allowed which keep γ �xed on the
boundary ∂Pα.
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want to show that J is integrable. By the Newlander-Nirenberg theorem, J is
integrable if and only if J has no torsion, i.e., its Nijenhuis tensor vanishes. Now
we apply Theorem 2.8 in Chapter IX of [KN69]. Thus, J is integrable if and only
if the space of smooth sections of T (0,1)X is closed under the commutator [·, ·].
From the �rst subsection, we know that Ω is non-degenerate on T (1,0)X, but
vanishes on T (0,1)X. Hence, a complex vector �eld V on X is a smooth section
of T (0,1) if and only if ιV Ω = 0. Therefore, J is integrable if and only if for every
pair of two complex vector �elds V and W on X satisfying ιV Ω = ιWΩ = 0 one
has ι[V,W ]Ω = 0. Now let V and W be two complex vector �elds on X with
ιV Ω = ιWΩ = 0. Recall that the interior product ι applied to forms ful�lls the
relation (cf. Proposition 3.10 in Chapter I of [KN63]):

ι[V,W ] = [LV , ιW ],

where LV is the Lie derivative of V . We can calculate LV Ω by using Cartan's
magic formula, ιV Ω = 0, and dΩ = 0:

LV Ω = dιV Ω + ιV dΩ = 0.

In total, we obtain using ιWΩ = 0:

ι[V,W ]Ω = [LV , ιW ]Ω = LV (ιWΩ)− ιW (LV Ω) = 0

proving the integrability of J .
The remaining direction �(iii)⇒(i)� can be proven as follows: Let (X, J ; ΩR) be
a PHSM with 2-forms ΩI := −ΩR(J ·, ·) and Ω := ΩR + iΩI . Further assume
that J is integrable. Then, X is a complex manifold with complex structure J .
We need to show that Ω is a closed, holomorphic 2-form which is non-degenerate
on T (1,0)X. By Remark 2.2.5, Ω is non-degenerate on T (1,0)X and of type (2, 0).
Hence, in a holomorphic chart φ = (z1, . . . , z2m) : U → V ⊂ C2m of X, Ω can
be written as:

Ω|U =

2m∑
i,j=1

Ωijdzi ∧ dzj ,

where the coe�cients Ωij = −Ωji : U → C ∼= R2 are smooth functions on U .
From dΩR = 0, we deduce:

0 = 2dΩR|U = (∂ + ∂̄)(Ω + Ω)|U

=

2m∑
i,j,k=1

(
∂Ωij
∂zk

dzk ∧ dzi ∧ dzj +
∂Ωij
∂z̄k

dz̄k ∧ dzi ∧ dzj

+
∂Ωij
∂zk

dzk ∧ dz̄i ∧ dz̄j +
∂Ωij
∂z̄k

dz̄k ∧ dz̄i ∧ dz̄j
)
.

This equation implies:

∂Ωij
∂z̄k

= 0 ∀i, j, k ∈ {1, . . . , 2m}.

Thus, the coe�cients Ωij are holomorphic functions on U . As the last argument
can be repeated for any holomorphic chart ofX, the form Ω itself is holomorphic.
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Therefore, its exterior derivative dΩ is also a holomorphic form. In particular,
dΩ satis�es:

dΩ(J ·, ·, ·) = i · dΩ.

As the exterior derivative is C-linear, the decomposition of dΩ into real and
imaginary part amounts to dΩ = dΩR + idΩI . Combining this decomposition
with the previous equation gives us:

dΩI = −dΩR(J ·, ·, ·) = 0,

where we have used the closedness of ΩR again. This shows that Ω has the
desired properties concluding the proof.

Remark 2.2.17 (Closedness of ΩR). Note that the closedness of ΩR is crucial
for Theorem 2.2.16: If (X,Ω = ΩR + iΩI) is a HSM and f : X → R+ is a
positive smooth function on X, then f · ΩR is still a non-degenerate 2-form on
X which is anticompatible with the integrable complex structure J , however,
neither f · ΩR nor f · ΩI are necessarily closed. In fact, f · Ω is, in general, not
even holomorphic.

Of course, we can also formulate Theorem 2.2.16 for Hamiltonian systems:

Corollary 2.2.18 (Relation between HHSs and PHHSs). Let (X, J ; ΩR,HR) be
a PHHS with 2-forms ΩI := −ΩR(J ·, ·) and Ω := ΩR + iΩI as well as a function
H := HR + iHI , where HI is any primitive of the 1-form ΩR(J(XΩR

HR), ·). Then,
the following statements are equivalent:

(i) (X,Ω,H) is a HHS with complex structure J .

(ii) ΩI is closed, dΩI = 0.

(iii) J is integrable.

Proof. Corollary 2.2.18 is a direct consequence of Theorem 2.2.16 and Remark
2.2.2.

We can interpret Theorem 2.2.16 and Corollary 2.2.18 as follows: The inte-
grability of the almost complex structure J of a PHSM (X, J ; ΩR) or a PHHS
(X, J ; ΩR,HR) is completely measured by the closedness of the imaginary part
ΩI := −ΩR(J ·, ·) and vice versa. Moreover, these quantities are the only local
invariants of a PHSM or a PHHS: We know by Darboux's theorem for HSMs
(cf. Theorem 2.1.2) that any HSM can locally be brought into standard form.
Similarly, we will see in Section 2.3 that also (regular) HHSs can locally be
brought into standard form. The existence of coordinates in which some geo-
metrical object assumes a standard form implies that said geometrical object
exhibits no local invariant. In this sense, Theorem 2.2.16 and Corollary 2.2.18
state that the Nijenhuis tensor NJ of J or, equivalently, the exterior derivative
dΩI are the only local invariants of PHSMs and (regular) PHHSs. For general
PHHSs, the Nijenhuis tensor and the behavior of the Hamiltonian near singular
points are the only local invariants.
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2.3 Construction of Proper PHHSs and Defor-

mation of HHSs

Section 2.3 is divided into two subsections. The aim of the �rst subsection is
to provide examples of proper PHHSs. In fact, we present a general method
for constructing PHHSs out of HHSs (cf. Proposition 2.3.3), which allows us,
for instance, to equip the holomorphic cotangent bundle of a complex manifold
with a (non-canonical) PHHS structure. In the second subsection, we study the
�size� of the set of proper PHHSs within the set of all PHHSs. The main result
of this investigation is that proper PHHSs are generic. To prove this result, we
deform HHSs by proper PHHSs (cf. Theorem 2.3.16).

Constructing proper PHHSs out of HHSs

The goal of this subsection is to �nd examples of proper PHHSs. The basic
idea is to start with a HHS (X,Ω,H) and turn it into a PHHS by twisting its
complex structure J with a ΩR-compatible (1, 1)-tensor A, usually an almost
complex structure. To elaborate on this idea, we �rst explain the notion of
compatibility:

De�nition 2.3.1 (ω-compatible (1, 1)-tensor). Let (M,ω) be a symplectic
manifold. We call a (1, 1)-tensor A ∈ Γ End(TM) compatible with ω if
ωp(Apv,Apw) = ωp(v, w) holds for all vectors v, w ∈ TpM and every point
p ∈M .

Remark 2.3.2. We add two facts regarding ω-compatible (1, 1)-tensors:

(i) Since ω is non-degenerate, every ω-compatible (1, 1)-tensor A is invertible,
i.e., A−1 ∈ Γ End(TM) exists with AA−1 = A−1A = 1. It is easy to see
that A−1 is also compatible with ω.

(ii) In the literature on symplectic geometry, the term �compatibility� is re-
served for almost complex structures and used in a slightly di�erent man-
ner: Given an almost complex structure I on M , one usually says that
I is ω-compatible if g := ω(·, I·) is a Riemannian metric which implies
ω(I·, I·) = ω. The connection between this and our notion is that a ω-
compatible (1, 1)-tensor A satis�es A2 = −1 if and only if ω(·, A·) is a
semi-Riemannian metric. Still, the commonly used notion of �compatibil-
ity� is stronger than our notion, since ω(·, A·) does not have to be positive
de�nite in our case.

Now pick a HHS (X,Ω = ΩR + iΩI ,H = HR + iHI) with complex structure
J and choose a ΩR-compatible (1, 1)-tensor A. We consider the (1, 1)-tensor
JA := AJA−1. Clearly, JA is an almost complex structure:

J2
A = (AJA−1)2 = AJA−1AJA−1 = AJ2A−1 = −AA−1 = −1.

Moreover, JA is still ΩR-anticompatible:

ΩR(JA·, JA·) = ΩR(AJA−1·, AJA−1·) = ΩR(JA−1·, JA−1·) = −ΩR(A−1·, A−1·)
= −ΩR.
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Thus, (X, JA; ΩR) is a PHSM. If A was chosen such that ΩR(JA(XΩR
HR), ·) is

exact, then (X,JA; ΩR,HR) is even a PHHS. The PHHS constructed this way
is generally proper. To check that, it su�ces by Corollary 2.2.18 to compute
the exterior derivative of ΩAI := −ΩR(JA·, ·). The following proposition collects
our �ndings:

Proposition 2.3.3 (Constructing PHHSs). Let (X,Ω,H) be a HHS with com-
plex structure J and decompositions Ω = ΩR + iΩI and H = HR + iHI . Fur-
ther, let A be a ΩR-compatible (1, 1)-tensor. Then, (X, JA; ΩR) is a PHSM,
where JA := AJA−1. If, additionally, the 1-form ΩR(JA(XΩR

HR), ·) is exact, then
(X, JA; ΩR,HR) is even a PHHS. (X, JA; ΩR) and (X, JA; ΩR,HR) are proper
if and only if dΩAI 6= 0, where ΩAI := −ΩR(JA·, ·).

Remark 2.3.4. If the ΩR-compatible tensor A is an almost complex structure
or, equivalently, g := ΩR(·, A·) is a semi-Riemannian metric, we emphasize this
circumstance by writing Ig := A, Jg := −JA = IgJIg, and ΩgI := −ΩR(Jg·, ·).
As before, (X, Jg; ΩR) is a PHSM, (X, Jg; ΩR,HR) is a PHHS if ΩR(Jg(X

ΩR
HR), ·)

is exact, and both are proper i� dΩgI 6= 0.

In practice, one can �nd ΩR-compatible tensors A by requiring A = Ig to be
an almost complex structure and picking a suitable semi-Riemannian metric
g. Given any HHS (X,Ω,H), however, an arbitrary ΩR-compatible almost
complex structure Ig is usually not compatible with HR in the sense explained
above. Most often, it is simpler to �rst pick an almost complex structure Ig and
afterwards pick a suitable real function HR. Since X is contractible in most
examples we wish to study, e.g. local considerations andX = C2m, one can often
�nd suitable HR by solving the di�erential equation d[ΩR(Jg(X

ΩR
HR), ·)] = 0. To

illustrate the construction, let us consider the simplest non-trivial example:

Example 2.3.5 (PHHS on X = C2). Let (X,Ω,H) be the HHS with X = C2,
Ω = dz2∧dz1, where (z1, z2) ∈ C2, andH(z1, z2) = i·z1. With the decomposition
zj = xj + i · yj , we obtain:

ΩR = dx2 ∧ dx1 − dy2 ∧ dy1, HR = −y1.

The complex structure J of the HHS (X,Ω,H) is given by i:

J(∂xj ) := ∂yj , J(∂yj ) := −∂xj .

Now pick the following semi-Riemannian metric g on C2:

g(∂x1 , ∂x1) = g(∂x2 , ∂x2)−1 = f, g(∂y1 , ∂y1) = g(∂y2 , ∂y2)−1 = h,

g(∂x1 , ∂x2) = g(∂y1 , ∂y2) = g(∂xi , ∂yj ) = 0,

where f, h : C2 → R are smooth, nowhere-vanishing functions. The correspond-
ing almost complex structure Ig is given by:

Ig(∂x1
) = −f∂x2

, Ig(∂x2
) = f−1∂x1

, Ig(∂y1
) = h∂y2

, Ig(∂y2
) = −h−1∂y1

.

We now employ the notation r := f/h. Computing Jg = IgJIg in the standard
basis yields:

Jg(∂x1
) = r∂y1

, Jg(∂x2
) = r−1∂y2

, Jg(∂y1
) = −r−1∂x1

, Jg(∂y2
) = −r∂x2

.
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We �nd for the induced 2-form ΩgI = −ΩR(Jg·, ·):

ΩgI = r−1dx2 ∧ dy1 + rdy2 ∧ dx1.

Hence, the exterior derivative of ΩgI amounts to:

dΩgI = dr ∧
(
dy2 ∧ dx1 − r−2dx2 ∧ dy1

)
.

In general, the exterior derivative dΩgI does not vanish. For instance, we can set
f(z1, z2) = 1 and h(z1, z2) = ex1 resulting in r(z1, z2) = e−x1 . This choice
yields:

dΩgI = ex1dx1 ∧ dx2 ∧ dy1.

This form does not vanish at any point of X. Thus, (X,Jg; ΩR) is a proper
PHSM for the presented choice of f and h.
Next, we check whether the 1-form ΩR(Jg(X

ΩR
HR), ·) is exact. Since X = C2 is

contractible, it su�ces to check whether ΩR(Jg(X
ΩR
HR), ·) is closed. For the sake

of generality, we �rst perform the computation for any smooth real function
H : C2 → R and afterwards insert H = HR = −y1. We start by determining
the Hamiltonian vector �eld XH ≡ XΩR

H . It can be written as:

XH = (∂x2
H) · ∂x1

− (∂x1
H) · ∂x2

− (∂y2
H) · ∂y1

+ (∂y1
H) · ∂y2

.

Applying Jg to XH yields:

Jg(XH) = (r−1∂y2
H) · ∂x1

− (r∂y1
H) · ∂x2

+ (r∂x2
H) · ∂y1

− (r−1∂x1
H) · ∂y2

.

Contracting Jg(XH) with ΩR gives:

ΩR(Jg(XH), ·) = −(r∂y1
H) · dx1 − (r−1∂y2

H) · dx2

+ (r−1∂x1
H) · dy1 + (r∂x2

H) · dy2

≡ wx1
dx1 + wx2

dx2 + wy1
dy1 + wy2

dy2.

For ΩR(Jg(XH), ·) to be closed, the coe�cients w need to satisfy the following
conditions:

∂xiwxj = ∂xjwxi , ∂yiwyj = ∂yjwyi , ∂xiwyj = ∂yjwxi .

Let us now set H = HR = −y1. Then, all coe�cients except for wx1
= r vanish.

In particular, ΩR(Jg(XH), ·) is exact if and only if r only depends on x1. In this
case, the primitive HgI of ΩR(Jg(XH), ·) is given by R, where R only depends
on x1 and satis�es ∂x1

R = r. For instance, we can again set f(z1, z2) = 1 and
h(z1, z2) = ex1 leading to r(z1, z2) = e−x1 . Then, (X, Jg; ΩR,HR) is a proper
PHHS for this choice, where HgI = −e−x1 + c, c ∈ R, is the imaginary part of
the Hamiltonian.

Of course, Proposition 2.3.3 is not the only way to obtain a PHSM out of a HSM.
For instance, the simple structure of the example (X = C2,Ω = dz2∧dz1) allows
us to transform the standard complex structure J into a new ΩR-anticompatible
almost complex structure Jϕ by rotation of the axes:

Jϕ(∂x1
) := cos(ϕ)∂y1

− sin(ϕ)∂y2
, Jϕ(∂x2

) := sin(ϕ)∂y1
+ cos(ϕ)∂y2

,

Jϕ(∂y1
) := − cos(ϕ)∂x1

− sin(ϕ)∂x2
, Jϕ(∂y2

) := sin(ϕ)∂x1
− cos(ϕ)∂x2

,
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where ϕ : C2 → R is any smooth function. In general, the resulting PHSM
(X, Jϕ; ΩR) is proper.
The reason why we focus our attention on the construction given in Proposition
2.3.3 is that it possesses an interesting connection to holomorphic Kähler and
Hyperkähler manifolds. The various �avors of Kähler manifolds are discussed
in Appendix C. The quick rundown is that a Kähler manifold (X, g, I) is a
Riemannian manifold (X, g) with complex structure I such that ω := g(I·, ·) is
a symplectic form, that a holomorphic Kähler manifold is a complexi�cation of
a Kähler manifold, and that a Hyperkähler manifold (X, g, I, J,K) is a quater-
nionic (i.e. I2 = J2 = K2 = IJK = −1) manifold such that (X, g, I), (X, g, J),
and (X, g,K) are Kähler. In Appendix C, we discover that holomorphic Käh-
ler and Hyperkähler manifolds are quite similar from a symplectic viewpoint
(cf. Lemma C.25): Both are described by the data (X,ω, I, J), where ω is a
symplectic form on the manifold X and I, J are complex structures on X sat-
isfying ω(I·, I·) = ω and ω(J ·, J ·) = −ω. In particular, ΩJ := ω − iω(J ·, ·) is
a holomorphic39 symplectic form in both situations. The only di�erence be-
tween holomorphic Kähler and Hyperkähler manifolds is that I and J commute
(IJ = JI) in the holomorphic Kähler case, while they anticommute (IJ = −JI)
for Hyperkähler manifolds.
We now realize that the symplectic picture of holomorphic Kähler/Hyperkähler
manifolds is quite similar to the setup of Proposition 2.3.3, at least in the case
A = Ig (cf. Remark 2.3.4): We also have a symplectic form ΩR, a complex
structure J anticompatible with ΩR, and an almost complex structure Ig com-
patible with ΩR. Solely the non-integrability of Ig and the missing commutation
relation between Ig and J di�er from the holomorphic Kähler/Hyperkähler case.
Clearly, it does not make sense to impose a commutation relation for the pur-
poses of Proposition 2.3.3. Indeed, if we imposed a commutation relation, the
resulting structure Jg = IgJIg = ∓J would only di�er from J by sign. In par-
ticular, we would not obtain a proper PHHS this way.
Still, we might think of Proposition 2.3.3 as a generalization or deformation
of holomorphic Kähler/Hyperkähler structures in some sense. To explore this
statement further, consider Example 2.3.5 again. If we choose g to be the stan-
dard Euclidean metric δ on C2 ∼= R4, i.e., f ≡ h ≡ 1, then Iδ anticommutes with
the standard complex structure J , thus, Jδ = J . In fact, (C2, δ, Iδ, J,K := IδJ)
constitutes a Hyperkähler manifold and dz2 ∧ dz1 comes from this Hyperkähler
structure:

dz2 ∧ dz1 = δ(Iδ·, ·)− iδ(K·, ·).

Now recall that the metrics g in Example 2.3.5 are parameterized by two smooth
nowhere-vanishing functions f and h on C2. The space of pairs (f, h) has
four connected components which are isomorphic via (f, h) 7→ (−f, h) and
(f, h) 7→ (f,−h). Furthermore, each connected component is contractible.
Thus, we can reach any pair (f, h) in this space by a path starting at the point
(1, 1), whose corresponding metric is δ, and a discrete transformation. Next,
consider such a path in this space, i.e., a smooth 1-parameter family of nowhere-
vanishing functions fε and hε on C2 such that f0 ≡ h0 ≡ 1. This family induces
a 1-parameter family Jε of almost complex structures on C2 satisfying J0 = J .
By construction, Jε itself is de�ned via a 1-parameter family of almost complex

39The superscript J of ΩJ indicates that ΩJ is holomorphic with respect to J .
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structures Iε satisfying I0 = Iδ. With our previous knowledge, we can interpret
Iε as a deformation of the Hyperkähler manifold (X = C2, δ, Iδ, J,K). Hence,
we can say that every almost complex structure Jg in Example 2.3.5 giving rise
to a PHSM comes from such a deformation up to a discrete transformation. In
general, this seems to be the best application of our construction: Pick a HSM
(X,Ω) coming from a Hyperkähler manifold (X, g, I, J,K) and then deform I
as described to �nd PHSMs.
Next, we show that Proposition 2.3.3 is applicable to a rather large class of com-
plex manifolds X, namely the class of holomorphic cotangent bundles
X = T ∗,(1,0)Y of complex manifolds Y . Recall that the complex structure
of Y induces a canonical complex structure J on X and that X as a holo-
morphic cotangent bundle possesses a canonical HSM structure with 2-form
Ωcan = ΩR + iΩI (cf. Section 2.1). We now observe that the real part ΩR
of Ωcan can be identi�ed with the canonical symplectic 2-form ωcan of the real
cotangent bundle T ∗Y :

Proposition 2.3.6 (F ∗ωcan = ΩR). Let Y be a complex manifold. Then, the
map F : T ∗,(1,0)Y → T ∗Y , F (α) := Re(α), where Re(α) denotes the real part of
α, is a bundle isomorphism between smooth real vector bundles. In particular, F
is a di�eomorphism between the smooth manifolds T ∗,(1,0)Y and T ∗Y satisfying
F ∗ωcan = ΩR.

Proof. Let ψ = (Q1 = Qx,1 + iQy,1, . . . , Qn = Qx,n + iQy,n) be a holomorphic
chart of Y . Then, T ∗,(1,0)ψ is a holomorphic chart of T ∗,(1,0)Y and T ∗ψ is a
smooth chart of T ∗Y . Identifying C2n with R4n allows us to view T ∗,(1,0)ψ as
a real chart of T ∗,(1,0)Y giving us the expressions:40

(
T ∗,(1,0)ψ

)−1

(Q̃x,1, . . . , Py,n) :=

n∑
j=1

PjdQj,ψ−1(Q̃1,...,Q̃n)

=

n∑
j=1

Px,jdQx,j − Py,jdQy,j

+ i

n∑
j=1

Px,jdQy,j + Py,jdQx,j ,

(T ∗ψ)
−1

(q̃x,1, . . . , py,n) :=

n∑
j=1

px,jdQx,j,ψ−1(q̃1,...,q̃n) + py,jdQy,j,ψ−1(q̃1,...,q̃n).

Denote the components of T ∗,(1,0)ψ by T ∗,(1,0)ψ = (Qx,1, . . . , Py,n) and the
components of T ∗ψ by T ∗ψ = (qx,1, . . . , py,n). In these coordinates, Ωcan and

40We suppress the base point ψ−1(Q̃1, . . . , Q̃n) in the second and third line.
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ωcan become:

Ωcan =

n∑
j=1

dPj ∧ dQj =

n∑
j=1

dPx,j ∧ dQx,j − dPy,j ∧ dQy,j

+ i

n∑
j=1

dPx,j ∧ dQy,j + dPy,j ∧ dQx,j ,

ωcan =

n∑
j=1

dpx,j ∧ dqx,j + dpy,j ∧ dqy,j .

Expressing F in these coordinates gives:

T ∗ψ ◦ F ◦
(
T ∗,(1,0)ψ

)−1

(Q̃x,j , Q̃y,j , Px,j , Py,j) = (Q̃x,j , Q̃y,j , Px,j ,−Py,j).

In total, we obtain:

F ∗ωcan =

n∑
j=1

dPx,j ∧ dQx,j − dPy,j ∧ dQy,j = Re(Ωcan) = ΩR.

Let us now choose a semi-Riemannian metric g on Y . In Appendix F, we show
that any metric g induces an almost complex structure J∗∇g on T ∗Y which
is ωcan-compatible. To summarize the construction of J∗∇g , one �rst splits
TY = H⊕V into horizontal and vertical bundle with the help of the Levi-Civita
connection∇g, afterwards de�nes a complex structure on TY byH⊕V → H⊕V ,
(w1, w2) 7→ (w2,−w1) and lastly identi�es TY with T ∗Y via g. Using F , we can
transfer this almost complex structure from T ∗Y to X. We denote the result by
Ig := dF−1 ◦ J∗∇g ◦ dF . By Proposition 2.3.6, Ig is also ΩR-compatible. Thus,
Jg := IgJIg is ΩR-anticompatible and (X,Jg; ΩR) is a PHSM.
In general, this PHSM is proper, since we have not imposed any relation be-
tween g and the complex structure on Y . However, there are two special cases
in which Jg is integrable, namely if g = hR is the real part of a holomorphic
metric h = hR + ihI or if g is a Kähler metric. Indeed, Ig and J commute
for g = hR and anticommute for Kähler metrics g. A very similar statement
is proven in Chapter 3 in a slightly di�erent context (cf. Lemma 3.4.8). Here,
we are content with outlining the proof for the case g = hR (cf. Lemma 2.3.7).
The Kähler case then works analogously to Lemma 2.3.7 and Lemma 3.4.8:

Lemma 2.3.7 (g = hR ⇒ J and Ig commute). Let Y be a complex manifold
with holomorphic metric h = hR+ihI . Then, Ig obtained from the construction
above for g = hR commutes with the complex structure J on X := T ∗,(1,0)Y .
In particular, Jg := IgJIg = −J .

Proof. The idea of the proof is to choose coordinates in which J and Ig take
a simple form. Let p ∈ Y be any point. We start by choosing holomorphic
coordinates ψ = (Q1 = Qx,1 + iQy,1, . . . , Qn = Qx,n+ iQy,n) of Y near p which,
at the same time, are normal coordinates of (Y, hR) near p. In Appendix G,
we show that such coordinates exist by considering normal coordinates of the
holomorphic Levi-Civita connection∇h. The holomorphic normal coordinates ψ
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then give rise to holomorphic coordinates T ∗,(1,0)ψ = (Q1, . . . , Pn = Px,n+iPy,n)
of X. As J is the complex structure of X, J takes the following form in T ∗,(1,0)ψ

(α ∈ T ∗,(1,0)
p Y ):

J
(
∂Qx,j ,α

)
= ∂Qy,j ,α, J

(
∂Qy,j ,α

)
= −∂Qx,j ,α,

J
(
∂Px,j ,α

)
= ∂Py,j ,α, J

(
∂Py,j ,α

)
= −∂Px,j ,α.

In Appendix F, we show that Ig takes the following form41 in T ∗,(1,0)ψ:

Ig
(
∂Qx,j ,α

)
= −∂Px,j ,α, Ig

(
∂Qy,j ,α

)
= −∂Py,j ,α,

Ig
(
∂Px,j ,α

)
= ∂Qx,j ,α, Ig

(
∂Py,j ,α

)
= ∂Qy,j ,α.

With these formulas, one easily veri�es by direct computation that J and Ig
commute at the point α. Since the same argument can be repeated for every

α ∈ T ∗,(1,0)
p Y and p ∈ Y , the result is true for all points of X concluding the

proof.

Before we conclude this subsection and turn our attention to the deformation of
HHSs, we should brie�y illustrate one feature of proper PHHSs which is absent
in the integrable case: The fact that the Hamiltonian vector �elds XΩR

HR and

J(XΩR
HR) of a PHHS (X, J ; ΩR,HR) do not need to be J-preserving (cf. Remark

2.2.13). Example 2.3.5 beautifully demonstrates that feature. To see this, let us
�rst develop a criterion that tells us in which cases the vector �elds XΩR

HR and

J(XΩR
HR) are J-preserving:

Proposition 2.3.8. Let (X, J ; ΩR,HR) be a PHHS with Hamiltonian vector
�eld XH = 1/2(XΩR

HR − iJ(XΩR
HR)) and 2-form ΩI = −ΩR(J ·, ·). Then, XΩR

HR is

J-preserving if and only if dΩI(X
ΩR
HR , ·, ·) ≡ 0. Similarly, J(XΩR

HR) is J-preserving

if and only if dΩI(J(XΩR
HR), ·, ·) ≡ 0.

Proof. Take the notations from above and let V ∈ {XΩR
HR , J(XΩR

HR)}. We want
to determine in which cases V is J-preserving. Thereto, we use Proposition
2.10 in Chapter IX of [KN69]: A vector �eld V on a smooth manifold X with
almost complex structure J is J-preserving if and only if the following equation
is ful�lled for every vector �eld W :

[V, J(W )] = J([V,W ]).

Since ΩR is non-degenerate, we �nd that V is J-preserving if and only if

ι[V,J(W )]ΩR − ιJ([V,W ])ΩR = 0

holds for every vector �eld W on X. Let us now compute the left-hand side of
this equation. First, we obtain by de�nition of ΩI :

ιJ([V,W ])ΩR = −ι[V,W ]ΩI .

41To be precise, we have determined the form of J∗
∇hR

in coordinates T ∗ψ in Appendix F.

We obtain the form of Ig := dF−1 ◦ J∗
∇hR

◦ dF by applying F . Mind the change of signs for

Py,j due to F .
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Now remember the relation (cf. Proposition 3.10 in Chapter I of [KN63]):

ι[V,W ] = [LV , ιW ].

Furthermore, recall that by De�nition 2.2.1 the 1-forms ΩR(V, ·) and
ΩI(V, ·) = −ΩR(J(V ), ·) are exact. Together with dΩR = 0 and Cartan's magic
formula, this implies:

LV ΩR = 0, LV ΩI = ιV dΩI ,

where LV denotes the Lie derivative of V . These relations allow us to compute:

ι[V,J(W )]ΩR = [LV , ιJ(W )]ΩR = LV
(
ιJ(W )ΩR

)
− ιJ(W ) (LV ΩR)

= −LV (ιWΩI) = −[LV , ιW ]ΩI − ιW (LV ΩI)

= −ι[V,W ]ΩI − ιW ιV dΩI = ιJ([V,W ])ΩR − ιW ιV dΩI .

In total, we �nd that V is J-preserving if and only if

ι[V,J(W )]ΩR − ιJ([V,W ])ΩR = −ιW ιV dΩI = 0

holds for every vector �eld W on X concluding the proof.

Now let us consider Example 2.3.5 again with f = 1, h = ex1 , and
H = HR = −y1. Then, the Hamiltonian vector �elds and the exterior derivative
of ΩgI are given by:

XΩR
HR = −∂y2

, Jg(X
ΩR
HR) = e−x1∂x2

, dΩgI = ex1dx1 ∧ dx2 ∧ dy1.

Using Proposition 2.3.8, we immediately see that XΩR
HR is Jg-preserving, while

Jg(X
ΩR
HR) is not. By choosing H = HR = ay1 + be−x1 (a, b ∈ R), Example 2.3.5

even shows that neither XΩR
HR nor J(XΩR

HR) of a PHHS (X, J ; ΩR,HR) need to
be J-preserving.

Deforming HHSs by proper PHHSs

In this subsection, we examine the question: �How `large' is the set of proper
PHHSs within the set of all PHHSs?� The answer and the main result of this
subsection is that proper PHHSs are generic if dimR(X) > 4. To prove this, we
�rst reduce the genericity of proper PHHSs to the claim that every HHS can be
deformed by proper PHHSs. Afterwards, we show this claim in two steps. The
�rst step is to locally bring every HHS into standard form. Secondly, we deform
the HHS standard form by proper PHHSs within a small neighborhood.
We start by recalling the de�nition of a generic property. For a topological space
B and a subset A ⊂ B, we call the property that an element is contained in A
generic if B\A is a meager subset of B in the sense of Baire. In particular, the
property a ∈ A is generic if A is an open and dense subset of B. Now let X be
a smooth manifold. We introduce the following notations for the set of almost
complex structures, of PHSMs, and of PHHSs on X:

Ja.c.(X) := {J ∈ ΓEnd(TX) | J2 = −1},
PHSM(X) := {(J,ΩR) ∈ Ja.c.(X)× Ω2(X) | (X, J ; ΩR) is a PHSM},
PHHS(X) := {(J,ΩR,HR) ∈ Ja.c.(X)× Ω2(X)× C∞(X,R) |

(X,J ; ΩR,HR) is a PHHS}.
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Similarly, we denote the set of complex structures, of HSMs, and of HHSs on X
by:

Jc(X) := {J ∈ Ja.c.(X) | J is integrable},
HSM(X) := {(J,ΩR) ∈ PHSM(X) | J is integrable},
HHS(X) := {(J,ΩR,HR) ∈ PHHS(X) | J is integrable}.

Lastly, we write for the set of proper, i.e., non-integrable almost complex struc-
tures, of proper PHSMs, and of proper PHHSs on X:

Jp(X) := Ja.c.(X)\Jc(X),

PHSMp(X) := PHSM(X)\HSM(X),

PHHSp(X) := PHHS(X)\HHS(X).

We equip every set with the topology induced by the compact-open topol-
ogy. We wish to show that Jp(X) ⊂ Ja.c.(X), PHSMp(X) ⊂ PHSM(X), and
PHHSp(X) ⊂ PHHS(X) are open and dense subsets if dimR(X) > 4. Clearly,
the sets in question are open subsets, since all former mentioned subsets contain
exactly those elements from their respective supersets for which the Nijenhuis
tensor NJ of J does not vanish. The argument is completed by noting that
NJ 6= 0 is an open condition.
It is left to show that the subsets are dense in their respective supersets. This can
be done by showing that the �integrable� sets Jc(X), HSM(X), and HHS(X) are
contained in the boundary of the �proper� sets Jp, PHSMp(X), and PHHSp(X),
respectively. The last statement is true if the �integrable� elements can be de-
formed by �proper� elements:

De�nition 2.3.9 (Proper deformation). Let X be a smooth manifold with
almost complex structure J on it. (X, Jε) is called a deformation of (X, J)
if Jε describes a smooth42 path in Ja.c.(X) with start point J0 = J . Now let
ΩR be a 2-form on X such that (X, J ; ΩR) is a PHSM. Then, (X, Jε; ΩεR) is
a deformation of (X, J ; ΩR) if (Jε,ΩεR) describes a smooth path in PHSM(X)
with start point (J0,Ω0

R) = (J,ΩR). If, additionally, HR is a function on X
such that (X, J ; ΩR,HR) is a PHHS, we say (X, Jε; Ωε,HεR) is a deformation
of (X, J ; ΩR,HR) if (Jε,ΩεR,HεR) describes a smooth path in PHHS(X) with
start point (J0,Ω0

R,H0
R) = (J,ΩR,HR). We call a deformation proper if the

corresponding Jε is not integrable for ε 6= 0.

Before we continue with the proof of genericity, we shall quickly address one
aspect concerning our de�nitions: In the de�nition of a deformation, we have
neglected the imaginary parts ΩI and HI , even though they are crucial for the
de�nition of HSMs and HHSs. One might wonder whether this is justi�ed, i.e.,
whether every deformation of a PHSM or a PHHS automatically gives us a
suitable 1-parameter family ΩεI and HεI of imaginary parts. Regarding the form
ΩI , this is certainly true by simply setting ΩεI := −ΩεR(Jε·, ·). However, HI
de�ned as a primitive of ΩR(J(XΩR

HR), ·) might be more problematic. It is not
obvious why a smooth 1-parameter family of exact 1-forms αε should be the
di�erential of a smooth 1-parameter family of functions fε. Nevertheless, this
is still true in the case of X being contractible:

42Here, smooth path means that the map J · : X × R → End(TX), (x, ε) 7→ Jεx is smooth.
Similar remarks apply to ΩεR and HεR.
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Proposition 2.3.10 (Primitive of αε). Let X be a smooth contractible mani-
fold, αε a smooth 1-parameter family of exact 1-forms on X, and
f ∈ C∞(X,R) such that α0 = df . Then, there exists a smooth 1-parameter
family of functions fε on X such that αε = dfε and f0 = f .

Proof. Let X, αε, and f be as above. X is contractible, so there is a smooth
map F : [0, 1]×X → X such that F (0, x) = x0 and F (1, x) = x for every x ∈ X
and some x0 ∈ X. For �xed ε, F ∗αε is a closed 1-form on [0, 1]×X and can be
expressed as (using Ft : X → X, Ft(x) := F (t, x) for every t ∈ [0, 1]):

F ∗αε = F ∗t α
ε + βεt dt,

where βεt is a function on X smoothly depending on ε and t. For �xed t and
ε, F ∗t α

ε can be understood as a closed 1-form on X. Applying the exterior
derivative to F ∗αε = F ∗t α

ε + βεt dt and using the closedness of F ∗αε and F ∗t α
ε

yields:

d

dt
F ∗t α

ε = dβεt .

In total, we obtain:

αε = id∗Xα
ε − const∗x0

αε = F ∗1 α
ε − F ∗0 αε =

1∫
0

d

dt
(F ∗t α

ε) dt = d

1∫
0

βεt dt =: dfε.

Shifting fε by a constant to match f at ε = 0 concludes the proof.

To show that properness is generic, we will only use local deformations. In
particular, we can always shrink the neighborhood in which we deform an in-
tegrable structure such that it becomes contractible. Thus, we can rightfully
neglect deformations of the imaginary parts ΩI and HI here.
Let us return to the proof of genericity. As explained, it su�ces to �nd a proper
deformation of every �integrable� element to show genericity. We construct the
desired proper deformations in two steps:

(i) We bring the �integrable� elements locally into standard form.

(ii) We deform the standard form �properly� within a small neighborhood.

Regarding the �rst step, it is clear what the standard forms of complex manifolds
and HSMs are and how to achieve them. For complex manifolds, the standard
form is just X = Cm with complex structure J = i and every complex manifold
can be brought into standard form by holomorphic charts. For HSMs, the
standard form is X = C2n together with Ω =

∑
j dPj ∧dQj and every HSM can

be brought into standard form by holomorphic Darboux charts (cf. Theorem
2.1.2 and Appendix B).
For a HHS (X,Ω,H), we observe that H is either locally constant or regular at
some point, i.e., there exists x0 ∈ X such that dHx0

6= 0. If the given HHS is
locally constant near a point, then holomorphic Darboux coordinates describe
the standard form of the HHS in question near that point. If the given HHS is
regular near a point, then the following lemma brings it into standard form:
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Lemma 2.3.11 (Regular HHSs in standard form). Let (X,Ω,H) be a HHS
and x0 ∈ X be a point such that dHx0

6= 0. Then, there exists a holomor-
phic chart φ = (z1, . . . , z2n) : U → V ⊂ C2n of X near x0 ∈ U such that
Ω|U =

∑n
j=1 dzj+n ∧ dzj and H|U = z2n.

Proof. Let (X,Ω,H) be a HHS and x0 ∈ X be a point such that dHx0
6= 0.

Without loss of generality, we can assume H(x0) = 0. The proof consists of
three steps:

(i) Construct a holomorphic function G de�ned locally near x0 satisfying
{H, G} := Ω(XH, XG) = 1.

(ii) Find a holomorphic chart φ3 = (z#
1 , . . . , z

#
2n) : U3 → V3 of X near x0 such

that G|U3
= z#

n , H|U3
= z#

2n, XH|U3
= ∂z#

n
, and XG|U3

= −∂z#
2n
.

(iii) We have Ω|U3 = dz#
2n ∧ dz#

n + Σ, where Σ is a closed 2-form only depend-

ing on z#
1 , . . . , z

#
n−1, z

#
n+1, . . . , z

#
2n−1. Bring Σ into standard form using

Darboux's theorem for HSMs (cf. Theorem 2.1.2 and Appendix B).

Step 1: We pick a small open neighborhood U1 of x0 such that U1 is the domain
of a holomorphic chart φ1 = (ẑ1, . . . , ẑ2n) : U1 → V1 ⊂ C2n with φ1(x0) = 0
and dH does not vanish on U1. ∂ẑ1 , . . . , ∂ẑ2n form a holomorphic frame of the
tangent bundle T (1,0)U1. Since the holomorphic Hamiltonian vector �eld XH of
the HHS (X,Ω,H) does not vanish on U1, we can replace one coordinate vector
�eld, say ∂ẑn , in the collection ∂ẑ1 , . . . , ∂ẑ2n with XH and still obtain a frame of
T (1,0)U1 after shrinking U1 if necessary.
Now let ϕXHz : U1 → X be the complex �ow of the holomorphic Hamiltonian
vector �eld XH for suitable z ∈ C. ϕXHz is constructed as follows: For x ∈ X,
we denote by γx the holomorphic curve from C to X solving the following initial
value problem:

γ′x(z) = XH(γx(z)), γx(0) = x.

By Proposition 2.1.9, the curves γx exist on a small neighborhood of 0 ∈ C and
are locally unique. With this, we can set the �ow of XH to be ϕXHz (x) := γx(z).
Let us now consider the map φ−1

2 from C2n to X de�ned by:

φ−1
2 (z̃1, . . . , z̃2n) := ϕXHz̃n ◦ φ

−1
1 (z̃1, . . . , z̃n−1, 0, z̃n+1, . . . , z̃2n).

The di�erential of φ−1
2 at 0 ∈ C2n maps the standard complex basis of C2n

to the vector �elds ∂ẑ1 , . . . , ∂ẑn−1 , XH, ∂ẑn+1 , . . . , ∂ẑ2n at x0 ∈ X. These vector

�elds form a complex basis at x0, hence, φ
−1
2 is a local biholomorphism near

0 by the holomorphic version of the inverse function theorem. This gives us
the holomorphic chart φ2 = (z̃1, . . . , z̃2n) : U2 → V2, where U2 is a small open
neighborhood of x0.
Next, we set G : U2 → C to be the coordinate z̃n. We �nd:

dGx(XH(x)) =
d

dz

∣∣∣∣
z=0

(G ◦ ϕXHz (x)) = 1 ∀x ∈ U2.

This implies for the Poisson bracket of H and G:

{H, G} := Ω(XH, XG) = dG(XH) = 1,
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where XG is the holomorphic Hamiltonian vector �eld of the HHS (U2,Ω|U2
, G).

Step 2: Taking the Hamiltonian vector �eld of a holomorphic function is a
Lie algebra homomorphism, hence, we get:

[XH, XG] = X{H,G} = 0.

As in the real case, the commutativity of the vector �elds implies the commuta-
tivity of their �ows. This allows us to �nd a holomorphic chart
φ3 = (z#

1 , . . . , z
#
2n) : U3 → V3 of X near x0 such that G|U3

= z#
n , H|U3

= z#
2n,

XH|U3
= ∂z#

n
, and XG|U3

= −∂z#
2n
. The construction of φ3 makes use of the

regular value theorem for complex manifolds. Consider the holomorphic map
f := (H|U2

, G) : U2 → C2. The map f is a submersion due to Ω(XH, XG) = 1.
By the regular value theorem, the level sets of f are complex submanifolds of
U2. The tangent space of a level set is given by the kernel of df . Now pick the
level set W := f−1(H(x0), G(x0)) = f−1(0, 0) containing x0 and a holomorphic
chart ψ of W near x0 with ψ(x0) = 0. Next, we de�ne the map φ−1

3 via:

φ−1
3 (z#

1 , . . . , z
#
2n) := ϕXH

z#
n
◦ ϕXG
−z#

2n

◦ ψ−1(z#
1 , . . . , z

#
n−1, z

#
n+1, . . . , z

#
2n−1).

The di�erential of φ−1
3 at 0 ∈ C2n maps the standard complex basis of C2n

to the vector �elds XH, −XG, and the coordinate vector �elds vj of ψ at x0.
vj satisfy dH(vj) = dG(vj) = 0 and, hence, are orthogonal to XH and XG

with respect to the symplectic form Ω. Because Span{XH, XG} ⊂ T
(1,0)
x0 X is a

symplectic subspace, we have:

T (1,0)
x0

X = Span{XH, XG} ⊕ Span{XH, XG}⊥Ω = Span{XH, XG} ⊕ Span{vj}.

Thus, XH, −XG, and vj form a complex basis of T
(1,0)
x0 X. We can again apply

the inverse function theorem to show that φ−1
3 is locally biholomorphic near

0. From φ−1
3 , we obtain the holomorphic chart φ3 = (z#

1 , . . . , z
#
2n) : U3 → V3

of X near x0. Using the commutativity of ϕXH
z#
n

and ϕXG
−z#

2n

, we easily compute

∂z#
n

= XH|U3
and ∂z#

2n
= −XG|U3

. By construction, H only depends on z#
2n and

G only depends on z#
n . Integrating dG(XH) = dH(−XG) = Ω(XH, XG) = 1

gives us G = z#
n and H = z#

2n.

Step 3: Let us inspect Ω in the chart φ3 more closely. The coordinates of
φ3 satisfy ι∂

z
#
n

Ω|U3
= −dz#

2n and ι∂
z
#
2n

Ω|U3
= dz#

n . Therefore, Ω|U3
takes the

following form:

Ω|U3
= dz#

2n ∧ dz#
n +

∑
i,j 6=n,2n

Ωijdz
#
i ∧ dz

#
j =: dz#

2n ∧ dz#
n + Σ.

Ω|U3
and dz#

2n ∧ dz#
n are closed 2-forms on U3, thus, Σ is also a closed 2-form

on U3. dΣ = 0 implies that the partial derivatives of Ωij with respect to z#
n

and z#
2n have to vanish for every i, j 6= n, 2n. Thus, the restriction of Σ to

a hyperplane z#
n = c1 and z#

2n = c2 does not depend on the values c1 and
c2. Furthermore, the restriction of Σ to such a hyperplane is a holomorphic
symplectic 2-form. This is a direct consequence of Ω|U3 being a holomorphic
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symplectic 2-form on U3 and the hyperplane being a complex submanifold of
U3. Therefore, we can apply Theorem 2.1.2 to Σ giving us a holomorphic chart
Ψ of the hyperplane z#

n = 0 and z#
2n = 0 in which Σ assumes the standard

form. Replacing the coordinates z#
1 , . . . , z

#
n−1, z

#
n+1, . . . , z

#
2n−1 of φ3 with the

coordinates of Ψ yields the holomorphic chart φ = (z1, . . . , z2n) : U → V of X
near x0 (choose Ψ(x0) = 0):

φ−1(z1, . . . , z2n) := ϕXHzn ◦ ϕ
XG
−z2n ◦Ψ−1(z1, . . . , zn−1, zn+1, . . . , z2n−1).

In this chart, Ω and H take the form Ω|U =
∑n
j=1 dzj+n ∧ dzj and H|U = z2n

concluding the proof.

Corollary 2.3.12 (Every regular HHS is locally integrable as a Hamiltonian
system). Let (X,Ω,H) be a HHS and x0 ∈ X be a point such that dHx0

6= 0.
Then, there exists an open neighborhood U of x0 and holomorphic functions
Fi, Gi : U → C for i ∈ {1, . . . , n}, 2n := dimC(X), such that:

Fn = H|U , {Fi, Gj} = δij , {Fi, Fj} = {Gi, Gj} = 0 ∀i, j ∈ {1, . . . , n}.

In particular, every regular HHS is locally integrable as a Hamiltonian system.

Proof. Take the chart φ from Lemma 2.3.11 and set Fj := zj+n as well as
Gj := zj .

Remark 2.3.13 (Every regular RHS is locally integrable). Lemma 2.3.11 and
Corollary 2.3.12 are also true for regular RHSs with almost exactly the same
proofs. In particular, every regular RHS is locally integrable.

With the �integrable� elements in standard form, let us now turn our attention to
the second step. We need to construct local proper deformations of the standard
form. Here, we only show how to deform HHSs explicitly. The deformations of
HSMs and complex manifolds can be obtained in a similar way.

Proposition 2.3.14 (Deformation of standard HHSs). Let (X,Ω,H) be a HHS
with complex structure J and decompositions Ω = ΩR+iΩI and H = HR+iHI ,
whereX = C2n (n > 1), J = i, Ω =

∑n
j=1 zj+n∧zj , andH ≡ c for some constant

c ∈ C or H = z2n. Furthermore, let U ⊂ C2n be any non-empty open subset.
Then, there exists a proper deformation (X, Jε; ΩεR,HεR) of the HHS (X,Ω,H)
such that Jε|X\U = J |X\U , ΩεR = ΩR, and HεR = HR for every ε ∈ R.

Proof. The idea for the deformation is based on Example 2.3.5. Let (X,Ω,H) be
a HHS as above with non-empty open subset U ⊂ X. Now pick a non-constant
smooth function f : X ∼= R4n → R satisfying:

f(x) ≥ 0 ∀x ∈ X, f(x) = 0 ∀x ∈ X\U.

We de�ne the 1-parameter family of smooth functions rε on X as follows:

rε(x) := 1 + ε2f(x) ∀x ∈ X ∀ε ∈ R.

Using rε, we de�ne the 1-parameter family of almost complex structures Jε:

Jε(∂x1
) := rε∂y1

, Jε(∂xn+1
) :=

1

rε
∂yn+1

,

Jε(∂y1
) := − 1

rε
∂x1

, Jε(∂yn+1
) := −rε∂xn+1

,

Jε(∂xj ) := ∂yj , Jε(∂yj ) := −∂xj ∀j ∈ {2, . . . , n, n+ 2, . . . , 2n},
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where ∂xj and ∂yj are the vector �elds coming from the coordinates
(z1 = x1 + iy1, . . . , z2n = x2n + iy2n) ∈ C2n. Clearly, Jε coincides with J = i
for ε = 0. Moreover, one easily checks that Jε satis�es Jε|X\U = J |X\U and is
ΩR-anticompatible for every ε ∈ R.
Next, we set ΩεR ≡ ΩR and ΩεI := −ΩεR(Jε·, ·) for every ε ∈ R. As in Example
2.3.5, the exterior derivative of ΩεI can be expressed as:

dΩεI = ε2df ∧

(
dyn+1 ∧ dx1 −

(
1

rε

)2

dxn+1 ∧ dy1

)
.

We see that for every ε 6= 0 there exists a point x0 ∈ U satisfying dΩεI,x0
6= 0, as

f is non-constant. Thus, (X,Jε; ΩεR) becomes a proper PHSM for every ε 6= 0
due to Theorem 2.2.16.
The only thing left to check is that HεR ≡ HR is compatible with the PHSM

(X, Jε; ΩεR), i.e., d[ΩεR(Jε(X
ΩεR
HεR

), ·)] = 0 for every ε. In the case of H ≡ c, this

is trivially true, because then the Hamiltonian vector �eld X
ΩεR
HεR

vanishes. For

H = z2n, we �rst realize that the equation above is equivalent to the condition
that HεR is the real part of some pseudo-holomorphic function Hε (cf. Remark
2.2.2). We already know that Hε ≡ H is pseudo-holomorphic with respect
to J = i. Since Hε only depends on the last component z2n and both Jε

and J = i act in the same way on the last components of X for every ε (as
n > 1), Hε ≡ H is also pseudo-holomorphic with respect to Jε for every ε. This
turns (X, Jε; ΩεR,HεR) into the desired deformation of (X,Ω,H) concluding the
proof.

Remark 2.3.15 (The case n = 1). Upon closer inspection, we note that the
proof also works for n = 1 if H is constant or if we disregard H entirely, i.e., if
we are only interested in proper deformations of HSMs or complex manifolds.
Indeed, we only need the condition n > 1 to ensure that HεR is the real part
of some pseudo-holomorphic function Hε. However, the constant function is
pseudo-holomorphic with respect to any almost complex structure.

Combining Lemma 2.3.11 with Proposition 2.3.14 proves the following theorem:

Theorem 2.3.16 (Proper PHHSs are generic). Let X be a smooth manifold,
then the following statements apply depending on the real dimension of X:

(i) If dimR(X) = 2: Every almost complex structure on X is integrable and
automatically a complex structure.

(ii) If dimR(X) > 2: Every complex manifold (X, J) and HSM (X,Ω) admits
a proper deformation. In particular, the non-integrable almost complex
structures and the proper PHSMs on X are generic within the set of all
almost complex structures and PHSMs on X, respectively.

(iii) If dimR(X) > 4: Every HHS (X,Ω,H) admits a proper deformation. In
particular, the proper PHHSs on X are generic within the set of all PHHSs
on X.

Proof. For (i), it su�ces to check that the Nijenhuis tensor always vanishes in
two dimensions which is a simple calculation. In the case of (ii), we �rst �nd
a holomorphic chart for (X, J) or a holomorphic Darboux chart for (X,Ω) to
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locally bring these manifolds into standard form. Afterwards, we apply Propo-
sition 2.3.14 (disregarding H) to locally deform the manifolds in the chosen
charts. For (iii), we use Lemma 2.3.11 to locally bring (X,Ω,H) into standard
form and then employ Proposition 2.3.14 to �nd a local deformation �nishing
the proof.

Before we conclude this section, let us quickly comment on PHHSs (X, J ; ΩR,HR)
in dimension dimR(X) = 4. These systems are the only geometrical object stud-
ied in this subsection to which Theorem 2.3.16 does not apply. The reason is
that Proposition 2.3.14 fails for dimR(X) = 4, since HR = x2 cannot be the real
part of a complex function which is pseudo-holomorphic with respect to defor-
mations Jε as chosen in the proof of Proposition 2.3.14. Nevertheless, Statement
3 of Theorem 2.3.16 might still be true for dimR(X) = 4. One possible way to
prove this could be to modify Proposition 2.3.14. Instead of choosing HεR to
be independent of ε, we could allow for general deformations HεR of HR. Find-
ing such deformations HεR involves solving a second order PDE with boundary
conditions. However, the existence of non-trivial solutions to the given problem
might be forbidden by the Nijenhuis tensor. We elaborate on this thought: Let
X be a smooth manifold with almost complex structure J , NJ be the Nijenhuis
tensor of J , and f : X → C be a pseudo-holomorphic map, i.e., df ◦J = i ·df . A
straightforward calculation reveals that df (NJ(V,W )) = 0 for all vector �elds
V and W on X. Thus, the image of NJ,x is contained within the kernel of
dfx for any pseudo-holomorphic function f and any point x ∈ X. This implies
that there are at most 1/2(dimR(X)− rx) pseudo-holomorphic functions on X
whose di�erentials at a given point x ∈ X are C-linearly independent, where rx
is the rank43 of NJ,x. In four dimensions, the rank of NJ alone does not exclude
the existence of non-trivial pseudo-holomorphic functions: Let V1, V2, J(V1),
and J(V2) be a local frame of X. One easily sees that, because of the symme-
tries of NJ , i.e., NJ(V,W ) = −NJ(W,V ) and NJ(J(V ),W ) = −JNJ(V,W ),
NJ(V1, V2) and NJ(V1, J(V2)) = −JNJ(V1, V2) are the only two components of
NJ in the local frame V1, V2, J(V1), and J(V2) which are not redundant. Thus,
the rank of the Nijenhuis tensor is at most 2 in four dimensions. For instance,
the deformation Jε from Proposition 2.3.14 for n = 1,

Jε(∂x1
) := rε∂y1

, Jε(∂x2
) :=

1

rε
∂y2

, Jε(∂y1
) := − 1

rε
∂x1

, Jε(∂y2
) := −rε∂x2

,

yields for rε ∈ C∞(R4,R+):

NJε(∂x1 , ∂x2) =
1

rε
Jε (NJε(∂x1 , ∂y2)) =

∑
a∈{x,y}

2∑
i,j=1, i 6=j

(∂ai ln(rε)) · ∂aj .

Hence, the (real) rank of NJε,x is 2 for drεx 6= 0 and 0 for drεx = 0.
Nevertheless, the rank of NJ is a rather weak bound for the number of indepen-
dent pseudo-holomorphic functions. The exact number is given by
1/2(dimR(X)−k), where k is the rank of the IJ-bundle44 over X containing the
image of NJ . Even though there are non-integrable almost complex structures

43The Nijenhuis tensor satis�es the relation NJ (J(V ),W ) = −JNJ (V,W ), hence, its rank
is even.
44Confer [Mu²86] for the de�nition of the IJ-bundle and a detailed investigation of the

relation between the Nijenhuis tensor and pseudo-holomorphic functions.
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J in four dimensions whose IJ-bundle does not have full rank, e.g. Jε with
rε = e−x1 as in Example 2.3.5, it is not clear whether and why this should also
apply to the almost complex structures Jε as above for general functions rε.
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Chapter 3

Kähler Duality of Complex

Coadjoint Orbits

Kähler structures on coadjoint1 orbits of compact Lie groups have been studied
since the 50s. The interest in this topic stems from the fact that these orbits are
compact homogeneous Kähler manifolds which were the �rst manifolds known
to admit a Kähler-Einstein metric with positive scalar curvature2 (cf. [Bes07]).
In fact, the coadjoint orbits of compact Lie groups classify all simply-connected
compact homogeneous Kähler manifolds (cf. [Bes07]). At the end of the 80s
and the beginning of the 90s, the question arose whether these Kähler structures
persist in the complex category. This problem was solved by Kronheimer (cf.
[Kro90]) and Kovalev (cf. [Kov96]): They proved that the coadjoint orbits of
semisimple complex reductive groups, i.e, complex Lie groups with semisimple
compact real forms, admit the structure of a Hyperkähler manifold.
In this chapter, we show that these orbits are not only Hyperkähler, but also pos-
sess a holomorphic Kähler structure. From a symplectic viewpoint, Hyperkähler
and holomorphic Kähler manifolds are quite similar3. Both consist of a sym-
plectic form ω and two complex structures I and J where I is ω-anticompatible
and J is ω-compatible in the sense that ω(I·, I·) = −ω and ω(J ·, J ·) = ω. The
only di�erence is the commutation relation of I and J : I and J anticommute
for Hyperkähler manifolds (IJ = −JI), while they commute for holomorphic
Kähler manifolds (IJ = JI). On coadjoint orbits, the similarities between Hy-
perkähler and holomorphic Kähler structures go even further. To explain this,
we �rst note that ω and I always induce a holomorphic symplectic structure
given by the closed holomorphic two-form Ω := ω− iω(I·, ·). In general, there is
no reason why the form Ω of a Hyperkähler structure and the form Ω of a holo-
morphic Kähler structure should be related in any way. On a coadjoint orbit,

1Most statements in this chapter apply to both adjoint and coadjoint orbits, as they are
isomorphic via a suitably chosen metric g in the cases we consider. For the sake of brevity,
we often only talk about coadjoint orbits. We adopt a similar convention for tangent and
cotangent bundles.

2One major question in the �eld of Kähler-Einstein manifolds regards the existence of
Kähler-Einstein metrics on compact spaces. For negative or vanishing scalar curvature/�rst
Chern class, this question was answered by Yau in the 70s (cf. the Calabi conjecture). The
Fano case (positive scalar curvature) remained an open problem for the longest time and was
only solved about ten years ago by Chen-Donaldson-Sun (cf. [CDS12a][CDS12b][CDS13]).

3Confer Appendix C for details, in particular Lemma C.25.
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however, the Hyperkähler and holomorphic Kähler structure in question possess
the same form Ω, namely the holomorphic Kirillov-Kostant-Souriau form ΩKKS.
Therefore, these two structures only di�er by J .
We say a space X exhibits Kähler duality if X admits Hyperkähler and holo-
morphic Kähler structures in a somewhat natural manner. As discussed, coad-
joint orbits exhibit Kähler duality. Of course, we instinctively ask whether the
Kähler duality of coadjoint orbits is just mere coincidence or caused by some
deeper reason. We believe that the Kähler duality of coadjoint orbits origi-
nates from a similar structure on double cotangent bundles. Precisely speaking,
we claim in this chapter that double cotangent bundles naturally exhibit Käh-
ler duality and that this Kähler duality is connected to coadjoint orbits via a
suitable reduction process (Hyperkähler/holomorphic Kähler reduction, cf. Ap-
pendix J).
In order to sketch how Kähler duality on double cotangent bundles occurs, let
us recall a famous result4 due to Guillemin-Stenzel (cf. [Ste90] and [GS91]) and
Lempert-Sz®ke (cf. [LS91] and [Sz®91]): If (M, g) is a real-analytic Riemannian
manifold, then (T ∗M,−ωcan, Jg) is a Kähler manifold where ωcan is the canon-
ical symplectic form on T ∗M and Jg is the unique complex structure on T ∗M
adapted to g. The Kähler duality on T ∗(T ∗M) now arises as depicted in the
following diagram5:

Hyperk. (T ∗M, gT∗M ) (T ∗(T ∗M),−ωcan, φ
∗
1JgT∗M , T

∗Jg)

(M, g)

Holo. K. (T ∗M, gC) (T ∗(T ∗M),−ωcan, φ
∗
2JgC , T

∗Jg)

Stenzel

Ste
nze

l

Complexi�cation
Stenzel

Here, the upper path illustrates how to obtain a Hyperkähler structure, while
the lower one does the same for holomorphic Kähler structures.
Hyperkähler path: Starting with (M, g), we can apply Stenzel's theorem
to obtain the Kähler metric gT∗M := −ωcan(·, Jg·) = ωcan(Jg·, ·) on T ∗M .
This gives us another real-analytic Riemannian manifold (T ∗M, gT∗M ) allow-
ing us to apply Stenzel's theorem again which results in the Kähler mani-
fold (T ∗(T ∗M),−ωcan, JgT∗M ). To construct the second6 complex structure
on T ∗(T ∗M), we �rst observe that the cotangent bundle of a complex manifold
naturally inherits a complex structure from its base manifold. It is a standard
result from complex geometry that the cotangent bundle together with its inher-
ited complex structure and the (negative) canonical symplectic structure forms
a holomorphic symplectic manifold. If we choose (T ∗M,Jg) to be our complex
base manifold, we denote the induced complex structure on T ∗(T ∗M) by T ∗Jg.
We know at this point that −ωcan is compatible with JgT∗M and anticompatible

4Confer Theorem 3.4.6.
5This diagram has to be taken with a grain of salt: In general, these structures do not

exist on all of T ∗M or T ∗(T ∗M), but only on an open neighborhood of the zero section
M ⊂ T ∗M ⊂ T ∗(T ∗M).

6This complex structure plays the role of I.
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with T ∗Jg. Thus, (T ∗(T ∗M),−ωcan, JgT∗M , T
∗Jg) is a Hyperkähler

7 manifold if
T ∗Jg and JgT∗M anticommute. However, it may occur, depending on the choice
of g, that T ∗Jg and JgT∗M do not anticommute. In this case, we need to modify
JgT∗M by a di�eomorphism φ1 : T ∗(T ∗M) → T ∗(T ∗M) to obtain φ∗1JgT∗M (cf.
Conjecture 3.4.9 and Lemma 3.4.11).
Holomorphic Kähler path: Stenzel's theorem does not only tell us that
(T ∗M,−ωcan, Jg) is a Kähler manifold, but also that the �berwise map
T ∗M → T ∗M , α 7→ −α is a real structure (cf. Theorem 3.4.6). Its real form
is the zero section M ⊂ T ∗M . Since the real form M carries a real-analytic
metric g, we can �nd a unique holomorphic continuation of g on T ∗M (cf. Ap-
pendix A). Call the real part of this holomorphic metric gC. gC is a real-analytic
semi-Riemannian metric on T ∗M , thus, we can again apply Stenzel's theorem,
but this time to (T ∗M, gC)8. As before, the resulting complex structure JgC on
T ∗(T ∗M) might not satisfy the appropriate commutation relation with T ∗Jg, so
we have to modify JgC by a di�eomorphism φ2 to obtain φ∗2JgC (cf. Conjecture
3.4.9 and Lemma 3.4.12). Hence, (T ∗(T ∗M),−ωcan, φ

∗
2JgC , T

∗Jg) is a holomor-
phic Kähler manifold if T ∗Jg and φ

∗
2JgC commute.

To relate T ∗(T ∗M) to coadjoint orbits, we choose (M, g) to be a compact Lie
group GR with bi-invariant Riemannian metric g. In this case, T ∗GR is iso-
morphic to the universal complexi�cation9 G of GR. Thus, the previously de-
scribed process yields Hyperkähler/holomorphic Kähler structures on T ∗G. As
explained in Appendix J, the cotangent bundle T ∗G becomes a coadjoint orbit
O∗ after reduction. At the same time, the symplectic form −ωcan on T ∗G re-
duces to the Kirillov-Kostant-Souriau form ωKKS on O∗. From that perspective,
it seems plausible that the Kähler structures in question are also compatible with
the reduction process.
The proofs we present in this thesis regarding the Kähler duality of T ∗(T ∗M)
and its relation to coadjoint orbits are incomplete: A complete proof for the
commutation relations of T ∗Jg, φ

∗
1JgT∗M , and φ∗2JgC is missing. Moreover, we

do not carry out the reduction process in detail. To make up for that, we check
the commutation relations for �at g and sketch how reduction could possibly
relate a suitable Kähler structure on T ∗G to O∗ (cf. Appendix J).
Chapter 3 is divided into four parts: Section 3.1 o�ers a short introduction to Lie
groups and discusses the most important constructions we use throughout this
chapter. In Section 3.2, we recall the construction of Kähler structures on coad-
joint orbits of compact Lie groups following Chapter 8 in [Bes07]. As we want
to apply this construction to complex Lie groups afterwards, we also generalize
it to skew-symmetric orbits of groups carrying a bi-invariant semi-Riemannian
metric. In Section 3.3, we adapt the results of Section 3.2 to the complex cate-
gory. In particular, we prove that coadjoint orbits of complex reductive groups
admit holomorphic Kähler structures. The last section (Section 3.4) is con-
cerned with the Kähler duality of coadjoint orbits and its origin. Barring the
commutation relation, we show that double cotangent bundles exhibit Kähler
duality. Furthermore, we investigate the case M = GR and relate the resulting
Kähler structures on T ∗G to Bremigan's construction (cf. [Bre00]).

7The existence of a Hyperkähler structure on the cotangent bundle of a Kähler manifold was
already observed by Kaledin (cf. [Kal97]) and Feix (cf. [Fei01]). Also note that Hyperkähler
structures on double cotangent bundles were already described by Bielawski (cf. [Bie03]).

8Stenzel's theorem also works for semi-Riemannian manifolds (cf. [Sz®04]).
9Confer De�nition 3.3.3 and the explanation afterwards.
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3.1 Preliminaries on Lie Groups

In this section, we brie�y recapitulate the basics of Lie groups. Its purpose is
two-fold: On one hand, we �x the notations and recall the theorems we use
throughout Chapter 3. On the other hand, this section shall serve as a short
introduction to Lie groups for those unfamiliar with the topic. The reader
acquainted with Lie groups may choose to skip Section 3.1.
There are several great introductory books on Lie groups which o�er an in-depth
analysis of the topic, for instance [Bum04], [Var84], or the �rst few chapters in
[Ham17]. Here, we are only interested in a small selection of constructions and
statements starting with the de�nition of a Lie group:

De�nition 3.1.1 (Lie group). We call G Lie group if G is a group and a
smooth manifold such that the multiplication G×G→ G, (g, h) 7→ gh and the
inversion G→ G, g 7→ g−1 are smooth maps. We denote the left multiplication
with a group element g ∈ G by Lg : G → G and the right multiplication by
Rg : G→ G, i.e.:

Lg(h) := gh, Rg(h) := hg ∀g, h ∈ G.

Closely related to the notion of a Lie group is the concept of a Lie algebra:

De�nition 3.1.2 (Lie algebra). Let G be a Lie group. The Lie algebra of G
is the tangent space g := TeG of G at the neutral element e. It naturally comes
with a Lie bracket. To construct this Lie bracket, we consider left-invariant10

vector �elds X, i.e., smooth vector �elds X ∈ Γ(TG) satisfying:

(Lg)∗X = X ∀g ∈ G.

Denote the set of left-invariant vector �elds by ΓG(TG). Observe that the
commutator of two left-invariant vector �elds is again left-invariant:

(Lg)∗[X,Y ] = [(Lg)∗X, (Lg)∗Y ] = [X,Y ] ∀g ∈ G∀X,Y ∈ ΓG(TG).

Identifying g with ΓG(TG) via the map ·L : g→ ΓG(TG) given by

XL(g) := dLg,eX ∀X ∈ g

now allows us to de�ne the Lie bracket [·, ·] : g× g→ g:

[X,Y ]L := [XL, Y L] ∀X,Y ∈ g.

Lie groups (and algebras) form categories. Their morphisms are called Lie group
(or algebra) homomorphisms:

De�nition 3.1.3 (Homomorphism). Let G and H be Lie groups with Lie al-
gebras g and h, respectively. A Lie group homomorphism from G to H is
a smooth map R : G → H satisfying R(g1g2) = R(g1)R(g2) for all g1, g2 ∈ G.
Similarly, a Lie algebra homomorphism from g to h is a linear map ρ : g→ h
satisfying ρ([X,Y ]) = [ρ(X), ρ(Y )] for all X,Y ∈ g.

10One can also de�ne the Lie bracket by identifying g with the space of right-invariant vector
�elds. Note that the two conventions do not lead to the same Lie bracket: The Lie brackets
di�er by a sign.



3.1. LIE GROUPS 83

It is easy to show that, if R : G → H is a Lie group homomorphism, the
di�erential dRe : g → h is a Lie algebra homomorphism (cf. [Ham17] for the
proof). This intimate relation is re�ected by the following important example:

Example 3.1.4 (Conjugation and adjoint action). Let G be a Lie group. For
every g ∈ G, the conjugation cg : G → G, cg(h) := ghg−1 is a Lie group
homomorphism. Its di�erential Ad(g) : g → g, Ad(g) := dcg,e is a Lie algebra
homomorphism called the adjoint action or the adjoint representation. The
di�erential of the map Ad : G → GL(g) is often denoted by ad : g → End(g).
It is straightforward to verify that ad is just the Lie bracket (cf. [Ham17]):

adX Y := ad(X)(Y ) = [X,Y ] ∀X,Y ∈ g.

Since Ad(g) is a Lie algebra homomorphism, it satis�es:

Ad(g)[X,Y ] = [Ad(g)X,Ad(g)Y ] ∀g ∈ G∀X,Y ∈ g. (3.1)

Taking the derivative with respect to g now yields for the map adZ :

adZ [X,Y ] = [adZ X,Y ] + [X, adZ Y ] ∀X,Y, Z ∈ g. (3.2)

In light of adX Y = [X,Y ], we can interpret Equation (3.2) as the Jacobi iden-
tity. We will make heavy use of Equation (3.1) and (3.2) in Section 3.2 and
Section 3.3.

The next concept we introduce is the exponential map for Lie groups:

De�nition 3.1.5 (Exponential Map). Let G be a Lie group. The exponential
map exp : g→ G is de�ned by

exp(X) := γX(1),

where γX is the unique integral curve of the left-invariant vector �eld XL sat-
isfying γX(0) = e.

As the de�nition indicates, the exponential map satis�es the usual �ow proper-
ties:

(i) exp(0) = e,

(ii) exp((s+ t)X) = exp(sX) exp(tX),

(iii) exp(tX)−1 = exp(−tX).

One easily veri�es that exp is smooth and well-de�ned on all of g. Its derivative
at the neutral element e is d expe = idg. Hence, by the inverse function theorem,
exp is a local di�eomorphism near e and gives rise to charts of G after choosing
a basis of g. The usefulness of the exponential map lies in the fact that it allows
us to easily describe tangent vectors as curves. To understand this statement,
we note that any tangent space TgG can be identi�ed with g via:

dLg,e : g→ TgG, X 7→ XL(g).

Hence, g exp(tX) is a curve through g with tangent vector XL(g).
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Let us now turn our attention to metrics on Lie groups:

De�nition 3.1.6 (Bi-invariant metric). Let G be a Lie group and h a semi-
Riemannian metric on G. We call h left-invariant if it satis�es L∗gh = h for all
g ∈ G. Similarly, we say h is right-invariant if it satis�es R∗gh = h for all g ∈ G.
h is called bi-invariant if h is both left- and right-invariant.

Left-invariant metrics as well as right-invariant metrics are in one-to-one corre-
spondence with non-degenerate scalar products on g: If 〈·, ·〉 is a non-degenerate
scalar product on g, then 〈·, ·〉L is left-invariant and 〈·, ·〉R is right-invariant,

where 〈·, ·〉L and 〈·, ·〉R are de�ned by:

〈·, ·〉Lg :=
〈
dLg−1,g·, dLg−1,g·

〉
, 〈·, ·〉Rg :=

〈
dRg−1,g·, dRg−1,g·

〉
∀g ∈ G.

Conversely, any left- or right-invariant metric h can be written as 〈·, ·〉L or 〈·, ·〉R
where 〈·, ·〉 is given by he.
As it turns out, the left- or right-invariant metric induced by 〈·, ·〉 is bi-invariant
if and only if 〈·, ·〉 is Ad-invariant, i.e.:

〈Ad(g)·,Ad(g)·〉 = 〈·, ·〉 ∀g ∈ G. (3.3)

The proof of this equivalence is fairly simple: First, recall that the conjugation
with g ∈ G can be written as:

cg = Lg ◦Rg−1 = Rg−1 ◦ Lg.

Thus, the adjoint action as its di�erential satis�es:

Ad(g) = dcg,e = dLg,g−1 ◦ dRg−1,e = dRg−1,g ◦ dLg,e.

This shows that a left- or right-invariant metric h is bi-invariant if and only if
he is Ad-invariant.
One important example of an Ad-invariant two-form is given by the Killing
form K : g × g → R, K(u, v) := − tr (adu ◦ adv). One easily veri�es that K
is bilinear, symmetric, and Ad-invariant. However, K is usually not positive
de�nite, in fact, it is often not even non-degenerate. It is a famous fact, known
as Cartan's criterion, that K is non-degenerate if and only if g is semi-simple.
Moreover, K is positive semi-de�nite if g is the Lie algebra of a compact Lie
group.
At this point, it should be noted that adZ is skew-symmetric with respect to
any Ad-invariant scalar product 〈·, ·〉:

〈adZ X,Y 〉 = −〈X, adZ Y 〉 ∀X,Y, Z ∈ g. (3.4)

Equation (3.4) directly follows from Equation (3.3) by taking the derivative with
respect to g. In fact, Equation (3.3) and (3.4) are equivalent if G is connected
(cf. Section 3.3).
Equation (3.4) poses a rather heavy condition on the existence of bi-invariant
metrics: Milnor has shown that a connected Lie group G admits a positive
de�nite, bi-invariant metric if and only if G is isomorphic to the Cartesian
product of a compact Lie group and an Abelian Lie group (cf. [Mil76]). If
we drop the assumption that the metric needs to be positive de�nite, we �nd a
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larger class of Lie groups that admit bi-invariant metrics. For instance, complex
reductive Lie groups always admit bi-invariant metrics of signature (n, n) (cf.
Section 3.3 and Appendix H).
Before we conclude Section 3.1, we want to present two famous theorems from
the theory of Lie groups � Cartan's subgroup theorem and a special case of
Godement's theorem � and afterwards apply them to the adjoint action. Let us
begin with Cartan's subgroup theorem. To formulate it, we �rst need to review
the two di�erent notions of subgroups of Lie groups:

De�nition 3.1.7 (Lie subgroup). Let G and H be two Lie groups. We say that
H is an immersed subgroup of G if there exists a Lie group homomorphism
R : H → G which is also an injective immersion. H is a Lie subgroup or an
embedded subgroup of G if there exists a Lie group homomorphism R : H → G
which is also an embedding. If H ⊂ G, we call H an immersed (or embedded)
subgroup of G if the inclusion H ↪→ G is a Lie group homomorphism and an
immersion (or embedding).

Obviously, every embedded subgroup is also an immersed one. The converse,
however, is false. The most prominent counterexample is the one-parameter
subgroup

Tp,q := {(eipα, eiqα) | α ∈ R}

of the torus T 2 = S1 × S1, where the ratio of p ∈ R and q ∈ R is irrational.
The problem in this case is that Tp,q is not closed in the topology of T 2. By
Cartan's subgroup theorem, this is the only obstacle:

Theorem 3.1.8 (Cartan's subgroup theorem). LetG be a Lie group andH ⊂ G
be a subset. H is a Lie subgroup of G if and only if H is a subgroup of G and
closed in the topology of G.

Proof. The direction �⇒� is a rather straightforward computation. The converse
direction is much more involved. We refer to [Ham17] for the proof.

Next, we wish to formulate Godement's theorem for Lie groups. To do so, we
have to cover group actions and quotients:

De�nition 3.1.9 (Group action). Let G be a Lie group and M a smooth
manifold. A left G-action on M is a smooth map G ×M → M , (g, p) 7→ gp
satisfying:

g(hp) = (gh)p and ep = p ∀g, h ∈ G ∀p ∈M.

The orbit of G through p ∈M is de�ned by:

O := {gp | g ∈ G} ⊂M.

p ∼ gp de�nes an equivalence relation whose equivalence classes are the orbits
of G. The quotient M/G is de�ned to be the set of all equivalence classes, i.e.,
the space of all orbits:

M/G := {O ⊂M | O orbit of G}.



86 CHAPTER 3. KÄHLER DUALITY

The stabilizer of p ∈M is de�ned as follows:

Gp := {g ∈ G | gp = p} ⊂ G.

A G-action on M is called free if Gp = {e} for all points p ∈ M . It is called
proper if the map

G×M →M ×M, (g, p) 7→ (gp, p)

is proper.

Remark 3.1.10 (Right action). Naturally, there also exists the notion of a
right action which is just a smooth map M ×G→M , (p, g) 7→ pg satisfying:

(pg)h = p(gh) and pe = p ∀g, h ∈ G ∀p ∈M.

Orbits, stabilizers, and so on are de�ned analogously for right actions. The
terms �left action� and �right action� are interchangeable, since every left action
gives rise to a right action via pg := g−1p and vice versa. In light of this
observation, we often just write �action� and only specify �left� or �right� if the
need arises.

It is natural to ask at this point whether the quotientM/G admits the structure
of a smooth manifold. Godement's theorem tells us that this is the case if the
G-action is free and proper:

Theorem 3.1.11 (Godement's theorem11 for Lie groups). Let G be a Lie
group and M be a smooth manifold with a G-action on it. If the action is
free and proper, then M/G is a smooth manifold and the canonical projection
π : M →M/G is a surjective submersion.

Proof. Again, we refer to [Ham17] for the proof.

Remark 3.1.12.

(i) If G is a Lie group with Lie subgroup H ⊂ G, then G × H → G,
(g, h) 7→ gh is a free and proper right H-action (cf. [Ham17]). Hence, by
Theorem 3.1.11, G/H is a smooth manifold carrying the left G-action
g1[g2] := [g1g2]. Furthermore, the canonical projection π : G → G/H is
a surjective submersion which is also equivariant with respect to the left
G-actions on G and G/H, i.e.:

π(g1g2) = [g1g2] = g1[g2] = g1π(g2) ∀g1, g2 ∈ G.

(ii) Usually, it can be quite challenging to determine whether a G-action is
proper. However, if G is a compact Lie group, then it is rather simple to
show that any G-action is proper.

(iii) Let G be a Lie group acting on a manifold M . If the action is free
and proper, then an additional consequence of Theorem 3.1.11 is that
π : M → M/G is a G-principal bundle. In fact, a G-action on M is free
and proper if and only if π : M → M/G is a G-principal bundle with
respect to that action (cf. [Ham17]).

11The standard version of Godement's theorem deals with the question whether, given a
manifoldM with equivalence relation R on it, the setM/R of equivalence classes is a manifold.
In our case, the relation R is given by the G-action, namely p ∼ gp.
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Two important examples of group actions on manifolds are the adjoint ac-
tion Ad : G × g → g (cf. Example 3.1.4) and its dual, the coadjoint action
Ad∗ : G× g∗ → g∗ (g∗ := {α | α : g→ R linear}):

Ad∗(g)α := α ◦Ad(g−1) ∀g ∈ G∀α ∈ g∗.

Both are G-actions, since the conjugation c· : G → Aut(G) is a group homo-
morphism. In Section 3.2 and Section 3.3, we explore the geometrical structure
of the (co)adjoint orbits, i.e., the orbits of Ad (Ad∗). Before we can analyze the
orbits in detail, we need to study the question whether the (co)adjoint orbits
admit a manifold structure. The answer to this question is positive, as one can
show with the help of Theorem 3.1.8 and 3.1.11:

Lemma 3.1.13 (G/Gp ∼= O ⊂ M immersed submanifold). Let G be a Lie
group, M be a smooth manifold with a left G-action on it, and p ∈ M be a
point. Furthermore, let Gp ⊂ G be the stabilizer of p and O ⊂ M be the orbit
of G through p. Then, the map

fp : G/Gp →M, [g] 7→ gp

is an injective immersion whose image is O. Moreover, fp is equivariant with
respect to the left G-actions on G/Gp and M , i.e.:

fp(g1[g2]) = g1fp([g2]) ∀g1, g2 ∈ G.

Proof. Consider the evaluation map evp : G → M , evp(g) := gp. Clearly, evp
is continuous. Thus, the stabilizer Gp ⊂ G is closed, since Gp = ev−1

p ({p}). As
Gp is obviously a subgroup of G, we can use Cartan's subgroup theorem (cf.
Theorem 3.1.8) to show that Gp is a Lie subgroup of G. This allows us to apply
Theorem 3.1.11 to Gp ⊂ G (cf. Remark 3.1.12) proving that G/Gp is a smooth
manifold and π : G→ G/Gp is a surjective submersion.
Now consider the following commuting diagram:

G M

G/Gp

evp

π
fp

The smoothness of evp together with the universal property of quotient spaces
(cf. Lemma 3.7.5 in [Ham17]) implies the smoothness of fp. Clearly, fp is injec-
tive and its image is O. Moreover, one directly veri�es that fp is G-equivariant:

fp(g1[g2]) = fp([g1g2]) = (g1g2)p = g1(g2p) = g1fp([g2]) ∀g1, g2 ∈ G.

It remains to be shown that fp is an immersion. Since fp is G-equivariant, it
su�ces to show that dfp,[e] is injective. However, this directly follows from the
previous commuting diagram and the observations (cf. [Ham17] for details):

ker d evp,e = gp and T[e](G/Gp) = g/gp,

where gp is the Lie algebra of Gp.
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3.2 Semi-Kähler Structure of Coadjoint Orbits

The existence of Kähler structures on (co)adjoint orbits is well-known and can
be traced back to the 50s and 60s (cf. the introduction of Chapter 8 in [Bes07]).
The construction of these Kähler structures (cf. [Bes07]) relies heavily on the
fact that the groups in question are compact. This poses a problem: Even-
tually, our goal is to construct special Kähler structures on speci�c complex
Lie groups (cf. Section 3.3). However, complex Lie groups are often not com-
pact12. To circumvent this obstacle, we generalize the construction in [Bes07] to
skew-symmetric13 orbits of Lie groups admitting a bi-invariant semi-Riemannian
metric. The trade-o� is that the constructed Kähler metric is usually not pos-
itive de�nite. Precisely speaking, we show that, under the mild conditions
listed above, a (co)adjoint orbit of a Lie group carries a semi-Kähler14 structure
(Theorem 3.2.24 and 3.2.29).
The semi-Kähler structures we develop are canonical to some extent: The com-
plex structure of an adjoint orbit does not depend on any choices, while the
symplectic structure is canonical for coadjoint orbits. However, we need to
identify adjoint and coadjoint orbits to construct the semi-Kähler structures in
question. This identi�cation is not unique and depends on the choice of an
Ad-invariant scalar product.
Throughout this section, Chapter 8 of [Bes07] shall serve as a guideline for
developing the main result. Section 3.2 is divided into four parts: First, we con-
struct the canonical complex structure of adjoint orbits. Afterwards, we recall
the canonical symplectic structure of coadjoint orbits, given by the Kirillov-
Kostant-Souriau form. In the third part, we combine the complex and the
symplectic structure via an Ad-invariant, non-degenerate scalar product to ob-
tain a semi-Kähler structure on (co)adjoint orbits. Lastly, we cross-check our
construction against [Bes07] by applying it to compact Lie groups.

Complex Structure J of Adjoint Orbits

The construction of J is carried out in three steps: First, we de�ne a complex
structure Jw on the vector space im adw ⊂ g for each skew-symmetric element
w ∈ g. Afterwards, we use the identi�cation TwO ∼= im adw to equip a skew-
symmetric adjoint orbit O with the complex structure J . Lastly, we compute
the Nijenhuis tensor NJ in order to show that J is integrable.

Pointwise Construction of J

An adjoint orbit only admits the canonical complex structure J if the orbit
contains a skew-symmetric element, as we will soon see. Since the notion of
skew-symmetric elements is purely algebraic, we begin by reviewing some facts
about Lie algebras:

12The adjoint action of any connected, compact, and complex Lie group is trivial due to
the maximum principle. Consequently, such a group is Abelian implying that the identity
component of every compact complex Lie group is just a torus.
13Confer De�nition 3.2.1 and Remark 3.2.2.
14Confer De�nition 3.2.23 or Appendix C.
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De�nition 3.2.1 (Skew-symmetric elements). Let (g, [·, ·]) be a real Lie algebra.
An element w ∈ g is called skew-symmetric if the map adw := [w, ·] ∈ End(g)
satis�es the following properties:

(i) Its complexi�cation15 adw ∈ End(gC) is diagonalizable.

(ii) The non-vanishing eigenvalues of adw ∈ End(gC) are purely imaginary.

We call this property �skew-symmetric�, since adw is skew-symmetric with re-
spect to some positive de�nite scalar product 〈·, ·〉 on g if and only if w ∈ g is
a skew-symmetric element. One can easily verify this equivalence with the help
of the spectral theorem.
Before we associate complex structures to skew-symmetric elements, note the
following remarks:

Remark 3.2.2.
(i) Condition (i) in De�nition 3.2.1 implies g = ker adw ⊕ im adw for every

skew-symmetric element w ∈ g.

(ii) If w ∈ g is skew-symmetric, then the non-vanishing eigenvalues of adw
come in pairs (iµ,−iµ) with µ > 0, as adw is real, i.e., adw(v̄) = adw(v),
where ·̄ denotes the complex conjugation.

(iii) If G is a Lie group, g its Lie algebra, and w ∈ g a skew-symmetric element,
then every element in the adjoint orbit through w is also skew-symmetric.
This is a direct consequence of Equation (3.1):

adAd(g)w = Ad(g) ◦ adw ◦Ad(g)−1 ∀g ∈ G.

Hence, if an adjoint orbit contains a skew-symmetric element, we call the
entire orbit skew-symmetric.

The reason why skew-symmetric elements w are important for our discussion is
that the image of adw naturally comes with a complex structure Jw:

Proposition 3.2.3 (Pointwise construction of J). Let g be a Lie algebra and
w ∈ g be skew-symmetric. Then, V := im adw ⊂ g carries a canonical complex
structure Jw given by:

Jwv :=
1

µ
adw v ∀v ∈ Eµ,

where we set Eµ := V ∩ (Eiµ ⊕ E−iµ) and Eiµ, E−iµ ⊂ gC are the eigenspaces
of adw for the eigenvalues iµ, −iµ (µ > 0), respectively.

Proof. Clearly, the linear map Jw : V → V is well-de�ned. Indeed, one has
Jw(Eµ) ⊂ Eµ and the decomposition

V =
⊕
µ>0

Eµ,

where the direct sum is taken over the norm µ of non-vanishing
eigenvalues of adw.

15Set gC := g⊗R C and extend adw to gC by C-linearity. Also note that we denote both the
map on g and its complexi�cation by adw.
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We now show J2
w = − idV . By de�nition of Jw, if su�ces to prove J2

w(v) = −v
for all v ∈ Eµ and µ > 0. Any v ∈ Eµ can be written as v = u + ū, where
u ∈ Eiµ and, consequently, ū ∈ E−iµ. Applying J2

w to v yields:

J2
w(v) =

1

µ2

(
ad2
w(u) + ad2

w(ū)
)

= i2u+ (−i)2ū = −(u+ ū) = −v.

Remark 3.2.4. If V is a real vector space with map J ∈ End(V ) satisfying
J2 = − idV , we can decompose VC into the spaces

V (1,0) := Ei ≡ {v ∈ VC | J(v) = iv} and

V (0,1) := E−i ≡ {v ∈ VC | J(v) = −iv} .

In the case of Jw, the spaces V
(1,0) and V (0,1) are given by:

V (1,0) =
⊕
µ>0

Eiµ, V (0,1) =
⊕
µ>0

E−iµ.

In particular, restricting Jw to Eµ gives:

E(1,0)
µ = Eiµ, E(0,1)

µ = E−iµ ∀µ > 0.

Global Construction of J

So far, we have constructed the complex structure Jw on the vector space im adw.
In order to equip a skew-symmetric adjoint orbit O with a complex structure,
we need to identify TwO with im adw for every point w ∈ O. For this, we �rst
recall that O ⊂ g is an immersed submanifold (cf. Lemma 3.1.13):

Corollary 3.2.5. Let G be a Lie group, g its Lie algebra, w ∈ g a point, and
Gw the stabilizer of w. Then, the map fw : G/Gw → g, [g] 7→ Ad(g)w is a
well-de�ned, G-equivariant, and injective immersion whose image is the adjoint
orbit O of G through w.

Remark 3.2.6. Even though there are some examples in which O ⊂ g is even
an embedded submanifold, for instance if G is compact, this is not always the
case. Note, however, that every immersion is locally an embedding which is why
this subtlety will not pose any problems when we discuss the integrability of J .

Corollary 3.2.5 allows us to identify the tangent spaces of O with subspaces
of g. Indeed, the map (v ∈ g)

γv,w(t) := fw([exp(tv)]) = Ad(exp(tv))w

is a smooth curve in O through w. Its derivative at t = 0 is the fundamental
vector �eld Xv:

Xv(w) := γ̇v,w(0) = adv w = − adw v.

Since all vectors tangent to O can be represented by such a curve, we �nd:

TwO ∼= im adw ⊂ g ∀w ∈ O.

This gives us the following corollary:
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Corollary 3.2.7 (Global construction of J). Let G be a Lie group, g its Lie
algebra, and O ⊂ g a skew-symmetric adjoint orbit of G. Then, the section
J ∈ Γ End(TO) de�ned pointwise by Jw ∈ End(TwO) ∼= End(im adw) as in
Proposition 3.2.3 satis�es J2

w = − idTwO.

For J to become an almost complex structure on O, we need to show that the
section J is smooth. This is a consequence of the G-invariance of J :

Proposition 3.2.8 (J is an almost complex structure). Let G be a Lie group,
g its Lie algebra, and O ⊂ g a skew-symmetric adjoint orbit of G. Then, the
section J ∈ Γ End(TO) is G-invariant, i.e.:

(gJ)w := Ad(g) ◦ JAd(g−1)w ◦Ad(g−1) = Jw ∀g ∈ G ∀w ∈ O. (3.5)

In particular, J is a smooth almost complex structure on O.

Proof. First, we show that J is G-invariant: The complex structure
Jw ∈ End(im adw) can be written as the composition rw ◦ adw. Here,
rw ∈ End(im adw) is de�ned by:

rw(v) :=
v

µ
∀v ∈ Eµ ∀norms µ > 0 of eigenvalues,

where we employ the notations from Proposition 3.2.3. The identi�cation
TwO ∼= im adw allows us to interpret w 7→ rw and w 7→ adw as sections of
End(TO). If these sections are G-invariant, then J is G-invariant as well. The
G-invariance of adw is an immediate consequence of Equation (3.1):

adAd(g)w = Ad(g) ◦ adw ◦Ad(g−1).

The last equation implies that the decomposition

TwO ∼= im adw =
⊕
µ>0

Eµ

is G-invariant. Therefore, rw is also G-invariant.
Next, we demonstrate how the G-invariance of J infers its smoothness: First,
observe that, by Theorem 3.1.11 and Lemma 3.1.13, the map

evw0
= fw0

◦ π : G→ O, evw0
(g) = Ad(g)w0

is a surjective submersion, where w0 ∈ O is �xed. Hence, for every w ∈ O, there
exists an embedded submanifold Uw ⊂ G such that Ww := evw0

(Uw) ⊂ O is an
open subset containing w and evw0

|Uw is a di�eomorphism onto its image Ww.
We now rewrite Equation (3.5) as follows:

JAd(g)w0
= Ad(g) ◦ Jw0

◦Ad(g−1).

Hence, we �nd with the help of evw0
:

Jw′ = Ad(g(w′)) ◦ Jw0
◦Ad(g(w′)−1) ∀w′ ∈Ww∀w ∈ O,

where g(w′) := evw0
|−1
Uw

(w′). This equation proves that J is smooth, because
the adjoint action on O is smooth.
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Integrability of J

This part is devoted to the integrability of J . By the Newlander-Nirenberg
theorem (cf. [KN69]), it su�ces to compute the Nijenhuis tensor NJ to check
the integrability of J . To perform this calculation, we extend J to a local section
of End(Tg) and use Proposition 3.2.9.
To formulate Proposition 3.2.9, we introduce the following notation: Let U ⊂ Rn
be an open subset, X = (x1, . . . , xn) ∈ C∞(U,Rn), and Y ∈ Rn. We set:

dX(Y ) := (dx1(Y ), . . . , dxn(Y )).

Similarly, we set for A = (aij)i,j=1,...,n ∈ C∞(U,Rn×n):

dA(Y ) := (daij(Y ))i,j=1,...,n.

Proposition 3.2.9. Let U ⊂ Rn be an open subset and A a (1, 1)-tensor
on U , i.e., A ∈ C∞(U,Rn×n). Then, the Nijenhuis tensor NA of A is given by:

NA(X,Y ) = A[X,Y ]dA − [X,Y ]dA,A ∀X,Y ∈ Rn,

where the brackets [·, ·]dA and [·, ·]dA,A are de�ned by (X,Y ∈ Rn):

[X,Y ]dA := dA(X)Y − dA(Y )X, [X,Y ]dA,A := dA(AX)Y − dA(AY )X.

Proof. Let p ∈ U be a point and V,W vector �elds on U such that
V (p) ≡ Vp = X and W (p) ≡ Wp = Y . Then, the Nijenhuis tensor NA
at p is de�ned as follows:

NA,p(X,Y ) = −A2
p[V,W ]p +Ap ([AV,W ]p + [V,AW ]p)− [AV,AW ]p. (3.6)

The Lie bracket of two vector �elds on U is given by:

[V,W ] = dW (V )− dV (W ).

Hence, we obtain by applying the product rule:

[V,W ]p = dWp(X)− dVp(Y ),

[AV,W ]p = dWp(ApX)−ApdVp(Y )− dAp(Y )X,

[V,AW ]p = ApdWp(X)− dVp(ApY ) + dAp(X)Y,

[AV,AW ]p = dAp(ApX)Y +ApdWp (ApX)− dAp(ApY )X −ApdVp(ApY ).

Inserting these equations into Equation (3.6) �nishes the proof.

Proposition 3.2.9 allows us to compute NA of a (1, 1)-tensor A whose underlying
manifold is a vector space. However, the almost complex structure J is not
de�ned on a vector space, but only on an immersed submanifold. We can
circumvent this problem by locally extending J :

De�nition 3.2.10 (Local continuation). Let M,N be two smooth manifolds
and f : M → N an immersion. Further, let g be a function, X a vector �eld,
and A a (1, 1)-tensor on M . Then, ĝ (X̂, Â) is a local continuation of g (X,
A) with respect to the immersion f : M → N if there exist non-empty open
subsets U ⊂M and V ⊂ N such that f(U) ⊂ V and. . .
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� . . . ĝ is a function on V satisfying ĝ ◦ f(p) = g(p) for all p ∈ U ,

� . . . X̂ is a vector �eld on V satisfying X̂(f(p)) = dfpX(p) for all p ∈ U ,

� . . . Â is a (1, 1)-tensor on V satisfying Âf(p) ◦ dfp = dfp ◦Ap for all p ∈ U .

Local continuations of general tensors are de�ned analogously.

Remark 3.2.11 (Local continuations always exist). Given any immersion
f : M → N , tensor T on M , and point p ∈ M , we can always �nd a local
continuation T̂ of T where U from De�nition 3.2.10 is a neighborhood of p.
Indeed, any immersion is locally an embedding, i.e., there exists an open neigh-
borhood U of p such that f |U is an embedding. After shrinking U if necessary,
we can assume that f(U) ⊂ N completely lies in one submanifold chart. It is
now trivial to extend T in this submanifold chart.

A priori, we do not know how the Nijenhuis tensor of A and its local continuation
Â are related. Intuitively, we expect NÂ to be a local continuation of NA. The
next proposition con�rms our intuition:

Proposition 3.2.12 (NÂ is local continuation of NA). Let f : M → N be an
immersion between two manifolds. Further, let A be a (1, 1)-tensor on M and
Â a local continuation of A with respect to f . Then, NÂ is a local continuation
of NA with respect to f . In particular, NA,p vanishes if and only if NÂ,f(p)

vanishes on dfp(TpM).

Proof. Proposition 3.2.12 immediately follows from the de�nition of NA (cf.
Equation (3.6)) and Proposition 3.2.13.

Proposition 3.2.13. Let f : M → N be an immersion between two manifolds.
Further, let V,W be vector �elds on M and A a (1, 1)-tensor on M with local
continuations V̂ , Ŵ , and Â, respectively. Then, ÂV̂ is a local continuation of
AV and [V̂ , Ŵ ] is a local continuation of [V,W ].

Proof. It clearly follows from De�nition 3.2.10 that ÂV̂ is a local continua-
tion of AV . Now consider [V̂ , Ŵ ]. Since the commutator can be computed
locally and every immersion is locally an embedding, we can assume without
loss of generality that M = Rm, N = Rn, and that f is given by the inclusion
Rm ↪→ Rn = Rm ×Rn−m. If we denote the coordinates of Rn by x1, . . . , xn, we
can express the vector �elds at hand as follows:

V =

m∑
i=1

vi∂xi , W =

m∑
i=1

wi∂xi ,

V̂ =

n∑
i=1

v̂i∂xi , Ŵ =

n∑
i=1

ŵi∂xi ,

where the functions vi, wi ∈ C∞(Rm) and v̂i, ŵi ∈ C∞(Rn) satisfy:

v̂i(x1, . . . , xm, 0, . . . , 0) =

{
vi(x1, . . . , xm) for i ∈ {1, . . . ,m},
0 else,

ŵi(x1, . . . , xm, 0, . . . , 0) =

{
wi(x1, . . . , xm) for i ∈ {1, . . . ,m},
0 else.
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Thus, [V̂ , Ŵ ] becomes:

[V̂ , Ŵ ] =

m∑
i,j=1

[v̂i∂xi , ŵj∂xj ] +

m∑
i=1

n∑
j=m+1

[v̂i∂xi , ŵj∂xj ]

+

n∑
i=m+1

m∑
j=1

[v̂i∂xi , ŵj∂xj ] +

n∑
i,j=m+1

[v̂i∂xi , ŵj∂xj ].

Evaluating the �rst term on Rm × {0} gives:
m∑

i,j=1

[v̂i∂xi , ŵj∂xj ](x1, . . . , xm, 0, . . . , 0) =

m∑
i,j=1

[vi∂xi , wj∂xj ](x1, . . . , xm)

= [V,W ](x1, . . . , xm).

The remaining terms vanish, since vj , wj , ∂xivj , and ∂xiwj evaluated on
Rm × {0} ⊂ Rn are identically zero for i ∈ {1, . . . ,m} and j ∈ {m + 1, . . . , n}.
Therefore, we have:

[V̂ , Ŵ ](x1, . . . , xm, 0, . . . , 0) = [V,W ](x1, . . . , xm),

concluding the proof.

Let us return to the almost complex structure J . Our strategy is to compute
NJ by applying Proposition 3.2.9 to a local continuation Ĵ . To do that, we need
to determine the di�erential dĴ . In general, this might be tricky, however, it
becomes much simpler if we chose Ĵ to be G-invariant (cf. Equation (3.5)):

Proposition 3.2.14. Let G be a Lie group with Lie algebra g and skew-
symmetric adjoint orbit O. Further, let Ĵ be a local, G-invariant continuation
of J with respect to the immersion O ⊂ g. For v ∈ g, de�ne the associated
fundamental vector �eld as follows:

Xv(w) ≡ Xv := − adw v ∈ im adw ∼= TwO ∀w ∈ O.

Then, the di�erential dĴ is given by:

dĴw(Xu)Xv = [u, ĴwXv]− Ĵw[u,Xv] ∀u, v ∈ g ∀w ∈ O.

Proof. For w ∈ O and u ∈ g, de�ne the curve:

γu,w(t) := Ad(exp(tu))w.

Its derivative at t = 0 is γ̇u,w(0) = Xu.

Now consider dĴ . The G-invariance of Ĵ implies (v ∈ g):

dĴw(Xu)Xv =
d

dt

∣∣∣∣
t=0

Ĵγu,w(t)Xv

=
d

dt

∣∣∣∣
t=0

{
Ad(exp(tu)) ◦ Ĵw ◦Ad(exp(−tu))(Xv)

}
= [u, ĴwXv]− Ĵw[u,Xv].
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Remark 3.2.15.

(i) J possesses a local, G-invariant continuation Ĵ near any point w ∈ O, be-
cause J itself is G-invariant (cf. Proposition 3.2.8). Ĵ can be constructed
using the orbit slice theorem (cf. Theorem I.2.1 in [Aud04]).

(ii) Of course, the di�erential dĴ depends on the chosen continuation Ĵ . How-
ever, the Nijenhuis tensor NĴ,w|TwO×TwO obtained from dĴ via Proposi-

tion 3.2.9 is independent of the choice of Ĵ (cf. Proposition 3.2.12). In
light of this observation, we drop the hat symbol from now on and denote
both J and Ĵ simply by J . It is clear from the context whether we mean
the almost complex structure or the local continuation.

Let us now use Proposition 3.2.9 and 3.2.14 to compute the Nijenhuis tensor.
Since we have the decomposition TwO ∼= im adw =

⊕
µ>0Eµ, it su�ces to

evaluate NJ on the spaces Eµ. We �nd:

Proposition 3.2.16. Let G be a Lie group with Lie algebra g and skew-
symmetric adjoint orbit O ⊂ g. Then, the Nijenhuis tensor NJ of the almost
complex structure J of O is given by:

NJ,w(Xu, Xv) = (λ+ µ) (Jw[u, v]− [Jwu, v]− [u, Jwv]− Jw[Jwu, Jwv]) ,

where w ∈ O, u ∈ Eλ, and v ∈ Eµ.

Proof. By Proposition 3.2.9, NJ,w amounts to:

NJ,w(Xu, Xv) = Jw {dJw(Xu)Xv − dJw(Xv)Xu}
− dJw(JwXu)Xv + dJw(JwXv)Xu.

With the help of Proposition 3.2.14, we evaluate the di�erential dJw(Xu)Xv:

dJw(Xu)Xv = [u, JwXv]− Jw[u,Xv]

A similar expression holds for dJw(Xv)Xu. To compute the remaining di�er-
entials in NJ,w, we need to rewrite JwXu and JwXv in the form XY for some
vectors Y ∈ g. By de�nition of Jw, we have:

Jwu =
1

λ
adw u, Jwv =

1

µ
adw v.

This implies:

Xu = − adw u = −λJwu ⇒ XJwu= −λJ2
wu= λu= JwXu,

Xv = − adw v = −µJwv ⇒ XJwv= −µJ2
wv= µv= JwXv.

Inserting these identities into the di�erentials yields:

dJw(Xu)Xv = µ ([u, v] + Jw[u, Jwv]) ,

−dJw(Xv)Xu = λ ([u, v] + Jw[Jwu, v]) ,

−dJw(JwXu)Xv = −µ ([Jwu, v] + Jw[Jwu, Jwv]) ,

dJw(JwXv)Xu = −λ ([u, Jwv] + Jw[Jwu, Jwv]) .



96 CHAPTER 3. KÄHLER DUALITY

Lastly, we put everything together to �nd:

NJ,w(Xu, Xv) = (λ+ µ) (Jw[u, v]− [Jwu, v]− [u, Jwv]− Jw[Jwu, Jwv]) ,

where we used J2
ws = −s for s := µ[u, Jwv] + λ[Jwu, v]. This equation is valid,

since s is an element of im adw, as one application of Equation (3.2) shows:

µ[u, Jwv] + λ[Jwu, v] = [u, adw v] + [adw u, v] = adw[u, v].

Proposition 3.2.16 implies that J is integrable. This can be seen by complexi-
fying the Nijenhuis tensor:

Proposition 3.2.17. Let G be a Lie group with Lie algebra g and skew-
symmetric adjoint orbit O ⊂ g. Then, the Nijenhuis tensor NJ of the almost
complex structure J of O vanishes implying that J is integrable.

Proof. Complexifying all maps that occur during the computation of NJ (adw,
Jw, [·, ·], and so on) allows us to apply Proposition 3.2.16 not only to vectors
u ∈ Eλ and v ∈ Eµ, but also to vectors u ∈ Eλ,C and v ∈ Eµ,C. By Remark
3.2.4, these spaces admit the following decomposition:

Eλ,C = E
(1,0)
λ ⊕ E(0,1)

λ = Eiλ ⊕ E−iλ, Eµ,C = E(1,0)
µ ⊕ E(0,1)

µ = Eiµ ⊕ E−iµ.

Now let u(1,0) ∈ Eiλ, u
(0,1) ∈ E−iλ, v

(1,0) ∈ Eiµ, and v(0,1) ∈ E−iµ be any
vectors. Exploiting Jwu

(1,0) = iu(1,0), Jwu
(0,1) = −iu(0,1), and similar equations

for v allows us to evaluate the formula in Proposition 3.2.16:

NJ,w(Xu(1,0) , Xv(1,0)) = 2(λ+ µ)(Jw − i)[u(1,0), v(1,0)], NJ,w(Xu(0,1) , Xv(1,0)) = 0,

NJ,w(Xu(0,1) , Xv(0,1)) = 2(λ+ µ)(Jw + i)[u(0,1), v(0,1)], NJ,w(Xu(1,0) , Xv(0,1)) = 0.

It remains to be shown:

Jw[u(1,0), v(1,0)] = i[u(1,0), v(1,0)], Jw[u(0,1), v(0,1)] = −i[u(0,1), v(0,1)].

However, this follows immediately from Equation (3.2):

adw[u(1,0), v(1,0)] = [adw u
(1,0), v(1,0)] + [u(1,0), adw v

(1,0)]

= i(λ+ µ)[u(1,0), v(1,0)],

adw[u(0,1), v(0,1)] = [adw u
(0,1), v(0,1)] + [u(0,1), adw v

(0,1)]

= −i(λ+ µ)[u(0,1), v(0,1)].

To conclude the discussion about J , we collect our results in the following lemma
(cf. Section B in Chapter 8 of [Bes07], in particular Proposition 8.39):

Lemma 3.2.18 (Canonical complex structure). Let G be a Lie group with
Lie algebra g and let O ⊂ g be a skew-symmetric adjoint orbit of G. Then,
O ⊂ g is an immersed submanifold and carries a canonical G-invariant complex
structure J .
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Symplectic Structure of Coadjoint Orbits

Let us now recall the construction of the Kirillov-Kostant-Souriau form ωKKS

on coadjoint orbits induced by the natural Poisson structure on g∗. Since these
concepts are common knowledge among symplectic geometers, we keep the re-
view brief. For a detailed discussion of Poisson manifolds and the KKS form,
confer any textbook on symplectic geometry, for instance [MR99].
We begin by reviewing basic facts about Poisson manifolds:

De�nition 3.2.19. A pair (M, {·, ·}) is called Poisson manifold if M is a
smooth manifold and {·, ·} : C∞(M) × C∞(M) → C∞(M) is a bilinear map
satisfying:

(i) {·, ·} is skew-symmetric, i.e., {F,G} = −{G,F} for F,G ∈ C∞(M).

(ii) {·, ·} is a derivation:

{FG,H} = F{G,H}+G{F,H} ∀F,G,H ∈ C∞(M).

(iii) {·, ·} ful�lls the Jacobi identity:

{{F,G}, H}+ {{H,F}, G}+ {{G,H}, F} = 0 ∀F,G,H ∈ C∞(M).

Condition (i) and (ii) allow us to rewrite any Poisson bracket {·, ·} in terms of
a skew-symmetric bivector �eld π ∈ Γ

(
Λ2TM

)
, namely:

{F,G} =: π(dF, dG) ∀F,G ∈ C∞(M). (3.7)

As every cotangent vector is the di�erential of a function at some point, the
bivector �eld π is unique. Observe that, conversely, every bracket {·, ·} de�ned
via a skew-symmetric bivector �eld π as in Equation (3.7) automatically satis-
�es Condition (i) and (ii) from De�nition 3.2.19. Condition (iii) is satis�ed if
and only if the Schouten bracket of π with itself vanishes, i.e., [π, π] = 0.
Similar to symplectic manifolds, Poisson manifolds (M, {·, ·}) come with a mu-
sical map # : T ∗M → TM . It is de�ned by #(α) := ιαπ. However, # is usually
not an isomorphism. The image of # is a distribution on M whose rank is, in
general, non-constant. By Condition (iii), the distribution im # is involutive.
Thus, the leaves of im # are immersed submanifolds of M due to the general-
ized Frobenius theorem. They also carry a symplectic structure. To see this,
let L ⊂ M be a leaf of im # and p ∈ L be a point. The tangent space TpL is
equal to im #p, hence, we can de�ne ω ∈ Ω2(L) by:

ωp(#p(α),#p(β)) := πp(α, β) ∀α, β ∈ T ∗pM ∀p ∈M.

ω is well-de�ned, since we have α − α′ ∈ ker #p if #p(α) = #p(α
′) which

implies πp(α, ·) = πp(α
′, ·). By construction, ω is non-degenerate. Also, one

easily veri�es that ω is smooth. Furthermore, a straightforward, but tedious
computation reveals that ω is closed proving that ω is a symplectic form on L.
This gives us the following proposition:

Proposition 3.2.20. Let (M, {·, ·}) be a Poisson manifold with induced dis-
tribution im #. Then, im # is involutive and the leaves of im # are immersed
symplectic submanifolds of M .
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Note that the distribution im # coincides with the entire tangent bundle TM
if # is an isomorphism. In this case, the leaves of im # are the connected
components of M and the Poisson bracket {·, ·} agrees with the Poisson bracket
induced by the symplectic structure on M . In this sense, we can interpret
Poisson manifolds as a generalization of symplectic manifolds.
We now turn our attention to the most classical example of Poisson manifolds:

Proposition 3.2.21. Let (g, [·, ·]) be a real Lie algebra and g∗ its dual. Then,
g∗ carries a canonical Poisson bracket de�ned by:

{F,G}(α) := α ([dFα, dGα]) ,

where F,G ∈ C∞(g∗), α ∈ g∗, and we use the canonical identi�cations
T ∗αg

∗ ∼= g∗∗ ∼= g.

Proof. Condition (i) and (ii) of De�nition 3.2.19 are easily checked. To verify
Condition (iii), we �rst note that the Jacobi identity of the Lie bracket [·, ·]
implies the Jacobi identity of the Poisson bracket {·, ·} for linear functions on g∗.
Together with Condition (ii), this shows that the Jacobi identity also holds for
polynomials on g∗. Now observe that the Jacobi identity only involves nested
Poisson brackets of the form {{F,G}, H} and that such terms only contain
derivatives up to second order. Thus, we can replace the functions on g∗ by their
second-order Taylor expansion to verify the Jacobi identity. Since these are just
polynomials, the Jacobi identity is ful�lled for all functions on g∗ concluding
the proof.

Our next task is to determine the symplectic leaves of the distribution induced
by the Poisson structure on g∗. To do so, we �rst need to compute the musical
map #. As {F,G}(α) only depends on the di�erentials dFα and dGα, it su�ces
to evaluate the Poisson bracket only for linear functions on g∗ in order to calcu-
late #. For v ∈ g, we de�ne the linear function Fv ∈ C∞(g∗) by Fv(α) := α(v).
Then:

{Fv, Fw}(α) = α([v, w]) ∀v, w ∈ g ∀α ∈ g∗.

Hence, the musical map #α : g ∼= T ∗αg
∗ → g∗ ∼= Tαg

∗ amounts to:

#α(v) = α ◦ adv =: − ad∗v(α) = ad∗−v(α) ∀v ∈ g.

Now assume that g is the Lie algebra of a Lie group G. The Lie group G acts
on its dual Lie algebra g∗ by the coadjoint representation, i.e.:

Ad∗(g)α := α ◦Ad(g−1) ∀g ∈ G∀α ∈ g∗.

We now associate a fundamental vector �eld X∗v on g∗ to every vector v ∈ g:

X∗v (α) :=
d

dt

∣∣∣∣
t=0

Ad∗(exp(tv))α = −α ◦ adv = ad∗v(α) ∀α ∈ g∗.

Similar to the adjoint case, the fundamental vector �elds X∗v span the tangent
spaces of the coadjoint orbits of G. Moreover, the last equations reveal that
#(v) is the fundamental vector �eld X∗−v. Hence, the distribution im # consists
of the tangent spaces of the coadjoint orbits and its symplectic leaves are the
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connected components of the coadjoint orbits. The symplectic form on the
leaves is called the Kirillov-Kostant-Souriau form ωKKS. On a coadjoint
orbit O∗ ⊂ g∗, it is given by:

ωKKS,α(X∗v (α), X∗w(α)) = α([v, w]) ∀α ∈ O∗ ∀v, w ∈ g, (3.8)

where we identify TαO∗ with the span of the fundamental vector �elds.
Before we conclude this subsection, we quickly observe that ωKKS is G-invariant:

ωKKS,Ad∗(g)α (Ad∗(g)(ad∗v α),Ad∗(g)(ad∗w α))

= ωKKS,Ad∗(g)α

(
ad∗Ad(g)v(Ad∗(g)α), ad∗Ad(g)w(Ad∗(g)α)

)
= (Ad∗(g)α) ([Ad(g)v,Ad(g)w]) = α

(
Ad(g−1)[Ad(g)v,Ad(g)w]

)
= α([v, w]) = ωKKS,α(ad∗v α, ad∗w α),

where we used Equation (3.1) to get from line 1 to 2 and from line 3 to 4.
The following lemma summarizes our �ndings:

Lemma 3.2.22 (Canonical symplectic structure). Let G be a Lie group with
dual Lie algebra g∗ and let O∗ ⊂ g∗ be a coadjoint orbit of G. Then,
O∗ ⊂ g∗ is an immersed submanifold and carries a canonical G-invariant sym-
plectic structure given by the Kirillov-Kostant-Souriau form ωKKS.

Semi-Kähler Structure of (Co)Adjoint Orbits

The main goal of Section 3.2 and especially this subsection is to construct semi-
Kähler structures on (co)adjoint orbits. Simply put, a semi-Kähler manifold is
a Kähler manifold whose Kähler metric does not need to be positive de�nite (cf.
Appendix C for details):

De�nition 3.2.23 (Semi-Kähler manifolds). A pre-semi-Kähler manifold is
a triple (M,ω, J) where M2n is a smooth manifold and the tensors ω ∈ Ω2(M)
and J ∈ Γ End(TM) satisfy:

(i) ω is non-degenerate, i.e., ωnp 6= 0 for all p ∈M ,

(ii) J is an almost complex structure, i.e., J2
p = − idTpM for all p ∈M ,

(iii) ω and J are compatible in the sense that ω(J ·, J ·) = ω.

We drop the pre�x �pre� if ω is closed and J is integrable, i.e., if (M,ω, J)
satis�es the integrability conditions dω = 0 and NJ = 0.
We drop the pre�x �semi� if the semi-Riemannian metric g := ω(·, J ·) is positive
de�nite.

We are now ready to formulate the central theorem of Section 3.2:

Theorem 3.2.24 (Semi-Kähler structures on (co)adjoint orbits). LetG be a Lie
group with Lie algebra g, dual Lie algebra g∗, and Ad-invariant, non-degenerate
scalar product 〈·, ·〉 on g. Further, let O ⊂ g be a skew-symmetric adjoint orbit
of G. Then, O ⊂ g is an immersed submanifold and carries a G-invariant semi-
Kähler structure. Its complex structure J is the canonical complex structure
on skew-symmetric adjoint orbits. If we identify O via 〈·, ·〉 with the coadjoint
orbit O∗ ⊂ g∗, its symplectic form becomes the Kirillov-Kostant-Souriau form
ωKKS. Moreover, O is Kähler if 〈·, ·〉 is positive de�nite.
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We have already investigated the complex structure on skew-symmetric adjoint
orbits and the symplectic structure on coadjoint orbits. The only missing ingre-
dient for Theorem 3.2.24 is the relation between adjoint and coadjoint orbits.
In our setup, we link adjoint and coadjoint orbits by an Ad-invariant, non-
degenerate scalar product 〈·, ·〉 (cf. Section 3.1, in particular De�nition 3.1.6
and Equation (3.3)):

Proposition 3.2.25 (O ∼= O∗ via 〈·, ·〉). Let G be a Lie group with Lie
algebra g and dual Lie algebra g∗. Further, let 〈·, ·〉 : g × g → R be an Ad-
invariant, non-degenerate scalar product, i.e.:

〈Ad(g)v,Ad(g)w〉 = 〈v, w〉 ∀g ∈ G∀v, w ∈ g.

Then, the map b : g → g∗, w 7→ 〈w, ·〉 restricts to an Ad-Ad∗-equivariant
di�eomorphism from adjoint to coadjoint orbits.

Proof. Clearly, the map b : g → g∗ is a di�eomorphism. Ad-invariance of 〈·, ·〉
implies Ad-Ad∗-equivariance of b:

b ◦Ad(g) = Ad∗(g) ◦ b ∀g ∈ G.

Now let O ⊂ g be an adjoint orbit of G and w ∈ O a point. Denote the
coadjoint orbit through b(w) byO∗ ⊂ g∗. Since b is Ad-Ad∗-equivariant, we have
b(O) ⊂ O∗ and b−1(O∗) ⊂ O. This implies b(O) = O∗. As O ⊂ g and O∗ ⊂ g∗

are immersed submanifolds, the maps b|O : O → O∗ and b−1|O∗ : O∗ → O are
smooth and, hence, di�eomorphisms.

Remark 3.2.26. The Ad-invariance of 〈·, ·〉 directly infers the skew-symmetry
of adw with respect to 〈·, ·〉 (cf. Equation (3.4)):

〈adw u, v〉 = −〈u, adw v〉 ∀u, v, w ∈ g.

A consequence of this observation is that every element w ∈ g is skew-symmetric
if 〈·, ·〉 is positive de�nite (cf. the beginning of Section 3.2, in particular De�-
nition 3.2.1). However, this relation breaks down for inde�nite scalar products.
As a counterexample, consider the Minkowskian metric 〈·, ·〉 on R2 given by

〈ej , ek〉 = (δ1j − δ2j)δjk in standard basis and the matrix A =

(
0 1
1 0

)
. A is

skew-symmetric with respect to 〈·, ·〉, nevertheless, the eigenvalues of A are ±1
and, thus, real.

To obtain a semi-Kähler structure, we can use 〈·, ·〉 to either transfer J from O
to O∗ or pull back ωKKS on O∗ to O. The two semi-Kähler manifolds found this
way are isomorphic which is why we focus our attention on the adjoint orbit O
for the remainder of Section 3.2. Pulling back ωKKS to O yields the form ω:

Proposition 3.2.27. Let G be a Lie group with Lie algebra g and Ad-invariant,
non-degenerate scalar product 〈·, ·〉 on g. Further, let O ⊂ g be an adjoint orbit
of G. Then, the symplectic form ω := b∗ωKKS on O is given by

ωw(Xu(w), Xv(w)) = 〈w, [u, v]〉 ∀w ∈ O ∀u, v ∈ g,

where b is the musical map induced by 〈·, ·〉 and Xu(w) := adu w.
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Proof. The skew-symmetry of adu implies:

b(Xu(w)) = 〈adu w, ·〉 = −〈w, adu ·〉 = ad∗u b(w) = X∗u(b(w)) ∀u,w ∈ g.

Thus, we obtain:

ωw(Xu(w), Xv(w)) = ωKKS,b(w)(b(Xu(w)), b(Xv(w)))

= ωKKS,b(w)(X
∗
u(b(w)), X∗v (b(w)))

= b(w) ([u, v]) = 〈w, [u, v]〉 .

We now have all tools at hand to prove Theorem 3.2.24:

Proof of Theorem 3.2.24. We only need to show the ω-compatibility of J and,
for positive de�nite 〈·, ·〉, the positive de�niteness of g := ω(·, J ·).
ω = ω(J ·, J ·) is equivalent to ω(J ·, ·) = −ω(·, J ·). To verify the last equation,
we evaluate ωw(JwXu, Xv). Since w ∈ O is skew-symmetric, g decomposes into
ker adw and the spaces Eµ for µ > 0. If u or v is an element of ker adw, we have:

ωw(JwXu, Xv) = 0 = −ωw(Xu, JwXv).

Let us now assume u ∈ Eλ and v ∈ Eµ. As in the proof of Proposition 3.2.16,
we have JwXu = XJwu, thus:

ωw(JwXu, Xv) = ωw(XJwu, Xv) = 〈w, [Jwu, v]〉 . (3.9)

Next, consider the expression:

su,v := [Jwu, v] + [u, Jwv].

We want to show that su,v lies in im adw. To achieve that, we distinguish two
cases: If λ = µ, we �nd:

su,v =
1

µ
([adw u, v] + [u, adw v]) =

1

µ
adw[u, v],

where we exploited Equation (3.2). If λ 6= µ, we �rst note that it su�ces to
prove [Eλ, Eµ] ⊂ im adw in order to show su,v ∈ im adw, since Jw(Eλ) ⊂ Eλ
and Jw(Eµ) ⊂ Eµ. To show [Eλ, Eµ] ⊂ im adw, we recall the decomposition:

Eλ,C = Eiλ ⊕ E−iλ, Eµ,C = Eiµ ⊕ E−iµ.

Exploiting Equation (3.2) now yields:

adw[u, v] = [adw u, v] + [u, adw v] = i(λ+ µ)[u, v] ∀u ∈ Eiλ ∀v ∈ Eiµ

implying that [Eiλ, Eiµ] is zero or contained in the eigenspace Ei(λ+µ). In
both cases, [Eiλ, Eiµ] is a subset of im adw. Similarly, one can show that
[E−iλ, Eiµ], [Eiλ, E−iµ], and [E−iλ, E−iµ] are subspaces of im adw. This proves
[Eλ, Eµ] ⊂ im adw and, therefore, su,v ∈ im adw.
We can infer from su,v ∈ im adw that w and su,v are orthogonal:

〈w, adw ξ〉 = −〈adw w, ξ〉 = 0 ∀ξ ∈ g,



102 CHAPTER 3. KÄHLER DUALITY

where we employed Equation (3.4). 〈w, su,v〉 = 0 implies:

〈w, [Jwu, v]〉 = −〈w, [u, Jwv]〉

Combining the last equation with Equation (3.9) yields:

ωw(JwXu, Xv) = 〈w, [Jwu, v]〉 = −〈w, [u, Jwv]〉
= −ωw(Xu, JwXv)

showing the ω-compatibility of J .
If 〈·, ·〉 is positive de�nite, (O, ω, J) is even a Kähler manifold. To see that, we
�rst rewrite ω:

ωw(Xu, Xv) = 〈w, [u, v]〉 = 〈w, adu v〉 = 〈adu w,−v〉 = 〈Xu,−v〉 ∀u, v ∈ g.

We can now express g := ω(·, J ·) as:

gw(Xu, Xv) = ωw(Xu, JwXv) = ωw(Xu, XJwv)

= 〈Xv,−Jwv〉 =
〈Xu, Xv〉

µ
∀u ∈ g ∀v ∈ Eµ.

Since gw is symmetric, the last equation shows that the spaces Eµ are orthogonal
with respect to gw and that, restricted to Eµ, µgw coincides with 〈·, ·〉. In
particular, gw is positive de�nite if 〈·, ·〉 is positive de�nite.

Remark 3.2.28. The signature of gw is determined by the signature of 〈·, ·〉
restricted to im adw, as the previous proof shows. In general, 〈·, ·〉 does not
need to be positive de�nite on im adw. This occurs, for example, in the case of
complex reductive groups (cf. Section 3.3).

Before we end the discussion of semi-Kähler structures on (co)adjoint orbits, we
add some comments regarding the uniqueness of those structures. In [Bes07],
it is shown that every G-invariant, closed two-form on an adjoint orbit O of a
compact Lie group G is the image of an Ad-equivariant map16 s : O → g by
transgression and vice versa. This means that the set of G-invariant, closed
two-forms is equal to the set of forms ωs de�ned as follows:

ωs,w(Xu, Xv) := 〈s(w), [u, v]〉 ∀w ∈ O ∀u, v ∈ g,

where 〈·, ·〉 is a �xed, Ad-invariant, positive de�nite scalar product and s is a
map from O to g satisfying s(Ad(g)w) = Ad(g)s(w) for all g ∈ G and w ∈ O.
Furthermore, it is proven in [Bes07] that every form ωs is compatible with the
canonical complex structure J in the sense that the equation ωs(J ·, J ·) = ωs
holds. If s is chosen such that ωs is non-degenerate, (O, ωs, J) forms a semi-
Kähler manifold. It is Kähler if 〈dsw·, ·〉 restricted to im adw is positive de�nite.
This observation follows from a calculation similar to the one at the end of the
proof of Theorem 3.2.24. Simply put, the forms17 ωs exhaust all G-invariant

16Note that, in [Bes07], the maps s are denoted by σ and assumed to be G-invariant sections
of the vector bundle s → O, where the �ber sw is the center of ker adw for every w ∈ O. As
we will see, every map s : O → g satisfying s(Ad(g)w) = Ad(g)s(w) for all g ∈ G and w ∈ O
automatically ful�lls these criteria.
17The form ω from Proposition 3.2.27 is the image of the map s(w) := w by transgression.

If ω′ is the pullback of ωKKS with respect to another Ad-invariant scalar product 〈·, ·〉′, then
ω′ is the image of s = # ◦ b′ by transgression.
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semi-Kähler structures on O with complex structure J .
If we allow G to be non-compact and assume that 〈·, ·〉 is only a non-degenerate,
Ad-invariant scalar product, then the image ωs of an Ad-equivariant map
s : O → g is still G-invariant, as one easily checks. One can perform the
same computation as in the compact case (cf. Lemma 8.67 and 8.68 in [Bes07])
to show that ωs is also closed. Replacing ω with ωs in the proof of Theorem
3.2.24 reveals that ωs further satis�es ωs(J ·, J ·) = ωs. Indeed, the only vital in-
gredient for that proof is s(w) ∈ ker adw for all w ∈ O. This property, however,
is an immediate consequence of the Ad-equivariance of s: Taking the derivative
of Ad(g)s(w) = s(Ad(g)w) with respect to g gives us:

adu s(w) = dsw(adu w) ∀u ∈ g ∀w ∈ O.

For u = w, this yields adw s(w) = 0 and, therefore, s(w) ∈ ker adw. In fact, we
�nd adu s(w) = 0 for all u ∈ ker adw which implies that s(w) lies in the center
sw of the Lie subalgebra ker adw ⊂ g.
Combining these results, we �nd that, as in the compact case, (O, ωs, J) is
semi-Kähler if ωs is non-degenerate and Kähler if 〈dsw·, ·〉 restricted to im adw
is positive de�nite. The only di�erence between the compact and non-compact
case is that we do not know whether the forms ωs exhaust all G-invariant,
closed two-forms and, therefore, all G-invariant semi-Kähler structures on O
with complex structure J . In the compact case, the proof of this fact requires
an in-depth analysis of the root system which may not apply to non-compact
groups.
To conclude this part, we collect our �ndings in the following theorem:

Theorem 3.2.29 (Uniqueness of G-invariant semi-Kähler structures). Let G
be a Lie group with �xed Ad-invariant, non-degenerate scalar product 〈·, ·〉 on
its Lie algebra g and skew-symmetric adjoint orbit O ⊂ g. Further, let J be the
canonical complex structure on O. For any Ad-equivariant map s : O → g, the
image ωs of s by transgression, i.e.

ωs,w(Xu, Xv) := 〈s(w), [u, v]〉 ∀w ∈ O ∀u, v ∈ g,

is a closed, G-invariant two-form on O. (O, ωs, J) is a semi-Kähler manifold if
ωs is non-degenerate and a Kähler manifold if 〈dsw·, ·〉 restricted to im adw is
positive de�nite. If G is compact, the forms ωs exhaust all closed, G-invariant
two-forms and all G-invariant semi-Kähler structures on O with complex struc-
ture J .

Application: Compact Lie Groups

In the last subsection of Section 3.2, we cross-check our construction against
[Bes07] by applying Theorem 3.2.24 to compact Lie groups. Our goal is to
prove the following theorem (cf. [Bes07]):

Theorem 3.2.30 (Kähler structures on (co)adjoint orbits). Let G be a compact
Lie group with Lie algebra g and dual Lie algebra g∗. Further, let O ⊂ g be
an adjoint orbit of G and O∗ ⊂ g∗ a coadjoint orbit of G. Then, O ⊂ g and
O∗ ⊂ g∗ are embedded submanifolds and carry G-invariant Kähler structures.
The complex structure of O and the symplectic structure of O∗ are the canonical
ones of adjoint and coadjoint orbits, respectively.
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Proof. To obtain Theorem 3.2.30 from Theorem 3.2.24, we need to answer the
following questions for compact Lie groups:

1. Why are all (co)adjoint orbits embedded submanifolds?

2. Why are all adjoint orbits skew-symmetric?

3. Why does the Lie algebra always admit an Ad-invariant metric?

4. Why are the orbits not only semi-Kähler, but also Kähler manifolds?

The �rst question is pretty easy to answer: By Lemma 3.1.13, the maps
G/Gw0

→ g, [g] 7→ Ad(g)w0 and G/Gα0
→ g∗, [g] 7→ Ad∗(g)α0 are injec-

tive immersions with image O and O∗, respectively. Since G is compact, the
quotients G/Gw0

and G/Gα0
are compact as well. Thus, the maps G/Gw0

→ g
and G/Gα0 → g∗ are proper. It is a standard result from di�erential geometry
that proper injective immersions are embeddings answering the �rst question.
The remaining questions can be answered all at once: By Remark 3.2.26 and
Theorem 3.2.24, the existence of an Ad-invariant, positive de�nite scalar prod-
uct 〈·, ·〉 guarantees that every orbit is skew-symmetric and that the associated
semi-Kähler structure is Kähler. The existence of 〈·, ·〉 is ensured by Proposition
3.2.31.

To construct the desired scalar product, we use a standard trick from repre-
sentation theory. We turn any positive de�nite scalar product on g into an
Ad-invariant scalar product by averaging over G:

Proposition 3.2.31. Let G be a compact Lie group with Lie algebra g and
positive de�nite scalar product 〈·, ·〉 on g. Then, the averaged scalar product
〈·, ·〉G de�ned by

〈u, v〉G :=
1

volG

∫
G

〈Ad(g)u,Ad(g)v〉 dµG(g) ∀u, v ∈ g

is an Ad-invariant, positive de�nite scalar product on g, where dµG is the Haar
measure on G and volG is the volume of G with respect to the Haar measure.

Proof. 〈·, ·〉G is clearly a positive de�nite scalar product. We only need to check
that 〈·, ·〉G is Ad-invariant. We compute:

〈Ad(g)u,Ad(g)v〉G =
1

volG

∫
G

〈Ad(g′g)u,Ad(g′g)v〉 dµG(g′)

=
1

volG

∫
G

〈Ad(h)u,Ad(h)v〉 dµG(hg−1)

=
1

volG

∫
G

〈Ad(h)u,Ad(h)v〉 dµG(h)

= 〈u, v〉G ∀g ∈ G∀u, v ∈ g,

where we set h = g′g and used the fact that the Haar measure on a compact
Lie group is right invariant.
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3.3 Holomorphic Semi-Kähler Structure of Com-

plex Coadjoint Orbits

As demonstrated in Section 3.2, the skew-symmetric orbits of a Lie group G
admitting a bi-invariant metric carry G-invariant semi-Kähler structures. The
goal of this section is to show that the semi-Kähler structures are even holomor-
phic18 if G is a complex Lie group. We especially investigate the situation where
G is the complexi�cation of a real Lie group GR with bi-invariant metric and
skew-symmetric orbit. In this case, the holomorphic semi-Kähler structure nat-
urally comes with a real structure19 whose real form consists of skew-symmetric
orbits of GR. Examples of such G include complex reductive groups, i.e., com-
plex Lie groups with compact real forms.
Section 3.3 is split up into three parts: The �rst part o�ers a short explanation
of the most important objects we use throughout the section, particularly holo-
morphic semi-Kähler structures and complex Lie groups. In the second part, we
construct holomorphic semi-Kähler structures on skew-symmetric orbits of com-
plex Lie groups G admitting a bi-invariant metric (Theorem 3.3.4 and Corollary
3.3.7). Lastly, we consider the special case of G being the complexi�cation of a
real group GR (Theorem 3.3.11 and Corollary 3.3.13) and apply the results to
complex reductive groups (Corollary 3.3.14).

Preliminaries

This subsection introduces the concepts relevant to Section 3.3, especially holo-
morphic semi-Kähler manifolds and complex Lie groups. A detailed account of
these notions can be found in Appendix C and Appendix H.
Let us begin with holomorphic semi-Kähler manifolds:

De�nition 3.3.1 (Holomorphic semi-Kähler manifolds). A complexi�ed pre-
semi-Kähler manifold is a collection (X,ω, J, I) where X4n is a smooth man-
ifold and the tensors ω ∈ Ω2(X) and I, J ∈ Γ End(TX) satisfy:

(i) (X,ω, J) is a pre-semi-Kähler manifold,

(ii) I is an almost complex structure, i.e., I2
p = − idTpX for all p ∈ X,

(iii) I is anticompatible with ω and commutes with J :

ω(I·, I·) = −ω and IJ = JI.

We say that (X,ω, J, I) is holomorphic instead of complexi�ed if I is integrable

and Ω := ω − iω(I·, ·) as well as J viewed as a section20 of End(T
(1,0)
I X) is

holomorphic. We drop the pre�x �pre� if (X,ω, J) is semi-Kähler.

Here, the pre�x �semi� has a slightly di�erent meaning than for semi-Kähler
manifolds. To give a precise explanation, we �rst need to de�ne real structures21

on holomorphic semi-Kähler manifolds:

18Confer De�nition 3.3.1 or Appendix C.
19Confer De�nition 3.3.2 or Appendix C.
20Here, the subscript indicates that the decomposition TCX = T (1,0)X ⊕ T (0,1)X is under-

stood with respect to I.
21The general notion of real structures on complex manifolds is discussed in Appendix A.
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De�nition 3.3.2 (Real structure of Kähler manifolds). Let (X,ω, J, I) be a
complexi�ed pre-semi-Kähler manifold. A real structure σ on (X,ω, J, I) is a
smooth involution on X satisfying:

(i) σ preserves ω, i.e., σ∗ω = ω,

(ii) σ is J-holomorphic, i.e., J ◦ dσ = dσ ◦ J ,

(iii) σ is I-antiholomorphic, i.e., I ◦ dσ = −dσ ◦ I.

The �xed point set M := Fixσ is called real form. M is nice if it meets every
connected component of X. We drop the pre�x �semi� if g := ω(·, J ·) restricts
to a Riemannian metric on a non-empty real form M .

As the name suggests, the real form M of a complexi�ed pre-semi-Kähler
manifold X is a pre-semi-Kähler manifold (cf. Appendix C). Per de�nition,
M is pre-Kähler if and only if X is a complexi�ed pre-Kähler manifold.
Next, we introduce the concept of complex Lie groups: A complex Lie group is
a Lie group equipped with a complex structure such that the group operations
(left and right multiplication as well as inversion) are holomorphic. It turns
out that all constructions and results from Section 3.1 �adapt properly to the
complex setup�: The associated geometrical objects (Lie algebra, (co)tangent
bundle, (co)adjoint orbit, and so on) naturally inherit a complex structure from
the underlying complex Lie group. The maps constructed in Section 3.1 are com-
patible with these complex structures in a suitable sense, for instance the Lie
bracket [·, ·] is C-bilinear, the exponential map exp is holomorphic, the adjoint
action Ad(g) commutes with the complex structure on g and is holomorphic in
g, and so on.
Similar to Kähler manifolds, Lie groups may also possess real structures:

De�nition 3.3.3 (Real structure of Lie groups). Let G be a complex Lie group.
A real structure on G is an antiholomorphic involution σ : G → G which is
also a group homomorphism. Its �xed point set GR := Fixσ is called real form.
We say GR is nice if GR meets every connected component of G. In this case,
we call G a complexi�cation of GR. A complex Lie group is called reductive
if it admits a nice compact real form.

The real form GR of a complex Lie group G is itself a Lie group with dimension
dimRGR = dimCG (cf. Appendix H). Most real Lie groups GR admit a spe-
cial kind of complexi�cation, the universal complexi�cation. The universal
complexi�cation G of a Lie group GR is de�ned by the universal property that
every Lie group homomorphism f : GR → H into a complex Lie group H can
be uniquely extended to a complex Lie group homomorphism F : G → H. As
a universal object, G is unique up to isomorphisms. It is a well-established
fact that every compact Lie group GR possesses a universal complexi�cation G
constructed via the polar decomposition (cf. [Bum04] and Lemma 3.4.19).

Holomorphic Semi-Kähler structure of (Co)Adjoint Orbits

The main goal of this part is to show Theorem 3.3.4 which states that the semi-
Kähler structures on adjoint orbits of complex Lie groups are holomorphic:
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Theorem 3.3.4 (Holomorphic semi-Kähler structure on adjoint orbits). Let
G be a Lie group that satis�es the conditions of Theorem 3.2.24, i.e., G ad-
mits a bi-invariant semi-Riemannian metric and a skew-symmetric adjoint orbit
O ⊂ g. Denote the G-invariant semi-Kähler structure onO from Theorem 3.2.24
by (O, ω, J). If G is a complex Lie group with complex structure I, then
(O, ω, J, Ie)22 is a G-invariant holomorphic semi-Kähler manifold.

Remark 3.3.5. Of course, a similar result holds for suitable coadjoint orbits.

Proof. Evaluating the complex structure I of G at the neutral element e ∈ G
gives us a complex structure on the Lie algebra (g, [·, ·]). Restricting Ie to
im adw ∼= TwO allows us to view Ie as a section of End(TO). Clearly, this
section is an almost complex structure on O. As one would expect, Ie is even a
complex structure, i.e., integrable (cf. Appendix H). Moreover, Ie is G-invariant
meaning that it commutes with Ad(g) for every g ∈ G. Thus, we only need to

check three properties: Ie and J commute, J viewed as a section of End(T
(1,0)
Ie
O)

is holomorphic, and Ie is ω-anticompatible23.
To verify IeJ = JIe, we �rst recall the de�nition of J :

Jwv :=
1

µ
adw v ∀v ∈ Eµ,

where µ > 0 is the norm of a complex eigenvalue of adw, Eµ is the space
im adw ∩(Eiµ ⊕ E−iµ), and Eiµ, E−iµ are the complex eigenspaces of adw with
respect to the eigenvalues iµ,−iµ, respectively. Since Ie turns (g, [·, ·]) into a
complex Lie algebra, we have the following relation:

Ie[u, v] = [Ieu, v] = [u, Iev] ∀u, v ∈ g.

In particular, this means that Ie and adw commute. Hence, Ie maps eigenspaces
of adw to eigenspaces of adw implying Ie(Eµ) ⊂ Eµ. It is now obvious from the
de�nition of Jw that Ie and Jw also commute.
Next, we need to check that the section J ∈ End(T

(1,0)
Ie
O) is Ie-holomorphic.

This is a rather easy task: We simply note that the adjoint action of a complex
Lie group is holomorphic and repeat the proof of Proposition 3.2.8 in the com-
plex category.
Lastly, we have to consider how ω and Ie interact in order to show
ω(Ie·, Ie·) = −ω. Recall that ω is de�ned as follows:

ωw(Xu(w), Xv(w)) = 〈w, [u, v]〉 ∀w ∈ O ∀u, v ∈ g,

where Xu(w) = − adw u and Xv(w) = − adw v are the fundamental vector �elds
associated with u and v, respectively, and 〈·, ·〉 is the Ad-invariant scalar product
on g determined by the bi-invariant metric on G. We now use the fact that Ie

22For the sake of simplicity, we denote the complex structure on O by Ie, even though this
is somewhat inaccurate. The precise de�nition of the complex structure on O is given in
Appendix H and in the proof of Theorem 3.3.4.
23Precisely speaking, we also need to check that Ω := ω − iω(Ie·, ·) is Ie-holomorphic.

However, this is not necessary, since the form Ω := ω−iω(I·, ·) is automatically I-holomorphic
if ω is closed, I is integrable, and ω is anticompatible with I (cf. Theorem 2.2.16 and Remark
C.15).
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is the complex structure of the complex Lie algebra (g, [·, ·]):

ωw(IeXu(w), IeXv(w)) = ωw(XIeu(w), XIev(w))

= 〈w, [Ieu, Iev]〉
=
〈
w, I2

e [u, v]
〉

= −〈w, [u, v]〉
= −ωw(Xu(w), Xv(w)).

This shows ω(Ie·, Ie·) = −ω concluding the proof.

Let us quickly comment on one surprising fact, namely that the holomorphic
semi-Kähler manifolds (O, ω, J, Ie) and (O∗, ωKKS, b∗J, I

∗
e ) are isomorphic, even

though b : g→ g∗ is not necessarily holomorphic:

Remark 3.3.6. In Section 3.2, we have stated that the semi-Kähler structures
on O and O∗ are isomorphic. The reasoning behind this statement is that
the musical map b : g → g∗ derived from the scalar product 〈·, ·〉 gives rise to
di�eomorphisms between adjoint and coadjoint orbits. If G is a complex Lie
group, b : (O, Ie) → (O∗, I∗e ) is even a biholomorphism. To see this, observe
that the (co)adjoint action is a holomorphic and transitive action on O (O∗).
As b : O → O∗ intertwines adjoint and coadjoint action, it must be holomorphic
as well.
However, this fact does not imply that b : g → g∗ is holomorphic. Indeed, b is
holomorphic if and only if b satis�es:

b(Iev) = I∗e (b(v)) ≡ b(v) ◦ Ie ∀v ∈ g.

By unfolding the de�nition of b, we can rephrase the preceding equation as
〈Ie·, ·〉 = 〈·, Ie·〉 or, equivalently, 〈Ie·, Ie·〉 = −〈·, ·〉. One has 〈Ie·, Ie·〉 = −〈·, ·〉
if and only if 〈·, ·〉 is the real part of a C-bilinear two-form on g.
Nevertheless, not every Ad-invariant scalar product 〈·, ·〉 is the real part of a C-
bilinear two-form. To construct a counterexample, consider the case G = G′×H
where G′ is some complex Lie group admitting Ad-invariant scalar products
and H is a complex Abelian Lie group. We obtain a scalar product 〈·, ·〉 on
g = g′ ⊕ h by choosing scalar products 〈·, ·〉G′ on g′ and 〈·, ·〉H on h. If 〈·, ·〉G′
is Ad-invariant, then 〈·, ·〉 is Ad-invariant as well, since 〈·, ·〉H is automatically
Ad-invariant (the adjoint action of an Abelian group is trivial). However, 〈·, ·〉
cannot be the real part of a C-bilinear two-form if 〈·, ·〉H is not one which is
possible. We will see that 〈·, ·〉 is naturally the real part of a C-bilinear two-form
if G is a complexi�cation of a real Lie group GR.

For a real Lie group G, (O, ω, J) is not the only semi-Kähler structure we can
construct on an adjoint orbit O of G. As exempli�ed in Section 3.2, adjoint
orbits admit a large class of semi-Kähler structures where we simply replace
ω in (O, ω, J) with the image ωs of an Ad-equivariant map s : O → g by
transgression, i.e.:

ωs,w(Xu(w), Xv(w)) := 〈s(w), [u, v]〉 ∀w ∈ O ∀u, v ∈ g.

Of course, we immediately ask at this point whether (O, ωs, J, Ie) is also a holo-
morphic semi-Kähler manifold for complex Lie groups G. To answer that ques-
tion, we only need to check whether Ie is ωs-anticompatible. This is obviously
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the case:

ωs,w(IeXu(w), IeXv(w)) = ωs,w(XIeu(w), XIev(w))

= 〈s(w), [Ieu, Iev]〉
=
〈
s(w), I2

e [u, v]
〉

= −〈s(w), [u, v]〉
= −ωs,w(Xu(w), Xv(w)).

Thus, we have shown the following corollary:

Corollary 3.3.7. LetG be a Lie group admitting a bi-invariant semi-Riemannian
metric. Furthermore, let O ⊂ g be a skew-symmetric adjoint orbit of G and
s : O → g be an Ad-equivariant map. Moreover, let ωs be the closed two-
form induced by s (cf. Theorem 3.2.29). If ωs is non-degenerate and G is a
complex Lie group with complex structure I, then (O, ωs, J, Ie) is a G-invariant
holomorphic semi-Kähler manifold.

Application: Complex Reductive Groups

Let us now turn our attention to complexi�cations. We �rst want to show
Theorem 3.3.11 which, among others, states that G automatically satis�es the
conditions of Theorem 3.3.4 if G is a complexi�cation of a real Lie group GR
ful�lling the conditions of Theorem 3.2.24. Afterwards, we consider complex
reductive groups as an example of such G (Corollary 3.3.14).
To prove Theorem 3.3.11, we need to answer two questions:

(1) How does the metric on GR become a metric on G?

(2) Why are complexi�cations of skew-symmetric orbits again skew-symmetric?

Proposition 3.3.8 covers the �rst question, while Proposition 3.3.10 answers the
second one:

Proposition 3.3.8. Let G be a complex Lie group with complex structure I,
nice24 real form GR ⊂ G and Lie algebras gR ⊂ g. Further, let 〈·, ·〉R be a GR-
invariant25, non-degenerate scalar product on gR. Then, there exists a unique
G-invariant, non-degenerate scalar product 〈·, ·〉 on g which restricts to 〈·, ·〉R
on gR, satis�es 〈Ie·, Ie·〉 = −〈·, ·〉 and with respect to which the decomposition
g = gR ⊕ IegR is orthogonal.

Proof. Existence: We de�ne the scalar product 〈·, ·〉 on g = gR ⊕ IegR by:

〈u1 + Ieu2, v1 + Iev2〉 := 〈u1, v1〉R − 〈u2, v2〉R ∀u1, u2, v1, v2 ∈ gR. (3.10)

Clearly, 〈·, ·〉 restricts to 〈·, ·〉R on gR and satis�es 〈Ie·, Ie·〉 = −〈·, ·〉. It is obvious
that the decomposition g = gR ⊕ IegR is orthogonal with respect to 〈·, ·〉. Since
〈·, ·〉R is non-degenerate, 〈·, ·〉 is non-degenerate as well.
It remains to be shown that 〈·, ·〉 is G-invariant. The GR-invariance of 〈·, ·〉R
implies:

〈adw u, v〉R = −〈u, adw v〉R ∀u, v, w ∈ gR.

24Confer De�nition 3.3.3.
25We sometimes say G-invariant instead of Ad-invariant to specify the group with respect

to which the scalar product at hand is preserved.
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Recall that Ie commutes with adw for every w ∈ g. Thus, we obtain:

〈adw u, v〉 = −〈u, adw v〉 ∀w ∈ gR ∀u, v ∈ g. (3.11)

Next, we note:

adIew u = − adu Iew = −Ie adu w = Ie adw u ∀u,w ∈ g

which implies that Equation (3.11) also holds for w ∈ g = gR⊕IegR. Integrating
Equation (3.11) now gives us:

〈Ad(exp(tw))u,Ad(exp(tw))v〉 = 〈u, v〉 ∀t ∈ R ∀u, v, w ∈ g. (3.12)

Hence, 〈·, ·〉 is Ad(g)-invariant for group elements g in an open neighborhood of
e. To extend the invariance to all of G, we distinguish two cases:

Case 1: G is connected.

It is a basic fact from Lie group theory that every element g in a connected
Lie group G can written as a product of exponentials:

g = exp(w1) exp(w2) . . . exp(wn).

This decomposition now allows us to repeatedly apply Equation (3.12) to prove
that 〈·, ·〉 is G-invariant.

Case 2: G is not connected.

Denote the connected component of G containing e by G0 and the remain-
ing components by Gi. For every component Gi, �x one element gi ∈ Gi. Then,
we can write every element g ∈ G as gig0, where gi lies in the connected com-
ponent containing g and g0 is some element in G0. As we have seen in Case 1,
the scalar product 〈·, ·〉 is G0-invariant. Therefore, we only need to show that
〈·, ·〉 is invariant with respect to the �xed elements gi. For this, we use the fact
that GR is a nice real form of G. It implies that GR intersects every component
Gi non-trivially. Hence, we can chose the �xed elements gi to be contained in
GR ∩ Gi. We can directly infer from the de�nition of 〈·, ·〉 (together with the
fact that 〈·, ·〉R is GR-invariant and that Ad(g) commutes with Ie) that 〈·, ·〉 is
GR-invariant. In particular, it is invariant with respect to the �xed elements gi
proving that 〈·, ·〉 is G-invariant.

Uniqueness: Let 〈·, ·〉 be a scalar product satisfying the properties speci�ed in
Proposition 3.3.8. The decomposition g = gR ⊕ IegR is orthogonal with respect
to 〈·, ·〉, thus, we can write:

〈u1 + Ieu2, v1 + Iev2〉 := 〈u1, v1〉gR
+ 〈u2, v2〉IegR

∀u1, u2, v1, v2 ∈ gR,

where 〈·, ·〉gR
and 〈·, ·〉IegR

are scalar products on gR. The relation
〈Ie·, Ie·〉 = −〈·, ·〉 enforces 〈·, ·〉gR

= −〈·, ·〉IegR
. Because 〈·, ·〉 restricts to 〈·, ·〉R

on gR, the scalar product 〈·, ·〉gR
must coincide with 〈·, ·〉R. This shows that 〈·, ·〉

agrees with scalar product de�ned by Equation (3.10) �nishing the proof.
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Remark 3.3.9. The scalar product 〈·, ·〉 from Proposition 3.3.8 is the real part
of the non-degenerate C-bilinear two-form:

〈·, ·〉C := 〈·, ·〉 − i 〈Ie·, ·〉 .

Consequently, the signature of 〈·, ·〉 is (n, n) where n := dimR gR.

Regarding the second question, it su�ces to show that complexi�cations of diag-
onalizable linear maps with purely imaginary eigenvalues are also diagonalizable
with purely imaginary eigenvalues:

Proposition 3.3.10. Let V be a real vector space equipped with I ∈ End(V )
satisfying I2 = − idV and let VR ⊂ V be a subspace such that V = VR ⊕ I(VR).
Further, let A ∈ End(V ) be a R-linear map such that A(VR) ⊂ VR,
AI = IA, and A ∈ End(VR,C)26 is diagonalizable with pairwise distinct eigenval-

ues ±iµ1, . . . ,±iµn and eigenspaces E
VR,C
±iµ1

, . . . , E
VR,C
±iµn ⊂ VR,C (µ1, . . . , µn > 0).

Then, the complexi�cation A ∈ End(VC) is also diagonalizable with eigenval-
ues ±iµ1, . . . ,±iµn. The eigenspaces EVC

±iµ1
, . . . , EVC

±iµn ⊂ VC of A ∈ End(VC)
satisfy:

EVC
±iµj = E

VR,C
±iµj ⊕ I(E

VR,C
±iµj ) ∀j ∈ {1, . . . , n}.

Proof. If v ∈ VR,C is an eigenvector of A ∈ End(VR,C) w.r.t. the eigenvalue ±iµj ,
then v, Iv ∈ VC are eigenvectors of A ∈ End(VC) w.r.t. the same eigenvalue:

Av = ±iµjv ⇒ AIv = IAv = ±iµjIv.

Combining Proposition 3.3.8 and 3.3.10 now gives us Theorem 3.3.11:

Theorem 3.3.11 (Adjoint orbits of complexi�cations). Let G be a complex
Lie group with real structure σ and nice real form GR. Further, assume that
GR admits a bi-invariant semi-Riemannian metric and a skew-symmetric adjoint
orbit OR ⊂ gR. Denote the adjoint orbit of G containing OR by O. Then, O
admits a G-invariant holomorphic semi-Kähler structure given by (O, ω, J, Ie)
from Theorem 3.3.4 together with a compatible real structure Σ := dσe|O. If
the metric on GR is positive de�nite, (O, ω, J, Ie) forms with Σ a holomorphic
Kähler manifold.

Remark 3.3.12. Again, a similar result holds for suitable coadjoint orbits.

Proof. First, we check that we can apply Theorem 3.3.4 to G. For this, we need
to �nd an Ad-invariant scalar product on g and show that the orbit O is skew-
symmetric. By Proposition 3.3.8, the bi-invariant metric on GR or, equivalently,
the Ad-invariant scalar product on gR gives rise to a unique Ad-invariant scalar
product on g. To prove that O is skew-symmetric, we �rst note that O contains
the skew-symmetric orbit OR of GR. Thus, if we pick an element w ∈ OR ⊂ O,
the complexi�cation of adw ∈ End(gR) is diagonalizable with purely imaginary
eigenvalues. We can now apply Proposition 3.3.10 to the map adw which shows
that the complexi�cation of adw ∈ End(g) is also diagonalizable with purely

26We set VR,C := VR ⊗R C. For the sake of simplicity, we also denote the restrictions and
complexi�cations of A by A.
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imaginary eigenvalues. Hence, O contains a skew-symmetric element making O
itself skew-symmetric. With this, all conditions of Theorem 3.3.4 are satis�ed
giving us the holomorphic semi-Kähler structure (O, ω, J, Ie).
Now consider Σ. In Appendix H, we show that Σ is a real structure of the
complex manifold (O, Ie) with real form O ∩ gR. Thus, we only need to check
that Σ preserves ω and is J-holomorphic in order to prove that Σ is a real
structure of (O, ω, J, Ie). Let us �rst compute the pullback Σ∗ω:

(Σ∗ω)w (Xu(w), Xv(w)) = ωΣ(w) (dΣwXu(w), dΣwXv(w))

= ωdσew (dσeXu(w), dσeXv(w))

= ωdσew (Xdσeu(dσew), Xdσev(dσew))

= 〈dσew, [dσeu, dσev]〉
= 〈dσew, dσe[u, v]〉
= 〈w, [u, v]〉
= ωw (Xu(w), Xv(w)) ∀w ∈ O ∀u, v ∈ g,

where 〈·, ·〉 is the Ad-invariant scalar product on g. To get from Line 2 to 3 and
from Line 4 to 5, we used the fact that dσe as the di�erential of a Lie group
homomorphism is a Lie algebra homomorphism:

dσe[u, v] = [dσeu, dσev] ∀u, v ∈ g.

To get from Line 5 to 6, we exploited the fact that dσe preserves the scalar
product 〈·, ·〉. To verify this statement, recall that 〈·, ·〉 is de�ned in Proposition
3.3.8 as follows:

〈u1 + Ieu2, v1 + Iev2〉 := 〈u1, v1〉R − 〈u2, v2〉R ∀u1, u2, v1, v2 ∈ gR,

where g decomposes into gR⊕ IegR and 〈·, ·〉R is the Ad-invariant scalar product
on gR. Since dσe �xes gR and anticommutes with Ie, dσe acts on gR ⊕ IegR
as (u1, u2) 7→ (u1,−u2). It is now clear from the de�nition of 〈·, ·〉 that dσe
preserves 〈·, ·〉.
Next, we show that Σ is J-holomorphic, i.e, that dΣ commutes with J . We
again use the fact that dσe is a Lie algebra homomorphism:

dΣw ◦ adw = dσe ◦ adw = addσew ◦dσe = adΣ(w) ◦dΣw ∀w ∈ O.

The last equation states that the di�erential dΣ commutes with the (1, 1)-tensor
�eld27 w 7→ adw. In particular, dΣ preserves the �eigenbundles� Eµ of w 7→ adw.
It is now evident from the de�nition of J ,

Jwv :=
1

µ
adw v ∀v ∈ Eµ ∀ suitable µ > 0,

that dΣ also commutes with J .
Lastly, we discuss the special case of 〈·, ·〉R being positive de�nite. Our goal is
to prove that (O, ω, J, Ie) forms with Σ a holomorphic Kähler manifold in this
case. In Appendix C, we show that the real form of a holomorphic semi-Kähler
manifold is itself a semi-Kähler manifold. In our situation, the semi-Kähler
structure on the real form Fix Σ = O∩ gR coincides with the one obtained from
applying Theorem 3.2.24 to GR. If 〈·, ·〉R is positive de�nite, this semi-Kähler
structure is even Kähler concluding the proof.

27w 7→ adw is a section of End(TO) and, therefore, a (1, 1)-tensor �eld.
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Before we discuss complex reductive groups, we want to answer the question
what happens if we replace ω in Theorem 3.3.11 with the image ωs of an Ad-
equivariant map s : O → g by transgression. We expect that the resulting
holomorphic semi-Kähler structure is compatible with the real structure Σ. In-
deed, the only condition we need to check for this is that Σ also preserves ωs.
By modifying the proof of Theorem 3.3.11, we see that this is the case if s com-
mutes with dσe. It is straightforward to verify that the commutation relation
dσe ◦ s = s ◦ dσe is equivalent to s(O ∩ gR) ⊂ gR. The latter statement allows
us to view s as a complexi�cation of the GR-equivariant map sR := s|O∩gR into
gR. Together with Theorem 3.2.29, this gives us the following corollary:

Corollary 3.3.13 (Complexi�cations of transgressions). Let G be a complex
Lie group with real structure σ and nice real form GR. Further, assume that
GR admits a bi-invariant semi-Riemannian metric and a skew-symmetric adjoint
orbit OR ⊂ gR. Denote the adjoint orbit of G containing OR by O. Now let
s : O → g be an Ad-equivariant map satisfying s(O ∩ gR) ⊂ gR. If ωs from
Theorem 3.2.29 is non-degenerate, then (O, ωs, J, Ie) is a G-invariant holomor-
phic semi-Kähler manifold compatible with the real structure Σ := dσe|O. If
〈dsR,w·, ·〉R restricted to im adw is positive de�nite, (O, ωs, J, Ie) forms with Σ
a holomorphic Kähler manifold.

Let us now apply Theorem 3.3.11 to complex reductive groups, i.e. complex Lie
groups with nice compact real form:

Corollary 3.3.14 ((Co)Adjoint orbits of complex reductive groups). Let G be
a complex reductive group with real form GR, Lie algebras gR ⊂ g, and dual Lie
algebras28 g∗R ⊂ g∗. Further, let O ⊂ g be an adjoint orbit of G and O∗ ⊂ g∗

a coadjoint orbit of G such that O ∩ gR 6= ∅ 6= O∗ ∩ g∗R. Then, O and O∗
carry G-invariant holomorphic Kähler structures. The �rst complex structure
(J) of O and the symplectic structure of O∗ are the canonical ones of adjoint
and coadjoint orbits, respectively. The second complex structure (I) of O and
O∗ is the canonical one induced by the complex structure of G.

Proof. It su�ces to show that the conditions of Theorem 3.3.11 are satis�ed,
i.e., that. . .

(i) . . . GR admits a bi-invariant Riemannian metric,

(ii) . . .O (O∗) contains a skew-symmetric29 orbit of GR.

Condition (i): In Section 3.2, we have shown that every compact Lie group
admits a bi-invariant Riemannian metric (cf. Proposition 3.2.31), so this also
holds for the compact group GR.
Condition (ii): As O (O∗) intersects gR (g∗R) non-trivially, O (O∗) contains
an orbit of the compact group GR. We have shown in Section 3.2 that every
(co)adjoint orbit of a compact Lie group is skew-symmetric concluding the proof.

Remark 3.3.15. Obviously, Corollary 3.3.14 is still true if we replace the sym-
plectic form ω by the image ωs of an Ad-equivariant map s : O → g by trans-
gression where s satis�es s(O ∩ gR) ⊂ gR (cf. Corollary 3.3.13).

28g∗R is the space of all linear maps g = gR ⊕ IegR → R that vanish on IegR.
29We say a coadjoint orbit is skew-symmetric if it is isomorphic to a skew-symmetric adjoint

orbit via an Ad-invariant scalar product.
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3.4 Kähler Duality

It is known since the 90s that coadjoint orbits of semisimple complex reductive
groups G are not only Kählerian, but also admit the structure of a Hyperkähler
manifold30. As in the Kähler case, the Hyperkähler structure is not unique and
depends on certain choices31. The existence of these Hyperkähler structures
is remarkable, especially because their underlying orbits also possess a family
of holomorphic Kähler structures, as we have seen in Section 3.3. If a space
admits a family of both Hyperkähler and holomorphic Kähler structures in a
somewhat natural way, we say this space exhibits Kähler duality. In that
regard, coadjoint orbits are an example of Kähler duality.
If we encounter such a rich and powerful structure like Kähler duality, we are
naturally drawn to the question whether this structure is just coincidental or
originates from some deeper and hidden theory. We conjecture that the Kähler
duality of coadjoint orbits can be traced back to double cotangent bundles.
Precisely speaking, we claim that double cotangent bundles admit a family of
Hyperkähler and holomorphic Kähler structures and that, for Lie groups, these
Kähler structures become, via a suitable reduction process (cf. Appendix J),
the previously mentioned Kähler structures on coadjoint orbits.
The main goal of Section 3.4 is to construct the two di�erent kinds of Kähler
structures on double cotangent bundles. The following diagram illustrates the
idea behind the procedure:

Hyperk. (T ∗M, gT∗M ) (T ∗(T ∗M),−ωcan, φ
∗
1JgT∗M , T

∗Jg)

(M, g)

Holo. K. (T ∗M, gC) (T ∗(T ∗M),−ωcan, φ
∗
2JgC , T

∗Jg)

Stenzel

Ste
nze

l

Complexi�cation
Stenzel

Our construction is based on Stenzel's theorem (cf. Theorem 3.4.6) which states
that the cotangent bundle T ∗M of a Riemannian manifold (M, g) admits a
canonical Kähler structure (T ∗M,−ωcan, Jg). Here, Jg is the complex structure
adapted to g (cf. De�nition 3.4.1). As shown in the diagram above, the plan is
to apply Stenzel's theorem to two natural metrics on T ∗M : One is the Kähler
metric gT∗M := −ωcan(·, Jg·) coming from Stenzel's theorem, the other metric gC
is the complexi�cation of g. For this idea to work, the complex structures JgT∗M
and JgC need to be twisted with di�eomorphisms φ1, φ2 : T ∗(T ∗M)→ T ∗(T ∗M)
to ensure the right commutation relations (cf. Conjecture 3.4.9).
Section 3.4 is divided into four subsections: First, we summarize the history of

30Here, a complex reductive group G denotes the universal complexi�cation of its compact
real form GR (cf. De�nition 3.3.3 and the remarks afterwards). The Hyperkähler structures
on coadjoint orbits were �rst discovered by Kronheimer (cf. [Kro90]) and later generalized by
Kovalev (cf. [Kov96]). A sketch of their construction can be found in Appendix I.
31These dependencies include the choice of a triple (τ1, τ2, τ3) of Lie algebra elements and

the choice of a homomorphism ρ (cf. [Kro90] and [Kov96] for details on (τ1, τ2, τ3) and ρ). To
the best of the author's knowledge, the Hyperkähler structures in question should also depend
on the choice of an Ad-invariant scalar product 〈·, ·〉R, as explained in Appendix I. However,
this dependence is nowhere explicitly mentioned.
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Kähler structures on cotangent bundles. The purpose of this part is to provide
historical context and explain which results are already known. Afterwards,
we prove Stenzel's theorem. During this process, we introduce the notion of
adapted complex structures. In the third subsection, we discuss the main re-
sult of Section 3.4: We show � barring a complete proof for the commutation
relations (cf. Conjecture 3.4.9) � that double cotangent bundles exhibit Kähler
duality (cf. Theorem 3.4.13). Lastly, we apply Theorem 3.4.13 to compact Lie
groups M = GR with bi-invariant metrics g resulting in a family of Hyperkähler
and holomorphic Kähler structures on T ∗G, where G is the universal complex-
i�cation of GR (cf. Theorem 3.4.21). We conjecture that one can reduce these
structures to similar structures on coadjoint orbits of G (cf. Conjecture 3.4.22
and Appendix J).

Historical Background

Our story begins in the late 80s when Matthew B. Stenzel started working
on his PhD thesis under the supervision of his advisor Victor W. Guillemin.
They tackled the question whether the cotangent bundle T ∗M of a real-analytic
Riemannian manifold (M, g) admits a unique complex structure Jg such that
(T ∗M,−ωcan = −dλcan)32 becomes a Kähler manifold with Kähler potential
Ug(α) := g∗(α, α), where g∗ is the metric dual to g. It was known at that
time that every real-analytic manifold M can be embedded33 as a totally real
submanifold (cf. Appendix A) into a complex manifold X and that one can
choose X to be the cotangent bundle of M , where the real structure on T ∗M
is just the �berwise inversion σ(α) := −α. However, the choice X = T ∗M does
not �x the complex structure on T ∗M . In fact, there are many complex struc-
tures on T ∗M , some of which even turn (T ∗M,−ωcan) into a Kähler manifold
(cf. [Ste90]). The idea of Stenzel and Guillemin was to single out one complex
structure Jg by �xing the Kähler potential to be Ug. When Stenzel handed in
his thesis in 1990, he was only able to give a formal solution to this problem
in terms of a power series. Even though this series implies uniqueness of Jg if
it exists and Stenzel could show existence of Jg for a plethora of examples, he
was unable to prove convergence of the power series for all cases in his thesis
(cf. [Ste90]). About one year later, Stenzel and Guillemin published a paper
(cf. [GS91]) in which they found a complete answer to the problem at hand:
Abandoning the power series34, they reduced the construction of Jg to a Monge-
Ampère problem and solved the Monge-Ampère equation by using the distance
function on M induced by g and ideas of Dan Burns (cf. [Bur82]).
Independently of Stenzel and Guillemin, László Lempert and Róbert Sz®ke
found a di�erent way to de�ne and construct Jg (cf. [LS91] and [Sz®91]). Ini-

32Throughout Section 3.4, we always have this inconvenient minus sign in front of ωcan.
There are two ways to get rid of it: One can either change the de�nition of the Kähler metric
(g := ω(J ·, ·) instead of g := ω(·, J ·)) or pick a di�erent sign convention for ωcan. In light
of Appendix J, where we see that (T ∗G,ωcan) reduces to (O∗,−ωKKS), changing the sign
convention for ωcan might be the more natural choice. Still, we do not change the conventions
to keep the notation consistent with Chapter 2.
33This is the famous Bruhat-Whitney embedding theorem (cf. [WB59]).
34In [GS91], Guillemin and Stenzel claim that they found a �long and complicated proof�

for the convergence of the power series. However, they never published the proof, because,
as they state, their �e�orts were completely misguided�: The other approach is much simpler
and implicitly contained in [Bur82], but they lacked �the perspecality to notice so earlier�.
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tially, they set out to study the question to what extent global conditions de-
termine the solutions of the Monge-Ampère equation. In their setup, Lempert
and Sz®ke were able to reduce this question to the problem of �nding complex
structures adapted to a metric g. As it turns out, the complex structure Jg
adapted to g is unique and coincides with the complex structure constructed
by Stenzel and Guillemin (cf. [Sz®91]). Later on, Roger Bielawski and, inde-
pendently, Sz®ke realized that adapted complex structures can also be de�ned
for semi-Riemannian35 manifolds (M, g) and even Koszul manifolds (M,∇), i.e.,
manifolds with connections (cf. [Bie03] and [Sz®04]).
Shortly after the works of Guillemin-Stenzel and Lempert-Sz®ke, people started
to wonder what kind of geometry T ∗M has if the semi-Riemannian manifold
(M, g) admits additional structures. Dmitry Kaledin (1997) and, independently,
Birte Feix (in her PhD thesis, handed in in 1999) investigated the case where
M is a Kähler manifold. Each with their own method, they were able to show
that T ∗M carries a Hyperkähler structure in this scenario: Kaledin used Hodge
manifold theory (cf. [Kal97]), while Feix employed a twistor construction (cf.
[Fei01]). A couple of years later, Bielawski discovered a similar result, namely
a Hyperkähler structure on double cotangent bundles. As Bielawski points out
(cf. [Bie03]), his construction is a special case of Kaledin's and Feix's theorem
where the Kähler manifoldM is chosen to be a cotangent bundle equipped with
Stenzel's Kähler structure.
Also around the turn of the millennium, Ralph Bremigan examined the geome-
try of cotangent bundles of semisimple Lie groups M = GR equipped with the
Killing form K as their metric (cf. [Bre00]). The Kähler structure he found
on T ∗GR agrees with Stenzel's one (cf. the end of Section 3.4) and is invariant
under both left and right translations.

Adapted Complex Structures

In this subsection, we introduce the notion of an adapted complex structure and
work out its most important properties following [Bie03] and [Sz®04]. We utilize
these structures to formulate and prove Stenzel's theorem (cf. Theorem 3.4.6).
The main result of this subsection are the commutation relations which we can
only show on the zero section and for �at g (cf. Lemma 3.4.8 and Conjecture
3.4.9). We start with the de�nition of an adapted complex structure:

De�nition 3.4.1 (Adapted complex structure). Let M be a manifold with
connection36 ∇ on it and let U ⊂ TM be an open neighborhood of the zero
section37 M ⊂ TM . We say a complex structure J∇ on U is adapted to ∇ if
for every ∇-geodesic γ : I →M the di�erential

dγ : (TI, i)→ (U, J∇)

is a holomorphic curve. Here, we view TI as a subset of C by taking the base
point to be the real part and the �ber component to be the imaginary part. If

35Even though Stenzel's formal solution also works for semi-Riemannian manifolds (M, g)
and coincides with the adapted complex structure Jg , the results of the paper [GS91] do not
transfer to the semi-Riemannian case, as semi-Riemannian metrics g do not give rise to a
distance function.
36By a connection ∇ onM , we mean a linear connection ∇ on the vector bundle TM →M .
37We identify the zero section of a vector bundle V →M withM viaM → V , p 7→ 0p ∈ Vp.
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∇ = ∇g is the Levi-Civita connection of a semi-Riemannian metric g on M , we
write Jg instead of J∇g and call Jg adapted to g.

To gain some insight into this rather abstract de�nition, it is helpful to consider
two canonical vector �elds on TM : The vertical vector �eld Xvert and the
geodesic vector �eld Xgeo. The vertical vector �eld Xvert : W → TW is de�ned
for any vector bundle W

π→M . Recall that the vertical bundle V ⊂ TW is the
kernel of dπ. For any w ∈ W , there exists a canonical isomorphism between
Wπ(w) and Vw:

vertw : Wπ(w) → Vw, v 7→ d

dh

∣∣∣∣
h=0

w + hv.

The vertical vector �eld is now given by Xvert(w) := vertw w. The geodesic
vector �eldXgeo, on the other hand, is only de�ned for Koszul manifolds (M,∇).
Let v ∈ TM , q := π(v) ∈M , and γv : I →M be the unique maximal∇-geodesic
with γv(0) = q and γ̇v(0) = v. Consider the curve γ̇v : I → TM . We de�ne the
geodesic vector �eld Xgeo : TM → T (TM) as follows:

Xgeo(v) :=
d

dh

∣∣∣∣
h=0

γ̇v(h).

Coordinates (q1, . . . , qn) : Q ⊂ M → Rn of M induce coordinates
(q1, . . . , qn, v1, . . . , vn) : TQ ⊂ TM → R2n of TM . In these coordinates, Xvert

and Xgeo are given by:

Xvert(q, v) =

n∑
j=1

vj∂vj , Xgeo(q, v) =

n∑
j=1

vj∂qj −
n∑

i,j,k=1

Γkij(q)vivj∂vk ,

where Γkij are the Christo�el symbols associated with ∇. It is now obvious
that Xvert and Xgeo vanish on the zero section M ⊂ TM , but are linearly
independent for points in TM\M . Furthermore, one easily checks with the help
of these formulas that [Xvert, Xgeo] = Xgeo. Thus, Xvert and Xgeo span a two-
dimensional, involutive distribution on TM\M . By the Frobenius theorem, this
distribution gives rise to a foliation, called the Koszul foliation (cf. [Sz®04]).
Next, we want to show that the leaves of the Koszul foliation are complex
submanifolds of (M,J∇) if J∇ is a complex structure adapted to ∇. To do so,
we pick a geodesic γ : I →M and introduce the map u(t+is) := dγt(s) = sγ̇(t).
We need to compute ∂tu(t0 + is0) and ∂su(t0 + is0) for s0 ∈ R\{0}. It is
straightforward to calculate ∂su:

∂su(t0 + is0) =
d

dh

∣∣∣∣
h=0

(s0 + h)γ̇(t0) =
d

dh

∣∣∣∣
h=0

s0γ̇(t0) +
h

s0
s0γ̇(t0)

=
1

s0
verts0γ̇(t0) s0γ̇(t0) =

1

s0
Xvert(u(t0 + is0)).

To determine ∂tu(t0 + is0), we �rst observe:

∂tu(t0 + is0) =
d

dh

∣∣∣∣
h=0

s0γ̇(t0 + h) =
d

dh

∣∣∣∣
h=0

s0γ̇
′(h)

= dms0X
geo(v),
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where ms0 : TM → TM,ms0(v) := s0v is the �berwise multiplication by s0

and γ′(h) := γ(t0 + h) is the unique geodesic with γ′(0) = γ(t0) =: p and
γ̇′(0) = γ̇(t0) =: v. Now note that γ′s0(h) := γ′(s0h) is the unique geodesic with
γ′s0(0) = p and γ̇′s0(0) = s0v. With this, we �nd:

Xgeo(s0v) =
d

dh

∣∣∣∣
h=0

γ̇′s0(h) =
d

dh

∣∣∣∣
h=0

s0γ̇
′(s0h) = s0dms0X

geo(v).

Thus, we obtain:

∂tu(t0 + is0) =
1

s0
Xgeo(s0v) =

1

s0
Xgeo(u(t0 + is0)).

If J∇ is an adapted complex structure, then s0∂tu = Xgeo and s0∂su = Xvert

imply:

J∇X
geo = Xvert, J∇X

vert = −Xgeo. (3.13)

Equation (3.13) shows that the distribution spanned by Xvert and Xgeo is
J∇-invariant which entails that the Koszul leaves are complex submanifolds.
The Koszul foliation helps us to answer the question of uniqueness for adapted
complex structures. Imagine for a moment that J∇ is not de�ned on an open
neighborhood U of M ⊂ TM , but on TM\M . By our previous considera-
tion, J∇ is an adapted complex structure away from the zero section if and
only if J∇ preserves the Koszul distribution. In simpler terms, this means that
the Koszul foliation �xes one holomorphic vector �eld on (TM\M,J∇), namely
Xvert +iXgeo. This vector �eld does not determine J∇, however, as we still have
the freedom to choose the remaining holomorphic vector �elds (cf. [Sz®04]).
Nevertheless, J∇ is completely determined on the zero section M ⊂ TM . This
seemingly contradicts our previous statement. Yet, being an adapted complex
structure on a neighborhood of the zero section means more than just ful�ll-
ing Equation (3.13). Indeed, Xgeo and Xvert vanish on the zero section, while
∂tu(t0 + is0) and ∂su(t0 + is0) are not necessarily zero for s0 = 0. To make
this idea more precise, recall that a linear connection ∇ on a vector bundle
W →M gives rise to a horizontal bundle H ⊂ TW which is complementary to
the vertical bundle V : TW = H ⊕V . While the vertical bundle V is canonical,
the horizontal bundle H is not and depends on the choice of ∇. Despite that,
Hp is independent of ∇ for points p ∈ M ⊂ W of the zero section. Indeed,
if z : M → W is the zero section, then Hp is just im dzp and we can iden-
tify Hp with TpM via dzp. Returning to W = TM , we see that the tangent
space Tp(TM) admits a canonical decomposition into TpM ⊕ TpM for points
p ∈M ⊂ TM :

Tp(TM) = Hp ⊕ Vp ∼= TpM ⊕ TpM,

where we identi�ed Vp with TpM via vertp : TpM → Vp as before. Now consider
∂tu(t0 + is0) and ∂su(t0 + is0) for s0 = 0. To highlight that u depends on the
geodesic γ, we write uγ instead of u. The following relations are easy to prove
(p ∈M ⊂ TM):

Hp = {∂tuγ(t0) | γ is a geodesic with γ(t0) = p},
Vp = {∂suγ(t0) | γ is a geodesic with γ(t0) = p}.
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Equipped with this knowledge, we see that the adapted complex
structure J∇ is completely determined at p by the Cauchy-Riemann equations
J∇∂tuγ(t0) = ∂suγ(t0) and J∇∂suγ(t0) = −∂tuγ(t0). In fact, we can even
describe how J∇ acts on Tp(TM). Unfolding the de�nitions and keeping the
identi�cations in mind, the Cauchy-Riemann equations become38:

J∇(v1, v2) = (−v2, v1) ∀(v1, v2) ∈ Tp(TM) ∀p ∈M ⊂ TM. (3.14)

As Sz®ke shows in [Sz®04], the uniqueness of J∇ at the zero section transfers
to other points p ∈ U if p is connected to the zero section by a geodesic. This
leads to the notion of an admissible domain (cf. [Sz®04]):

De�nition 3.4.2 (Admissible domain). Let (M,∇) be a Koszul manifold. We
say an open neighborhood U ⊂ TM of M ⊂ TM is an admissible domain if
for every maximal ∇-geodesic γ : I →M the set (dγ)−1(U) ⊂ C is connected.

Remark 3.4.3. Using the notion of a felicitous domain (cf. [Sz®04]), one easily
sees that every neighborhood of M ⊂ TM contains an admissible domain.

Proposition 3.4.4 (Uniqueness of adapted complex structures). Let (M,∇)
be a Koszul manifold. If J∇,1 and J∇,2 are two adapted complex structures
on the admissible domain U ⊂ TM , then J∇,1 = J∇,2. In particular, if J∇,1
and J∇,2 are adapted complex structures on the neighborhoods U1 and U2 of
M ⊂ TM , respectively, then there exists an open neighborhood U ⊂ U1 ∩U2 of
M ⊂ TM such that J∇,1|U = J∇,2|U .

Proof. This is Theorem 0.2 in [Sz®04].

Let us now discuss existence of adapted complex structures. The following
proposition ensures that J∇ exists if (M,∇) is real-analytic:

Proposition 3.4.5 (Existence of adapted complex structures). Let (M,∇) be
a real-analytic Koszul manifold. Then, there exists an open neighborhood U
of M ⊂ TM and an adapted complex structure J∇ on U . Furthermore, the
�berwise inversion σ : U → U , v 7→ −v is a real structure on (U, J∇) with real
form M ⊂ U .

Proof. This statement is proven in [Bie03] (Proposition 1.1) and in [Sz®04] (The-
orem 0.3). Both proofs are very similar and essentially use the exponential map
to construct J∇. Still, we follow the proof of Roger Bielawski here, as it is more
concise. Let (M,∇) be a real-analytic Koszul manifold. By Bruhat-Whitney's
embedding theorem, there exists a complex manifold (X, I) with nice real struc-
ture τ on it (cf. Appendix A) such that Fix τ = M . Since ∇ is a real-analytic
connection on the real formM , we can extend39 ∇ to a τ -invariant holomorphic
connection ∇X on X (cf. Lemma G.21). Now consider a point p ∈ M ⊂ X

and the holomorphic tangent space T
(1,0)
p X. It carries a real structure given by

v 7→ dτp(v̄). This real structure gives rise to the decomposition

T (1,0)
p X = E+

p ⊕ E−p ,
38This equation is reminiscent of the equation de�ning the almost complex structure con-

structed in Appendix F (note that the minus sign is in a di�erent position). We will see that
the adapted complex structure J∇ and the almost complex structure from Appendix F have
a lot in common, even though they are usually di�erent objects.
39Strictly speaking, it might only be possible to extend ∇ to an open neighborhood U of

M ⊂ X. In this case, we replace X by U .
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where E±p is the eigenspace of the real structure w.r.t. the eigenvalue ±1. E+
p

is isomorphic to E−p via i : E+
p → E−p , v 7→ iv and isomorphic to TpM via

Ap : TpM → E+
p , v 7→ 1/2(v − iIpv). Hence, TM ∼= E+ ∼= E−.

Next, we de�ne the map f : TM → X as follows:

f(v) := expXp (iApv) ∀v ∈ TpM ∀p ∈M,

where expXp : T
(1,0)
p X → X is the exponential map of the holomorphic connec-

tion ∇X at the point p ∈M ⊂ X (cf. De�nition G.30). f satis�es f(0p) = p for
every zero 0p ∈ TpM , so it is injective on the zero section M ⊂ TM . Further-
more, we have d expXp,0p = idT 1,0

p X which entails that f is a local di�eomorphism

near any point of the zero section. Together, this shows that there is an open
neighborhood U ⊂ TM of M ⊂ TM such that f |U is a di�eomorphism onto its
image. We now de�ne the complex structure J∇ to be the pullback of I under
f |U . It remains to be shown that J∇ is adapted to ∇. First, we note that the
following relation holds:

expXp ((z1 + z2)v) = expXexpXp (z2v)

(
z1

d

dz

∣∣∣∣
z=z2

expXp (zv)

)
, (3.15)

where p ∈ X, z1, z2 ∈ C, and v ∈ T (1,0)
p X. To see this, consider the curves:

αz2(z1) := expXp ((z1 + z2)v), βz2(z1) := expXexpXp (z2v)

(
z1

d

dz

∣∣∣∣
z=z2

expXp (zv)

)
.

One easily veri�es that the curves αz2 and βz2 as well as their �rst derivatives
agree for z1 = 0. As both αz2 and βz2 are geodesics of ∇X , they must coincide
for all z1. Now let expMp be the exponential map of ∇ at p ∈M . Then for any

v ∈ TpM , γ(t) := expMp (tv) is a geodesic of ∇. We compute f ◦ u(t0 + is0),
where u(t+ is) := sγ̇(t):40

f ◦ u(t0 + is0) = expXexpMp (t0v)

(
is0Ap

d

dt

∣∣∣∣
t=t0

expMp (tv)

)

= expXexpXp (t0Apv)

(
is0

d

dz

∣∣∣∣
z=t0

expXp (zApv)

)
= expXp ((t0 + is0)Apv) .

Here, we have used Equation (3.15) and that expXp is the holomorphic contin-

uation of expMp , i.e., expMp (tv) = expXp (tApv). Due to the holomorphicity of

expXp , f ◦ u is a holomorphic curve proving that J∇ is adapted to ∇.
Lastly, we show that σ is a real structure on U . For this, it su�ces to prove
τ ◦ f = f ◦ σ. Since the holomorphic connection ∇X is τ -invariant, expXp is
compatible with τ in the following way (v ∈ TpM , p ∈M):

τ ◦ f(v) = τ ◦ expXp (iApv) = expXp (dτp(iApv)) = expXp (−iApv) = f ◦ σ(v).

40Caution is advised: The derivative in the second line is a complex derivative! That is why
Ap is absent in the second line.
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Next, we consider the case where M carries a semi-Riemannian metric g. In
this scenario, g furnishes a natural identi�cation of TM with T ∗M . This dif-
feomorphism allows us to pullback the adapted complex structure Jg from TM
to T ∗M . For the sake of convenience, we also denote the resulting complex
structure by Jg. The following theorem states that T ∗M equipped with −ωcan

and Jg is, in fact, a semi-Kähler manifold:

Theorem 3.4.6 (Stenzel's theorem). Let (M, g) be a real-analytic
semi-Riemannian manifold. Furthermore, let σ : T ∗M → T ∗M , σ(α) := −α
be the �berwise inversion, λcan ∈ Ω1(T ∗M) the canonical one-form, and
Ug : T ∗M → R the function de�ned by Ug(α) := g∗(α, α), where g∗ is the metric
dual to g. Then, there exists an open neighborhood U ⊂ T ∗M of M ⊂ T ∗M
and an almost complex structure Jg on U such that:

(i) Jg is integrable, i.e. NJg = 0,

(ii) σ is Jg-antiholomorphic, i.e. dσ ◦ Jg = −Jg ◦ dσ,

(iii) dUg ◦ Jg = 2λcan.

Jg is unique in the following sense: If there is another almost complex structure
J ′g on a neighborhood U ′ ⊂ T ∗M of M satisfying (i), (ii), and (iii), then there

exists a neighborhood U ′′ ⊂ U ∩ U ′ of M such that J ′g
∣∣
U ′′

= Jg|U ′′ . Under the
identi�cation TM ∼= T ∗M , Jg becomes the complex structure on TM adapted to
g. Moreover, (U,−ωcan = −dλcan, Jg) is a semi-Kähler manifold with potential
Ug and signature (2r, 2s) of its semi-Kähler metric gT∗M , where (r, s) is the
signature of g. In particular, (U,−ωcan, Jg) is Kähler if g is positive de�nite.

Proof. This theorem is mostly due to Stenzel (cf. [Ste90]), but the proof given
in his PhD thesis is incomplete. Consider the complex structure on TM adapted
to g (exists due to Proposition 3.4.5) and pull it back to T ∗M via v 7→ g(v, ·).
Call the result Jg. By Proposition 3.4.5, Jg is de�ned on an open neighborhood
U ⊂ T ∗M of the zero section M ⊂ T ∗M and satis�es (i) and (ii). (iii) is shown
in [LS91] (cf. Corollary 5.5) and [Sz®04] (cf. Theorem 0.641). Uniqueness is
proven by Stenzel using his formal power series42 (cf. [Ste90]). To show that
(U,−ωcan, Jg) is a semi-Kähler manifold, we �rst observe:

i∂∂̄Ug = i(∂ + ∂̄)∂̄Ug = id∂̄Ug =
i

2
d(dUg + idUg ◦ Jg) =

i2

2
d (dUg ◦ Jg)

(iii)
= −dλcan = −ωcan.

It is a standard result from complex geometry that every two-form ω on a com-
plex manifold (X, J) satisfying ω = i∂∂̄f for some function f ∈ C∞(X,R) ful�lls
ω(J ·, J ·) = ω (in this case, we say f is the potential for ω). Thus, (U,−ωcan, Jg)
is a semi-Kähler manifold with potential Ug.
Lastly, we have to determine the signature of the semi-Kähler metric. By shrink-
ing U if necessary, we can assume that every point in U is connected to the zero
section M ⊂ T ∗M . Since the signature of a semi-Riemannian metric does not

41The proof of Theorem 0.6 is correct. However, Equation (0.4) is false: It should be
�2Im∂̄E = Θ� instead of � ∂̄E = iΘ�.
42Stenzel only formulated his power series for Riemannian manifolds (M, g). Nevertheless,

it still make sense for semi-Riemannian manifolds (M, g).
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change within a connected component, it su�ces to compute the signature on
M ⊂ T ∗M . As before, we have the canonical decomposition Tp(T

∗M) = Hp⊕Vp
for points p ∈M . While the horizontal space Hp is still isomorphic to TpM via
the zero section, the vertical space Vp is now isomorphic to T ∗pM . Hence, we
have Tp(T

∗M) ∼= TpM ⊕ T ∗pM . Under this isomorphism, −ωcan and Jg become
(cf. Equation (3.14)):

−ωcan ((v1, α1), (v2, α2)) = α2(v1)− α1(v2), Jg(v, α) = (−#(α), b(v)),

where b and # are the musical maps associated with g. Thus, the semi-Kähler
metric gT∗M := −ωcan(·, Jg·) takes the following form on M ⊂ T ∗M :

gT∗M ((v1, α1), (v2, α2)) = b(v2)(v1) + α1(#(α2)) = g(v1, v2) + g∗(α1, α2).

Both g and g∗ have signature (r, s) concluding the proof.

Before we turn our attention to the main result of this subsection, it is instructive
to consider an important class of adapted complex structures:

Example 3.4.7 (Adapted complex structures for �at g). In Appendix F, we
construct the almost complex structure J∗∇g on T ∗M which bears great re-
semblance to the adapted complex structure Jg: With the formulas given in
Theorem F.1, one easily veri�es that −J∗∇g satis�es Property (ii) and (iii) of
Theorem 3.4.6. Furthermore, −J∗∇g is always compatible with −ωcan (cf. Ap-
pendix F). −J∗∇g even has an advantage over Jg when it comes to existence:
While existence of Jg is only ensured on a neighborhood U of M ⊂ T ∗M and
only for real-analytic metrics g, −J∗∇g can be de�ned on all of T ∗M and for
all metrics g. However, this comes with a trade-o�: −J∗∇g is usually not inte-
grable. Indeed, as stated in Theorem F.1, −J∗∇g is integrable if and only if g is
�at. In this case, −J∗∇g ful�lls all properties from Theorem 3.4.6 and, therefore,
agrees with Jg. Since we have explicit formulas for J∗∇g (cf. Theorem F.1), this
observation allows us to compute Jg directly if g is �at.

Let us now assume that the semi-Riemannian manifold (M, g) carries a complex
structure I. In this case, I induces an additional complex structure T ∗I on
T ∗M . Naturally, we are drawn to the question how Jg and T ∗I interact with
each other. The next proposition suggests that the commutation relation of Jg
and T ∗I depends on whether I is compatible or anticompatible with g:

Lemma 3.4.8 (Commutation relations). Let (M, g) be a real-analytic semi-
Riemannian manifold and I a complex structure on M . Furthermore, let T ∗I
be the complex structure on T ∗M induced by I and Jg the complex structure
adapted to g de�ned on a neighborhood U of M ⊂ T ∗M . Then, T ∗I and Jg
satisfy the following commutation relations on the zero section M ⊂ T ∗M :

(i) T ∗I and Jg commute, i.e. T ∗I ◦ Jg = Jg ◦ T ∗I, if G := g − ig(I·, ·) is a
holomorphic C-bilinear two-form on M .

(ii) T ∗I and Jg anticommute, i.e. T ∗I ◦ Jg = −Jg ◦ T ∗I, if (M, g, I) is a
semi-Kähler manifold.

If g is �at, then the commutation relations hold for all points in U (after shrink-
ing U if necessary).
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Proof. The idea is to �nd coordinates of T ∗M in which T ∗I and Jg take the
following form:

T ∗I =

(
I0 0
0 −I0

)
, Jg =

(
0 −G−1

0

G0 0

)
. (3.16)

Here, I0 and G0 are 2n× 2n-matrices (n := dimCM). I0 is always the standard
complex structure on R2n, i.e.:

I0 =

(
0 −1n×n

1n×n 0

)
,

whereas G0 di�ers between Statement (i) and (ii). I0 and G0 anticommute for
Statement (i), while they commute for Statement (ii). Given Equation (3.16),
it is trivial to verify the commutation relations:

T ∗I ◦ Jg =

(
I0 0
0 −I0

)(
0 −G−1

0

G0 0

)
=

(
0 −I0G−1

0

−I0G0 0

)
=

(
0 ±G−1

0 I0
±G0I0 0

)
= ±

(
0 −G−1

0

G0 0

)(
I0 0
0 −I0

)
= ±Jg ◦ T ∗I,

Thus, it su�ces to show Equation (3.16) in order to prove Lemma 3.4.8. All
coordinates of T ∗M we construct are induced by holomorphic coordinates ofM .
In this case, T ∗I automatically ful�lls Equation (3.16). To see this, consider
holomorphic coordinates ψ = (q1, . . . , qn) : V ⊂ M → Cn of M . They give rise
to holomorphic coordinates Ψ : T ∗,(1,0)V → C2n of T ∗,(1,0)M , namely:

Ψ−1(q̃1, . . . , q̃n, p̃1, . . . , p̃n) :=

n∑
j=1

p̃jdqj,ψ−1(q̃1,...,q̃n).

Now consider the di�eomorphism f : T ∗,(1,0)M → T ∗M , f(α) := Re(α). We
de�ne T ∗I by declaring f to be biholomorphic. This means that f sends
holomorphic charts of T ∗,(1,0)M to holomorphic charts of T ∗M . Decompos-
ing qj = qx,j + iqy,j and p̃j = p̃x,j + ip̃y,j into real and imaginary part, we
obtain:

β = f ◦Ψ−1(q̃1, . . . , q̃n, p̃1, . . . , p̃n) =

n∑
j=1

p̃x,jdqx,j − p̃y,jdqy,j ,

where we dropped the base point ψ−1(q̃1, . . . , q̃n) for the sake of clarity. Com-
paring this to the coordinates (qx,j , qy,j , px,j , py,j) : T ∗V → R4n of T ∗M induced
by ψ, i.e.

β =

n∑
j=1

px,jdqx,j + py,jdqy,j ,

we realize that the py,j-components pick up an additional minus sign to become
holomorphic. Thus, the complex structure T ∗I can be written as:

T ∗I(∂qx,j ) = ∂qy,j , T ∗I(∂qy,j ) = −∂qx,j ,
T ∗I(∂px,j ) = −∂py,j , T ∗I(∂py,j ) = ∂px,j .
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In matrix notation, this is just Equation (3.16).
The next step is to �nd �good� coordinates for Jg. We have to distinguish two
cases:

Case 1: Jg on the zero section M ⊂ T ∗M

Fix a point p ∈M and pick holomorphic coordinates (q1, . . . , qn) : V → Cn ofM
near p. We want to show that, in the coordinates (qx,j , qy,j , px,j , py,j) induced
by (q1, . . . , qn), Jg is described by Equation (3.16) at the point p ∈ M ⊂ T ∗M
of the zero section. We recall that, similar to Equation (3.14), Jg takes the
following simple form on the zero section:

Jg(v, α) = (−#(α), b(v)) = (−b−1(α), b(v)),

where # and b are the musical maps associated with g and we used the canonical
decomposition Tp(T

∗M) = Hp ⊕ Vp ∼= TpM ⊕ T ∗pM into horizontal and vertical
space. Under the given identi�cations, the musical map b turns into the matrix
G0. We check that I0 and G0 satisfy the appropriate commutation relations.
g(I·, I·) = ±g implies:

−I0G0I0 = It0G0I0 = ±G0 ⇒ G0I0 = ±I0G0.

For the sake of clarity, we shall give explicit formulas for G0. Given the setup
of (i), we can always achieve that G = g− ig(I·, ·) assumes its standard form at
p ∈M , i.e.

Gp =

n∑
j=1

dq2
j,p ⇒ gp =

n∑
j=1

dpq
2
x,j − dpq2

y,j ,

by applying a C-linear transformation to (q1, . . . , qn). We can now directly read
o� G0:

G0 = G−1
0 =

(
1n×n 0

0 −1n×n

)
. (3.17)

Equation (3.17) allows us to explicitly verify I0G0 = −G0I0.
For Statement (ii), we choose holomorphic coordinates (q1, . . . , qn) such that
2gp(∂qj ,p, ∂qk,p) = ±δjk. We can always achieve this by applying the Gram-
Schmidt procedure to the basis {∂qx,j} of the complex vector space (TpM, Ip)
equipped with the semi-Hermitian metric gp+igp(Ip·, ·). {∂qx,j , ∂qy,j} now forms
a Sylvester basis of (TpM, gp), where gp(∂qx,j , ∂qx,j ) = gp(∂qy,j , ∂qy,j ) = ±1, i.e.:

gp =

r∑
j=1

dpq
2
x,j + dpq

2
y,j −

n=r+s∑
j=r+1

dpq
2
x,j + dpq

2
y,j .

Here, (2r, 2s) is the signature of g. Hence, G0 takes the following form:

G0 = G−1
0 =

(
G′0 0
0 G′0

)
with G′0 =

(
1r×r 0

0 −1s×s

)
. (3.18)

Given these formulas, it is trivial to check that I0 and G0 commute.
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Case 2: g is �at

Recall that for �at g the adapted complex structure Jg is just the complex
structure −J∗∇g from Appendix F (after shrinking U if necessary). Theorem F.1
now tells us that J∗∇g takes a simple form in normal coordinates of (M, g). We
would like to choose the normal coordinates in such a way that they are also
holomorphic with respect to I in order to preserve the form of T ∗I.
For Statement (i), the theory of holomorphic connections, developed in Ap-
pendix G, guarantees that holomorphic normal coordinates exist: By Lemma
G.45, there are holomorphic coordinates (q1, . . . , qn) : V ⊂ M → Cn near any
point p ∈M such that the corresponding real coordinates (qx,j , qy,j) : V → R2n

are normal coordinates of (M, g) near p. In these coordinates, g takes the form
gp =

∑n
j=1 dpq

2
x,j − dpq

2
y,j at p. We can now apply Theorem F.1 to express

Jg = −J∗∇g in the coordinates (qx,j , qy,j , px,j , py,j) : T ∗V → R4n induced by
(qx,j , qy,j):

Jg(∂qx,j ) = ∂px,j , Jg(∂px,j ) = −∂qx,j ,
Jg(∂qy,j ) = −∂py,j , Jg(∂py,j ) = ∂qy,j .

In matrix notation, this is just Equation (3.16) with G0 from Equation (3.17).
For semi-Kähler manifolds (Statement (ii)), the existence of holomorphic normal
coordinates is a well-known fact (cf. Lemma C.3 or Theorem 4.1743 in [Bal06]).
We can again use Theorem F.1 to express Jg in these coordinates. If done
correctly, one sees that Jg assumes the form given in Equation (3.16), where G0

is given by Equation (3.18) concluding the proof.

In light of Lemma 3.4.8, one might expect that the commutation relations hold
everywhere on U for all suitable metrics g. However, results by Dancer and
Sz®ke (cf. [DS97]) suggest that the commutation relations are only satis�ed if
we modify Jg by an appropriate di�eomorphism φ : T ∗M → T ∗M . The paper
[DS97] together with Lemma 3.4.8 motivates the following conjecture:

Conjecture 3.4.9 (Commutation relations). Let (M, g) be a real-analytic semi-
Riemannian manifold with signature (r, s), Jg the complex structure adapted
to g de�ned on a neighborhood U of M ⊂ T ∗M , and I a complex structure
on M inducing the complex structure T ∗I on T ∗M . Then, there exists a real-
analytic, �ber-preserving di�eomorphism φ : U → U (shrink U if needed) with
φ|M = idM such that −ωcan(·, φ∗Jg·) is a metric with signature (2r, 2s) and:

(i) T ∗I and φ∗Jg commute, i.e. T ∗I ◦φ∗Jg = φ∗Jg ◦T ∗I, if G := g−ig(I·, ·) is
a holomorphic C-bilinear two-form on M . If, additionally, (M, I) admits
a real structure σ with σ∗g = g, then φ can be chosen in such a way that
the induced real structure σ∗(α) := α ◦ dσ on T ∗M is φ∗Jg-holomorphic
and the signature of −ωcan(·, φ∗Jg·) restricted to the real form Fixσ∗ is
(2r′, 2s′), where (r′, s′) is the signature of g restricted to Fixσ.

(ii) T ∗I and φ∗Jg anticommute, i.e. T ∗I ◦ φ∗Jg = −φ∗Jg ◦ T ∗I, if (M, g, I) is
a semi-Kähler manifold.

43This theorem only shows existence of holomorphic normal coordinates for Kähler mani-
folds. However, the same proof still applies in the semi-Kähler case. Also note that there are
subtle di�erences between Riemannian and Kählerian normal coordinates. Nevertheless, they
coincide in the �at case (cf. [Boc47] and [JW17] for details).
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Remark 3.4.10. The second statement in Case (i) concerning real structures
may seem odd at �rst, especially since there is no analogous statement in Lemma
3.4.8. Still, we include it here, because we will need this statement later on for
the proof of Lemma 3.4.12. As a sanity check, one can consider the case φ = idU .
In this case, it immediately follows from the de�nition of Jg as well as the fact
that σ is an isometry that σ∗ is Jg-holomorphic and that −ωcan(·, Jg·) restricted
to the real form Fixσ∗ has the appropriate signature.

As we will see in the next subsection, Conjecture 3.4.9 allows us to show that
double cotangent bundles exhibit Kähler duality in a natural way. Unfortu-
nately, the author does not have a complete proof for Conjecture 3.4.9 as of the
time of writing.

Kähler Duality on T ∗(T ∗M)

In the previous subsection, we have seen that the cotangent bundle T ∗M of a
Riemannian manifold (M, g) admits a unique Kähler structure. We now want
to tackle the question how this Kähler structure changes if the base manifoldM
carries additional structures. Here, two cases are particularly interesting for us:
In the �rst case, M itself possesses a Kähler structure, while the metric on M
is holomorphic in the second case. The following two lemmata show that T ∗M
is Hyperkähler in the �rst case and holomorphic Kähler in the second:

Lemma 3.4.11 (Stenzel's theorem for Kähler manifolds). Let (X,ω, J) be
a real-analytic semi-Kähler manifold with metric g := ω(·, J ·) and let Jg be
the complex structure adapted to g de�ned on a neighborhood U ⊂ T ∗X
of X ⊂ T ∗X. If Conjecture 3.4.9 holds, then (U,−ωcan, φ

∗Jg, T
∗J) is

a semi-Hyperkähler manifold, where φ : U → U is the di�eomorphism from Con-
jecture 3.4.9. If, additionally, g is positive de�nite, then (U,−ωcan, φ

∗Jg, T
∗J)

is Hyperkähler.

Proof. By Lemma C.25, (X,ω, J, I) is a semi-Hyperkähler manifold if I and J
are complex structures on X such that they anticommute, I is anticompatible
with the symplectic form ω, and J is compatible with ω. Clearly, −ωcan is a
symplectic form and both φ∗Jg and T

∗J are complex structures. If Conjecture
3.4.9 is true, then φ∗Jg and T ∗J anticommute. The compatibility of −ωcan

with φ∗Jg also follows from Conjecture 3.4.9. The anticompatibility of −ωcan

with T ∗J is a direct consequence of the following observation: Given a complex
manifold (X, J), the space T ∗,(1,0)X possesses a canonical holomorphic sym-
plectic form Ωcan. Under the biholomorphism T ∗,(1,0)X → T ∗X, α 7→ Re(α),
the real part of Ωcan becomes ωcan which implies that −ωcan is anticompatible
with T ∗J . We conclude the proof by noting that gT∗X := −ωcan(·, φ∗Jg·) is
positive de�nite if g is positive de�nite (cf. Conjecture 3.4.9).

It has already been established by Kaledin (cf. [Kal97]) and Feix (cf. [Fei01])
that cotangent bundles of Kähler manifolds admit Hyperkähler structures. Their
approach di�ers greatly from ours, so one might wonder whether our
Hyperkähler structure is isomorphic to the one constructed by Feix and Kaledin.
A recently released preprint by Su-Jen Kan (cf. [Kan24]) suggests that they are
not isomorphic. However, we will not pursue this idea any further. Let us now
turn our attention to the second case:
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Lemma 3.4.12 (Stenzel's theorem for holomorphic metrics). Let (X, J) be
a complex manifold with holomorphic metric G = g − ig(J ·, ·) and let Jg be
the complex structure adapted to g de�ned on a neighborhood U ⊂ T ∗X of
X ⊂ T ∗X. If Conjecture 3.4.9 is true, then (U,−ωcan, φ

∗Jg, T
∗J) is a holomor-

phic semi-Kähler manifold, where φ : U → U is the map from Conjecture 3.4.9.
If, additionally, σ is a real structure on X with σ∗g = g and the induced metric
gM on the real form M := Fixσ is positive de�nite, then (U,−ωcan, φ

∗Jg, T
∗J)

is even holomorphic Kähler.

Proof. The proof of the �rst statement in Lemma 3.4.12 is quite similar to the
proof of Lemma 3.4.11: By Lemma C.25, (X,ω, J, I) is a holomorphic semi-
Kähler manifold if I and J are complex structures on X such that they com-
mute, I is anticompatible with the symplectic form ω, and J is compatible with
ω. Most properties can be shown as in Lemma 3.4.11. Only the commutation
relation for φ∗Jg and T

∗J di�ers which is accounted for by Conjecture 3.4.9.
To verify the second assertion, we �rst have to �nd a real structure of the holo-
morphic semi-Kähler manifold (U,−ωcan, φ

∗Jg, T
∗J). It is easy to prove, for

instance by going into holomorphic charts, that σ∗ : T ∗X → T ∗X, α 7→ α ◦ dσ
is a real structure of (T ∗X,T ∗J) with real form T ∗M . If U and −ωcan are
invariant under σ∗ and σ∗ is φ∗Jg-holomorphic, then σ∗ is also a real structure
of (U,−ωcan, φ

∗Jg, T
∗J). By Conjecture 3.4.9, we know that σ∗ is

φ∗Jg-holomorphic. After shrinking U , we can assume σ∗(U) = U . To show
that σ∗ preserves −ωcan, recall the following fact: If f : X → X is a di�eomor-
phism of a manifold X, then f gives rise to the following symplectomorphism
of (T ∗X,ωcan):

fT∗X : T ∗X → T ∗X, α ∈ T ∗pX 7→ α ◦ df−1 ∈ T ∗f(p)X.

σ∗ is a map of that form and, therefore, leaves −ωcan invariant.
As shown in Appendix C, the real form of a holomorphic semi-Kähler manifold is
itself a semi-Kähler manifold meaning that the real form of (U,−ωcan, φ

∗Jg, T
∗J)

carries a semi-Kähler structure. Since we assume the metric gM to be positive
de�nite, the Kähler metric of the real form U ∩ T ∗M is positive de�nite as well
(cf. Conjecture 3.4.9). This shows that (U,−ωcan, φ

∗Jg, T
∗J) is a holomorphic

Kähler manifold �nishing the proof.

Lemma 3.4.11 and 3.4.12 now allow us to construct Hyperkähler and holomor-
phic Kähler structures on double cotangent bundles of real-analytic Riemannian
manifolds (M, g). The idea is depicted in the following diagram:44

Hyperk. (T ∗M, gT∗M ) (T ∗(T ∗M),−ωcan, φ
∗
1JgT∗M , T

∗Jg)

(M, g)

Holo. K. (T ∗M, gC) (T ∗(T ∗M),−ωcan, φ
∗
2JgC , T

∗Jg)

Stenzel

Ste
nze

l

Complexi�cation
Stenzel

44Both φ1 and φ2 denote φ-maps as in Conjecture 3.4.9. The di�erent indices merely
emphasize the point that we do not need to choose the same φ-map in the Hyperkähler and
holomorphic Kähler case.
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The construction is based on the observation that there are two natural metrics
on T ∗M : One is the (real-analytic) Kähler metric gT∗M obtained from Sten-
zel's theorem (Theorem 3.4.6). To de�ne the other metric, recall that M is
the real form of the complex manifold (T ∗M,Jg) (cf. Proposition 3.4.5). g is
a real-analytic metric on the real form M , so, by Lemma A.11, there exists a
holomorphic continuation of g on T ∗M . Let gC be the real part of this holo-
morphic continuation. Clearly, gC is a real-analytic semi-Riemannian metric on
T ∗M . Thus, we can apply Lemma 3.4.11 to (T ∗M, gT∗M ) and Lemma 3.4.12
to (T ∗M, gC) showing:

Theorem 3.4.13 (Kähler duality on T ∗(T ∗M)). Let (M, g) be a real-analytic
semi-Riemannian manifold, Jg the complex structure adapted to g, and gT∗M
the semi-Kähler metric from Theorem 3.4.6. Furthermore, let gC be the real
part of the holomorphic continuation of g, T ∗Jg the complex structure induced
by Jg, and let JgT∗M and JgC be the complex structures adapted to gT∗M and
gC, respectively, de�ned on a neighborhood U ⊂ T ∗(T ∗M) of M . If Conjecture
3.4.9 holds, then (U,−ωcan, φ

∗
1JgT∗M , T

∗Jg) is a semi-Hyperkähler manifold and
(U,−ωcan, φ

∗
2JgC , T

∗Jg) is a holomorphic semi-Kähler manifold. We can drop
the pre�x �semi� if g is positive de�nite.

Hyperkähler structures on double (co)tangent bundles have already been ob-
served by Bielawski: In [Bie03], he uses adapted complex structures and a
twistor construction to equip TTM with a Hyperkähler structure. It is pos-
sible that the �rst part of Theorem 3.4.13 reproduces Bielawski's construction
after a suitable identi�cation of TTM with T ∗(T ∗M). We shall not investigate
this idea any further, but rather apply Theorem 3.4.13 to Lie groups M = GR
with bi-invariant metrics g.

Application: M = GR

The purpose of this subsection is to describe the results of Theorem 3.4.6 and
3.4.13 when applied to Lie groups. In particular, we want to work out that Sten-
zel's theorem applied to groups is a generalization of Bremigan's construction
(cf. [Bre00]), that the universal complexi�cation of a compact group carries a
family of Kähler structures (cf. Lemma 3.4.19), and that cotangent bundles of
such groups exhibit Kähler duality (cf. Theorem 3.4.21). This leads us to the
conjecture that the Kähler duality on cotangent bundles reduces to the Käh-
ler duality on coadjoint orbits (cf. Conjecture 3.4.22). We start by discussing
connections on Lie groups:

De�nition 3.4.14 (Left-invariant connection). Let G be a Lie group and ∇
a connection on G. We call ∇ left-invariant if ∇XY is left-invariant for all
left-invariant vector �elds X,Y on G.

The following properties of left-invariant connections are fairly obvious:
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Proposition 3.4.15. Let G be a Lie group.

(i) The set of left-invariant connections ∇ on G is isomorphic to the set of
bilinear maps α∇ : g× g→ g.

(ii) The map α∇ associated with a left-invariant connection ∇ on G decom-
poses into a symmetric part αS∇ and an antisymmetric part αA∇:

αS∇(X,Y ) =
1

2
(α∇(X,Y ) + α∇(Y,X)) =

1

2
(∇XY +∇YX) ,

αA∇(X,Y ) =
1

2
(α∇(X,Y )− α∇(Y,X)) =

1

2
(∇XY −∇YX) .

(iii) The symmetric part αS∇ of a left-invariant connection ∇ vanishes if and
only if all immersed 1-dimensional Lie subgroups of G are geodesics of ∇.

(iv) A left-invariant connection ∇ is torsion-free if and only if the following
equation holds:

αA∇(X,Y ) =
1

2
[X,Y ] ∀X,Y ∈ g.

Proof. For (i), let Xi be a basis of the space of left-invariant vector �elds.
Observe that every connection ∇ de�ned by

∇XiXj :=

n∑
k=1

ΓkijXk

with constant Christo�el symbols Γkij ∈ R is left-invariant and that every left-
invariant connection can be written in such a way. Identifying g with the space
of left-invariant vector �elds now shows (i). (ii) is trivial. To prove (iii), recall
that every immersed 1-dimensional Lie subgroup is the integral curve of some
left-invariant vector �eld through the neutral element e ∈ G. Let γ : R→ G be
the integral curve of the left-invariant vector �eld X with γ(0) = e and suppose
that γ is also a geodesic. Then, the geodesic equation enforces:

∇XX = ∇γ̇ γ̇ = 0.

Thus, all immersed 1-dimensional Lie subgroups of G are geodesics of ∇ if and
only if α∇(X,X) = αS∇(X,X) = 0 for every X ∈ g. By the polarization identity,
this is equivalent to αS∇ = 0 showing (iii). Lastly, we verify (iv). The torsion
tensor T∇ of a left-invariant connection ∇ is given by:

T∇(X,Y ) = ∇XY −∇YX − [X,Y ] = 2αA∇(X,Y )− [X,Y ].

∇ is torsion-free if and only if T∇ vanishes �nishing the proof.

Proposition 3.4.15 infers that every Lie group G admits a canonical connection:

Corollary 3.4.16 (Cartan connection). Let G be a Lie group. Then, there
exists a unique left-invariant connection ∇G on G which is torsion-free and
whose symmetric form αS∇ vanishes. We call ∇G the Cartan connection of
G and its adapted complex structure J∇G Cartan structure. If X and Y are
left-invariant vector �elds on G, ∇G is given by:

∇GXY =
1

2
[X,Y ].
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We are interested in the Cartan connection, because it agrees with the Levi-
Civita connection ∇g of a bi-invariant metric g:

Proposition 3.4.17. Let G be a Lie group with left-invariant metric g. Denote
the Cartan connection on G by ∇G and the Levi-Civita connection of g by ∇g.
If g is bi-invariant, then ∇G = ∇g. If G is connected, this is an equivalence.

Proof. Recall that one can compute the Levi-Civita connection ∇g with the
help of the Koszul formula:

2g(∇gXY, Z) = X(g(Y,Z)) + Y (g(X,Z))− Z(g(X,Y ))

+ g([X,Y ], Z)− g([X,Z], Y )− g([Y,Z], X),

where X,Y, Z are vector �elds on G. If X,Y, Z are left-invariant, the �rst three
terms in the Koszul formula vanish. From this, we see that

∇gXY =
1

2
[X,Y ] = ∇GXY

holds if and only if the last two terms in the Koszul formula cancel each other,
i.e., if and only if:

g(adZ X,Y ) = −g([X,Z], Y ) = g([Y, Z], X) = −g(X, adZ Y ) ∀X,Y, Z ∈ g.

If G is connected, the last equation is equivalent to g being bi-invariant, as we
have seen in Section 3.1. This concludes the proof.

Our next task is to compute the Cartan structure. To do that, we �rst consider
the polar decomposition for Lie groups: Let G be a complex Lie group with
real form GR. Remember that the tangent bundle TGR can be trivialized by
left translation, i.e., via the map GR × gR → TGR, (g, v) 7→ dLg(v), where
Lg(h) := gh. We now de�ne the polar decomposition P : TGR → G of G
using this trivialization:

P (g, v) := g exp(iv),

where exp is the exponential map of G. P allows us to formulate the following
statement which is due to Sz®ke (cf. Proposition 7.3 in [Sz®04]):

Proposition 3.4.18. Let G be a complex Lie group with complex structure I
and real form GR. Further, let P : TGR → G be the polar decomposition of G
and let γ : R→ GR be a geodesic of the Cartan connection ∇GR with g := γ(0)
and v := dLg−1 ◦ γ̇(0). De�ne the map fγ : C → TGR by fγ(t + is) := sγ̇(t).
Then, the following equation holds:

P ◦ fγ(z) = g exp(zv) ∀z ∈ C, (3.19)

where exp is the exponential map of G. In particular, P ◦fγ is holomorphic and
the complex structure P ∗I, de�ned on an open and dense subset U ⊂ TGR, is
adapted to ∇GR .

Proof. By Proposition 3.4.15 (iii), the geodesics of the Cartan connection through
e are integral curves of left-invariant vector �elds. Since Lg : GR → GR leaves
∇GR invariant, the last statement extends to all geodesics, particularly γ:

γ(t) = g exp(tv) ∀t ∈ R.
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We now verify Equation (3.19):

P ◦ fγ(t+ is) = P (γ(t), sv) = g exp(tv) exp(isv) = g exp((t+ is)v) ∀t, s ∈ R.

The holomorphicity of P ◦ fγ directly follows from the holomorphicity of exp.
To prove the last statement, note the following, well-known fact (cf. Theorem
2.1 in [Bre00] and Proposition 7.4 in [Sz®04]):

U := {(g, v) ∈ TGR | dP(g,v) invertible} = {(g, v) | Spec(adv) ∩ πZ ⊂ {0}}.

It is easy to see that U is an open and dense subset of TGR containing the
zero section. On U , we can de�ne the pullback complex structure P ∗I. The
holomorphicity of P ◦ fγ implies that P ∗I is adapted to ∇GR �nishing the
proof.

The existence of the Cartan structure is not very surprising: It is a deep, but
famous result from Lie group theory that every topological Lie group is auto-
matically real-analytic45 which infers that the Cartan connection is also real-
analytic. Proposition 3.4.5 now dictates that a complex structure adapted to
the Cartan connection must exist. The more interesting aspect of Proposition
3.4.18 is its description of the Cartan structure which allows us to express J∇GR

as P ∗I.
The upshot of Proposition 3.4.17 and 3.4.18 is that Stenzel's theorem can be
understood as a generalization of Ralph Bremigan's construction. In [Bre00],
Bremigan equipped the open and dense subset U ⊂ TGR from Proposition
3.4.18 with a semi-Kähler structure. For his construction, he used the complex
structure P ∗I as well as the symplectic form −ωcan after identifying TGR with
T ∗GR via the Killing form K. As we have seen in Section 3.1, the Killing form
K is a bi-invariant metric for semisimple Lie groups GR which allows us to ap-
ply Theorem 3.4.6 to (GR,K). In light of Proposition 3.4.17 and 3.4.18, we see
that this is just Bremigan's construction. While Bremigan only constructed one
semi-Kähler structure on U ⊂ TGR, Stenzel's approach generates a family of
semi-Kähler structures by replacing46 K with any bi-invariant metric g. One
noteworthy point regarding this construction is that both TGR and T ∗GR admit
canonical structures: P ∗I on TGR and ωcan on T ∗GR. Yet, the resulting semi-
Kähler is not unique, because the identi�cation of TGR with T ∗GR depends on
the choice of a bi-invariant metric g.
If the polar decomposition P : TGR → G is a di�eomorphism, then we can say
that the complex group G carries this family of semi-Kähler structures. This
occurs, for example, if G is the universal complexi�cation of the compact Lie
group GR:

Lemma 3.4.19 (Kähler structures on complex reductive groups G). Let G be
the universal complexi�cation of a compact Lie group GR with complex struc-
ture I. Then, the polar decomposition P : TGR → G is a di�eomorphism.
In particular, G admits a family of Kähler structures (G,ωg, I). The symplec-
tic form ωg depends on the choice of a bi-invariant Riemannian metric g on
GR. Speci�cally, ωg is the pullback of −ωcan on T ∗GR where the identi�cation
G ∼= TGR ∼= T ∗GR is induced by P and g.
45This is Hilbert's �fth problem which was solved by Gleason (cf. [Gle52]), Montgomery,

and Zippin (cf. [MZ52]).
46Strictly speaking, this also works for Bremigan's construction: Most statements in [Bre00]

are still correct if one exchanges K for a bi-invariant metric g.
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Remark 3.4.20. The existence of Kähler structures on complex reductive
groups is a well-established fact and was already known to Kronheimer (cf.
the introduction of [Kro04]) and Stenzel (cf. Section 4.1 in [Ste90]).

Proof. We begin by observing that the domain U ⊂ TGR from Proposition
3.4.18 is equal to TGR, because all eigenvalues of adv, v ∈ gR, are purely imag-
inary (cf. Section 3.2). Thus, it su�ces to show that P : TGR → G is bijective.
There are several ways to prove this. The easiest method is to �rst consider the
case GR = U(n). The universal complexi�cation of U(n) is GL(n,C). It is a
standard result from linear algebra that the polar decomposition P : TGR → G
is bijective for GR = U(n) and G = GL(n,C). To infer the general case, we use a
powerful fact from representation theory, namely that every compact Lie group
admits a faithful, �nite-dimensional, and unitary representation (cf. Theorem
6.1.2 in [Kow14]). Simply put, we can take GR to be a closed subgroup of U(n).
The bijectivity of P for matrices now implies the bijectivity of P for GR. The
remaining statements of Lemma 3.4.19 follow from Theorem 3.4.6 as well as
Proposition 3.4.17 and 3.4.18.

Lastly, we want to discuss what happens if we apply Theorem 3.4.13 to compact
groups (GR, g). Since T ∗GR is isomorphic to the universal complexi�cation G,
Theorem 3.4.13 will give us a family of Hyperkähler and holomorphic Kähler
structures on the cotangent bundle T ∗G. Now recall that the idea behind The-
orem 3.4.13 is to apply Stenzel's theorem to two natural metrics on T ∗GR ∼= G:
One is obtained by complexifying g. We have already explained in Section 3.3
that the complexi�cation gC of g is a bi-invariant metric on G with signature
(n, n), where n := dimRGR (cf. Proposition 3.3.8). We know that applying
Stenzel's theorem to Lie groups with bi-invariant metrics agrees with Bremi-
gan's construction (when K is replaced by g), so we can take the holomorphic
Kähler structures on T ∗G to be a result of Bremigan's construction47. The
other natural metric on G is the Kähler metric of (G,ωg, I). Usually, this Käh-
ler metric is not bi-invariant, because every group which admits a bi-invariant
Riemannian metric must be a product of a compact and an Abelian group which,
in general, G is not. In any case, the resulting Hyperkähler structures on T ∗G
should coincide with the ones mentioned in Appendix I, even though we lack a
proof for this statement. Let us summarize our �ndings:

Theorem 3.4.21 (Kähler duality for Lie groups). Let G be the universal com-
plexi�cation of a compact Lie group GR. If Conjecture 3.4.9 holds, then there
exists a neighborhood U ⊂ T ∗G of G ⊂ T ∗G admitting a family of Hyperkähler
and holomorphic Kähler structures depending on the choice of a bi-invariant
Riemannian metric g on GR. These structures are constructed by applying
Theorem 3.4.13 to (GR, g). Speci�cally, the Hyperkähler structures on U are
obtained by applying Stenzel's theorem (cf. Lemma 3.4.11) to the Kähler struc-
tures from Lemma 3.4.19, while the holomorphic Kähler structures on U are the
result of Bremigan's construction (cf. [Bre00]).

To conclude Section 3.4, we tackle the initial question concerning the origin of
Kähler duality on coadjoint orbits. The following conjecture outlines how the

47This statement has to be taken with a grain of salt: In the scenario at hand, Stenzel's the-
orem for holomorphic metrics (cf. Lemma 3.4.12) only coincides with Bremigan's construction
if the map φ is chosen to be the identity which might not always be possible.
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Kähler duality of T ∗G and, thereby, of double cotangent bundles might possibly
be related to the Kähler duality of coadjoint orbits:

Conjecture 3.4.22 (Reduction of Kähler duality). Let G be the universal
complexi�cation of a compact Lie group GR. Then, the Kähler duality on
U ⊂ T ∗G reduces (in the sense of Appendix J) to the Kähler duality on coadjoint
orbits O∗ of G. Precisely speaking, the Hyperkähler structures on T ∗G are
compatible with the Hyperkähler structures ofO∗ described in Appendix I, while
the holomorphic Kähler structures on T ∗G are compatible with the holomorphic
Kähler structures on O∗ described in Section 3.3.
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Chapter 4

Outlook

Future research on the topics presented in this thesis can head in several di-
rections. One possibility is trying to solve the problems which occurred in the
course of our investigations, but remained without a solution. By our count,
there are �ve of those problems: The �rst one concerns holomorphic Morse-
Darboux charts. During the study of Lefschetz and almost toric �brations in
the middle of Section 2.1, we have proven that two-dimensional real-analytic
RHSs (M2, ω,H) always admit real-analytic Morse-Darboux charts near non-
degenerate critical points of H with Morse index 6= 1 (cf. Lemma 2.1.38 and
2.1.39). To extend this statement to the holomorphic setting, it su�ces by The-
orem 2.1.33 and Corollary 2.1.35 to show that every complex two-dimensional
HHS (X,Ω,H) locally admits a real form near non-degenerate critical points of
H such that (X,Ω,H) restricts to a RHS (M,ω,H) as above on that real form.
Unfortunately, we were unable to �nd such a real form. Solving this problem
would have great consequences, as it would mean that every proper holomorphic
Lefschetz �bration π : X → C equipped with a holomorphic symplectic form
Ω is automatically an almost toric �bration in dimension two (cf. De�nition
2.1.29 and Proposition 2.1.30).
The second problem regards Theorem 2.3.16 which states that proper PHHSs
are generic, as long as their real dimension is larger than four. We do not know
whether this result still applies in dimension four, so it would be a good start-
ing point for further work. The third and fourth problem are both listed as
conjectures in Section 3.4. Conjecture 3.4.9 is about the commutation relations
of the complex structures φ∗Jg and T ∗I needed for the modi�ed versions of
Stenzel's theorem, while Conjecture 3.4.22 asserts that the Kähler dualities of
double cotangent bundles and coadjoint orbits are linked via reduction. A full
proof of the commutation relations as well as a complete reduction analysis are
still missing. The �nal open problem can also be found in Section 3.4 and is
more vague than the others. It poses the question how exactly our Hyperkähler
structures on double cotangent bundles are related to those already available in
the literature (Bielawski [Bie03], Feix [Fei01], Kaledin [Kal97], and Kronheimer
[Kro04]).
Another direction for future work concerns the generalization of HHSs with re-
spect to the HamiltonianH instead of the complex structure1 J . We have always

1This path led us to the notion of a PHHS.
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assumed in this thesis that the Hamiltonian of a HHS (X,Ω,H) is a holomorphic
map from X to the complex plane C. However, we can also view holomorphic
maps from X to a Riemann surface C as Hamiltonians. In this case, the triple
(X,Ω,H) becomes locally a HHS in the sense of De�nition 2.1.3 if we choose
a holomorphic chart for the Riemann surface C. Given two charts of C, the
associated holomorphic Hamiltonian vector �elds XH only di�er by multipli-
cation with a holomorphic function. Thus, the distributions spanned by these
vector �elds agree (cf. Section 2.1, in particular the proof of Proposition 2.1.13),
even though the Hamiltonian vector �elds might be di�erent, giving us a global
distribution on X. Since this distribution is integrable, it induces a foliation,
called holomorphic Hamiltonian foliation, whose leaves can be interpreted as
maximal holomorphic trajectories, as we have seen in Section 2.1 (cf. De�nition
2.1.12 and the explanation afterwards). In this sense, the holomorphic Hamil-
tonian foliation can be seen as a generalization2 of HHSs. The advantage of
holomorphic Hamiltonian foliations is that they give us easier access to periodic
orbits. Consider, for instance, the complex torus X := C2n/Z2n + iZ2n parame-
terized by [z1, . . . , z2n] ∈ X and equipped with the holomorphic symplectic form
Ω :=

∑n
j=1 dzj ∧ dzj+n. Since X is compact, all holomorphic maps from X to

C are constant, so all �classical� HHSs are trivial. However, the holomorphic
Hamiltonian foliation associated with Hj : X → C/Z + iZ, [z1, . . . , z2n] 7→ [zj ]
(j ∈ {1, . . . , n}) is non-trivial and its leaves are tori, since XH = ∂zj+n is the
corresponding Hamiltonian vector �eld (in the usual torus coordinates). There
are several interesting and open questions regarding holomorphic Hamiltonian
foliations, e.g. under which conditions they admit periodic orbits, i.e. under
which conditions these foliations possess compact leaves.
To answer this question or similar questions for HHSs and PHHSs, one may
follow a Floer-theoretical approach. In Section 2.1 and Appendix E, we have
constructed various actions functionals3 for the (pseudo-)holomorphic trajecto-
ries of (P)HHSs. One might wonder whether it is possible to use these action
functionals as a basis for a Floer-like theory. As of now, it is hard to imagine
how such a theory should look like and, if it exists, whether it gives meaningful
results. There are mainly two complications: First of all, most action function-
als we have constructed are complex-valued which is a problem, since we do not
know how to cook up a Morse theory for C-valued Morse functions. The second
issue concerns the remaining, real action functionals developed in Appendix E.
They all have counterintuitive boundary conditions and, most likely, will just
yield trivial results (cf. Appendix E).
Last but not least, one can study examples of HHSs and PHHSs to gain more
insight into their dynamics. This path seems to be quite promising, especially
because HHSs and PHHSs exhibit properties like monodromy and non-trivial
structures of the domains of their trajectories which are absent in the case of
RHSs.

2Of course, pseudo-holomorphic Hamiltonian foliations also exist for PHHSs, giving us a
generalization of HHSs with respect to J and H at the same time.

3In certain cases, one can also write down action functionals for holomorphic Hamiltonian
foliations. Take, for instance, the torus example from above. Here, we can use more or less
the same formulas from Section 2.1 and Appendix E to write down action functionals which
are now, of course, torus-valued.



Appendix A

Real Structures on Complex

Manifolds

This part is concerned with real structures on complex manifolds. It serves as
a reminder to those who are already familiar with multidimensional complex
analysis and as a brief introduction to those who are new to the topic. Aside
from explaining the notion of a real structure and deriving some of its basic
properties, we also discuss how real structures interact with tensors.
In a nutshell, a real structure σ on a complex manifold X is an antiholomorphic
involution. As we will see soon, real structures are intimately linked to the
notion of real forms which are the �xed point sets of real structures. In fact,
there are three equivalent de�nitions of real forms:

De�nition A.1 (Real form). Let X be a complex manifold with complex struc-
ture J . Further, let M ⊂ X be a non-empty subset. M is called real form of
X if one of the following, equivalent conditions is satis�ed:

(i) M is the �xed point set of a real structure, i.e., there exists an open
neighborhood U ⊂ X of M and an antiholomorphic involution σ on U
such that M = Fixσ.

(ii) M ⊂ X is a totally real, real-analytic submanifold, i.e., M satis�es
dimRM = dimCX and Jp(TpM) ∩ TpM = {0} for every point p ∈M .

(iii) For every point p ∈M there exists an open neighborhood V ⊂ X of p and
a holomorphic chart (z1, . . . , zn) : V → Cn such that (zj = xj + iyj):

V ∩M = {q ∈ V | y1(q) = . . . = yn(q) = 0}.

Proof. (i)⇒(ii): Let σ be as above and take a point p ∈ M = Fixσ. Without
loss of generality, we can assume U = X. Since σ is an involution, its di�erential
dσp : TpX → TpX is an involution as well. Thus, the tangent space TpX splits
into the direct sum E1 ⊕ E−1 where E±1 is the eigenspace of dσp with respect
to the eigenvalue ±1. Now consider a real-analytic Riemannian metric g on a
σ-invariant neighborhood V ⊂ X of p, i.e., σ(V ) = V . σ is an isometry with
respect to the real-analytic metric gσ := g + σ∗g on V . Hence, the exponential
map expp : W ⊂ TpX → V of gσ at p restricts to a map expp : W ∩E1 → Fixσ
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and gives rise to a real-analytic submanifold chart for Fixσ = M . In particular,
M ⊂ X is a real-analytic submanifold and we �nd TpM = E1.
Now recall that σ is antiholomorphic, i.e., dσp ◦ Jp = −Jp ◦ dσp. Thus, we have
E−1 = Jp(E1). This yields:

Jp(TpM) ∩ TpM = Jp(E1) ∩ E1 = E−1 ∩ E1 = {0} and

dimRM = dimR TpM = dimRE1 = dimRE−1 =
1

2
dimR TpX = dimCX

proving that M ⊂ X is a totally real, real-analytic submanifold.

(ii)⇒(iii): Let M ⊂ X be a totally real, real-analytic submanifold. Pick a point
p ∈M , an open neighborhood V ⊂ X of p, a holomorphic chart ψ : V → Cn of
X, and a real-analytic chart φ : V ∩M → Rn of M . Then, ψ ◦ φ−1 is a real-
analytic map from Rn to Cn ∼= R2n. Thus, there exists a unique holomorphic
map Ψ from Cn to Cn coinciding with ψ ◦ φ−1 on Rn. To illustrate this, we
consider the case n = 1:
Let f = a+ ib : R→ C ∼= R2 be a real-analytic map, i.e., the maps a, b : R→ R
are real-analytic. This means that the Taylor series of a (and b) locally con-
verges and coincides with the function a (and b, respectively). Expressing a and
b as

a(x) =

∞∑
k=0

ak(x− x0)k and b(x) =

∞∑
k=0

bk(x− x0)k

allows us to locally de�ne the unique holomorphic continuation F of f by setting:

F (z) :=

∞∑
k=0

(ak + ibk)(z − x0)k.

Since F can locally be written as a power series, it is holomorphic. Furthermore,
it is unique, as any other holomorphic continuation of f must have the same
power series near points x0 ∈ R.
Let us return to the map Ψ. We want to show that Ψ is a local biholo-
morphism near φ(p). To prove this, it su�ces to show that the di�erential
dΨφ(p) : Tφ(p)Cn ∼= Cn → Tψ(p)Cn ∼= Cn is bijective. Let ∂x1,p, . . . , ∂xn,p be the
basis vectors of TpM ⊂ TpX associated to the chart φ. We �nd:

dΨφ(p)(ej) = dψp(∂xj ,p) and

dΨφ(p)(iej) = idΨφ(p)(ej) = idψp(∂xj ,p) = dψp(Jp∂xj ,p),

where e1, . . . , en denotes the standard basis of Cn and we exploited the holo-
morphicity of ψ and Ψ. Since M ⊂ X is a totally real submanifold, the vectors
∂x1,p, . . . , ∂xn,p, Jp∂x1,p, . . . , Jp∂xn,p form a basis of TpX. Moreover, dψp maps
bases to bases, as ψ is a chart. Together with the previous equations, this tells
us that dΨφ(p) maps a real basis of Cn to another basis, i.e., that dΨφ(p) is
bijective.
We can now de�ne the holomorphic chart (z1, . . . , zn) := Ψ−1 ◦ ψ : V → Cn
after shrinking V if necessary. By construction, Ψ−1 ◦ ψ coincides with φ on
V ∩M and only assumes real values on V ∩M proving (zj = xj + iyj):

V ∩M = {q ∈ V | y1(q) = . . . = yn(q) = 0}.
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(iii)⇒(i): Pick a collection {(Vα, ψα)}α of holomorphic charts as in (iii) covering
M . Without loss of generality, we can assume that c(ψα(Vα)) = ψα(Vα), where
c : Cn → Cn is the complex conjugation. Set U := ∪αVα and de�ne the map
σ : U → U as follows:

σ(p) := ψ−1
α ◦ c ◦ ψα(p) ∀p ∈ Vα∀α.

It is clear from the de�nition that σ is an antiholomorphic involution if it is well-
de�ned. To show well-de�nedness, it su�ces to prove that the maps ψα ◦ ψ−1

β

commute with the complex conjugation c for every α and β. For this, we �rst
note that, by (iii), the points in Vα ∩ M are exactly those points which are
mapped to Rn under ψα. Hence, the map ψα ◦ ψ−1

β sends Rn to Rn. Now

consider the maps ψα ◦ ψ−1
β and c ◦ ψα ◦ ψ−1

β ◦ c. Both are holomorphic and

coincide on Rn. By the identity theorem1 for holomorphic maps, they must be
equal giving us:

c ◦ ψα ◦ ψ−1
β ◦ c = ψα ◦ ψ−1

β ∀α, β.

Since c is an involution, the last equation gives us the desired commutation
relation between ψα ◦ ψ−1

β and c.
Lastly, we need to check that M is the �xed point set of σ. By de�nition of σ,
the �xed points of σ are exactly those points in U which are mapped to Rn by
some ψα. By (iii), these are exactly the points in M .

Given a real form M , one can ask whether the corresponding real structure is
unique, i.e., whether there are two di�erent real structures whose real forms are
M . The following proposition answers this question:

Proposition A.2 (Uniqueness of real structures). LetX be a complex manifold
and σ1, σ2 : X → X be two real structures with the same non-empty �xed point
set M . Then, there exists an open neighborhood U ⊂ X of M such that
σ1|U = σ2|U . If every connected component of X meets M in some point, one
has σ1 = σ2.

Proof. Let ψ be a holomorphic chart of X near a point p ∈ M as in (iii) of
De�nition A.1 and consider the map σ1 ◦ σ2. In the chart ψ, σ1 ◦ σ2 becomes a
holomorphic map from Cn to Cn which restricts to the identity on Rn. By the
identity theorem, this map must be the identity on all of Cn. Hence, σ1 ◦ σ2

coincides with the identity on a neighborhood of the point p. Repeating this
argument for every point p ∈M shows that there exists an open neighborhood
U ⊂ X of M such that σ1 ◦ σ2|U = idU or, equivalently, σ1|U = σ2|U .
If every connected component of X meets M in some point, then every con-
nected component of X contains some open subset on which σ1 and σ2 coincide.
Applying the identity theorem again shows σ1 = σ2.

Remark A.3 (Nice real structure). In light of Proposition A.2, we call a real
structure σ on X nice if its �xed point set meets every connected component
of X in some point. The notion of a nice real form is de�ned analogously.

1To apply the identity theorem, it is necessary that every connected component of Vα ∩Vβ
is met by some point in M . We can always achieve this by choosing a suitable collection
{(Vα, ψα)}α.
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At this point, it should be noted that real-analyticity is necessary in (ii) of
De�nition A.1. As a counterexample, take X to be the complex plane C with
complex structure i and M to be the graph of a smooth function f : R → R
with compact support satisfying f(0) 6= 0. Clearly, M ⊂ C is a totally real,
smooth submanifold of C. Now assume that M is the �xed point set of some
real structure σ on an open neighborhood of M . Outside a compact set, M
coincides with the real line R. Now note that the complex conjugation on C
is a real structure whose real form is R. This allows us to apply the identity
theorem as in the proof of Proposition A.2 to show that σ coincides with the
complex conjugation. Hence, M must be the real line contradicting f(0) 6= 0.

Remark A.4 (Real structures on almost complex manifolds). If X is just an
almost complex manifold, we can still use (i) or (ii)2 from De�nition A.1 to
de�ne real forms M ⊂ X. In this case, it is still true that every real form in the
sense of (i) is also a real form in the sense of (ii). However, the converse might
fail, as the previous example suggests.

The remainder of Appendix A is devoted to the relation between tensors and
real structures. Before we dive into this discussion, it is wise to introduce the
concepts of σ-charts:

De�nition A.5 (σ-Chart). Let X be a complex manifold with real structure
σ on it. Further, let ψ : V → Cn be a holomorphic chart of X. We say that ψ
is a σ-chart if the following two conditions are satis�ed:

(i) σ(V ) = V .

(ii) ψ ◦ σ = c ◦ ψ, where c : Cn → Cn, c(z) := z̄ denotes complex conjugation.

We can interpret σ-charts as charts in which σ assumes its standard form.
σ-Charts are enormously helpful, as they simplify a vast amount of upcoming
computations. The following proposition ensures that we can always �nd an
atlas of σ-charts (cf. [Kul78]):

Proposition A.6 (σ-Atlas). Let X be a complex manifold with real structure
σ on it. Then, X admits an atlas of σ-charts.

Proof. Set M := Fixσ and pick a point p ∈ X\M . Let ψ : V → Cn be a
holomorphic chart of X near p. By shrinking V if necessary, we can achieve
that σ(V ) ∩ V = ∅. Now de�ne the holomorphic chart ψσ : V ∪ σ(V )→ Cn as
follows:

ψσ(q) :=

{
ψ(q) if q ∈ V,
c ◦ ψ ◦ σ(q) if q ∈ σ(V ).

By construction, ψσ is a σ-chart near p.
If M is empty, the proof is already �nished. If M is not empty, it remains to be
shown that we can �nd σ-charts near any point p ∈ M . However, in the proof
of De�nition A.1, we have shown that the charts from (iii) in De�nition A.1 are,
by construction of σ, σ-charts. This concludes the proof.

2In this case, it is sensible to drop the condition that M has to be real-analytic, since X
itself might not be real-analytic.
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Let us now begin the discussion of the relation between tensors and real struc-
tures. We start by recalling that any manifold X with an almost complex
structure J on it possesses a canonical splitting of its complexi�ed (co)tangent
spaces into (1, 0)- and (0, 1)-spaces:

Tp,CX = T (1,0)
p X ⊕ T (0,1)

p X
(
T ∗p,CX = T ∗,(1,0)

p X ⊕ T ∗,(0,1)
p X

)
.

The elements v ∈ T (1,0)
p X (α ∈ T ∗,(1,0)

p X) are de�ned by the equation:

Jpv = iv (α ◦ Jp = iα) ,

while the elements w ∈ T (0,1)
p X (β ∈ T ∗,(0,1)

p X) are de�ned by:

Jpw = −iw (β ◦ Jp = −iβ) .

If J is integrable, i.e., X is a complex manifold, we can pick a holomorphic chart
(z1 = x1 + iy1, . . . , zn = xn + iyn) : V → Cn of X. The vectors (forms)

∂zj :=
1

2

(
∂xj − i∂yj

)
(dzj := dxj + idyj)

form a basis of the (1, 0)-spaces, while the vectors (forms)

∂z̄j :=
1

2

(
∂xj + i∂yj

)
(dz̄j := dxj − idyj)

form a basis of the (0, 1)-spaces. If, additionally, X carries a real structure σ
and the chosen chart is a σ-chart, one easily checks the following relation for
the corresponding coordinate vectors (forms):

σ∗∂zj = ∂z̄j (σ∗dzj = dz̄j) .

Equipped with this knowledge, we are now able to de�ne holomorphic tensors:

De�nition A.7 (Holomorphic tensors). Let X be a complex manifold and T
be a smooth complex tensor �eld on X. We say that T is of holomorphic type
if T takes the following form in every holomorphic chart (z1, . . . , zn) : V → Cn
of X:

T = T j1...jrk1...ks
∂zj1 ⊗ . . .⊗ ∂zjr ⊗ dzk1

⊗ . . .⊗ dzks ,

where we employ the Einstein sum convention and the coe�cients
T j1...jrk1...ks

: V → C are smooth functions on V . The tensor �eld T is holomor-

phic if it is of holomorphic type and the coe�cients T j1...jrk1...ks
are holomorphic

functions. Now assume that X additionally carries a real structure σ. We call
the tensor �eld T σ-invariant if it satis�es3 σ∗T = T .

3For a di�eomorphism φ : L → N and a tensor �eld T on N , φ∗T is de�ned by pulling
back the form part of T with φ and pushing forward the vector part of T with φ−1. If T is
a tensor �eld on L, φ∗T is de�ned similarly, but the roles of φ and φ−1 are reversed. Since
the di�eomorphism φ = σ in De�nition A.7 is an involution, these subtle di�erences are not
important.
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Remark A.8. In the case that the almost complex structure of X is not inte-
grable, we can still de�ne tensors of holomorphic type4 and σ-invariant tensors.
The integrability is only needed for the de�nition of holomorphic tensors.

The key observation about σ-invariant tensors of holomorphic type is that they
restrict to real tensors on the real form M :

Proposition A.9. Let X be a complex manifold with real structure σ and
non-empty real form M := Fixσ. Further, let T be a σ-invariant tensor �eld on
X of holomorphic type. Then, T induces a real tensor �eld TM on M . If T is
holomorphic, TM is real-analytic.

Proof. Pick a point p ∈ M and a σ-chart (z1, . . . , zn) : V → Cn near p. In this
σ-chart, we can write T as:

T = T j1...jrk1...ks
∂zj1 ⊗ . . .⊗ ∂zjr ⊗ dzk1 ⊗ . . .⊗ dzks ,

where we employ the same conventions as in De�nition A.7. Using this expres-
sion, the equation σ∗T = T becomes:

T j1...jrk1...ks
◦ σ = T j1...jrk1...ks

.

Thus, the coe�cients T j1...jrk1...ks
(q) are real for points q ∈ V ∩M . We are now able

to de�ne the real tensor TM on V ∩M :

TM (q) := T j1...jrk1...ks
(q)∂xj1 ,q ⊗ . . .⊗ ∂xjr ,q ⊗ dxk1,q ⊗ . . .⊗ dxks,q, (A.1)

where q ∈ V ∩M and zj = xj + iyj . Recall that σ-charts near points of M are
the holomorphic charts from (iii) in De�nition A.1, i.e., we have:

V ∩M = {q ∈ V | y1(q) = . . . = yn(q) = 0}.

In particular, this means that the coordinate functions x1, . . . , xn constitute
a real-analytic submanifold chart for M . Hence, the object de�ned by Equa-
tion (A.1) is a well-de�ned real tensor �eld on V ∩M .
To obtain a real tensor �eld on all of M , we repeat the previous step for every
point p ∈M . This is possible, since the de�nition of TM given in Equation (A.1)
is independent of the choice of σ-chart, as one can easily verify. To conclude
the proof, we observe that the coe�cients T j1...jrk1...ks

are real-analytic if T is holo-
morphic.

Given a real tensor TM , one can ask whether the corresponding σ-invariant
tensor T of holomorphic type is unique, i.e., whether there are two di�erent
σ-invariant tensors of holomorphic type that induce the same tensor TM . In
general, the tensor T is not unique, however, it becomes unique if we additionally
require T to be holomorphic:

Lemma A.10 (Uniqueness of holomorphic tensors). Let X be a complex man-
ifold with real structure σ and non-empty real form M := Fixσ. Further, let S
and T be two σ-invariant holomorphic tensor �elds on X which induce the same
real tensor �eld TM on M . Then, there exists an open neighborhood U ⊂ X of
M such that S|U = T |U . If M is nice, one even has S = T .

4Naturally, we need to employ a di�erent, but equivalent de�nition for tensors of holomor-
phic type in this case, namely, that T vanishes if we plug any (0, 1)-vectors or -forms into
it.
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Proof. Pick a point p ∈M and a σ-chart (z1, . . . , zn) = ψ : V → Cn near p such
that V is connected. In this σ-chart, we can write S and T as:

S = Sj1...jrk1...ks
∂zj1 ⊗ . . .⊗ ∂zjr ⊗ dzk1

⊗ . . .⊗ dzks ,

T = T j1...jrk1...ks
∂zj1 ⊗ . . .⊗ ∂zjr ⊗ dzk1

⊗ . . .⊗ dzks ,

where we employ the same conventions as in De�nition A.7. Since S and T
induce the same real tensor TM , their coe�cients Sj1...jrk1...ks

and T j1...jrk1...ks
coincide

on V ∩M . By precomposing them with ψ−1, we can view the coe�cients as
holomorphic functions from Cn to C which coincide on Rn. Hence, by the
identity theorem, they must coincide everywhere, i.e., on all of V . This shows
that S and T agree on V . We can now repeat this argument for every point
p ∈M to �nd a neighborhood U ⊂ X of M such that S|U = T |U . If M is nice,
we can apply the identity theorem to every connected component of X to prove
S = T .

Lastly, we want to discuss the question of existence, i.e., given a real tensor TM ,
is there always a σ-invariant holomorphic tensor T inducing TM? The answer
is a resounding �Yes!� if TM is real-analytic:

Lemma A.11 (Holomorphic continuation of tensors). Let X be a complex
manifold with real structure σ and non-empty real form M := Fixσ. Further,
let TM be a real-analytic tensor �eld on M . Then, there exists an open neigh-
borhood U ⊂ X of M and a σ-invariant holomorphic tensor �eld T on U which
induces TM . T is unique in the sense of Lemma A.10.

Proof. Pick a point p ∈ M and a σ-chart (z1, . . . , zn) = ψ : V → Cn near p.
The real part of the σ-chart furnishes a real-analytic submanifold chart for M .
In this chart, TM becomes:

TM = T j1...jr
M,k1...ks

∂xj1 ⊗ . . .⊗ ∂xjr ⊗ dxk1
⊗ . . .⊗ dxks ,

where we employ the same conventions as before. The coe�cients T j1...jr
M,k1...ks

are

real-analytic maps from V ∩M to R ⊂ C. By precomposing them with ψ−1|Rn ,
we can view the coe�cients as real-analytic maps from Rn to C. As in the proof
of De�nition A.1, there exists a unique holomorphic continuation of these maps.
This allows us to interpret the coe�cients T j1...jr

M,k1...ks
as holomorphic functions

on V (after shrinking V if necessary). Denote these holomorphic coe�cients by
T j1...jrk1...ks

. We can now de�ne the tensor �eld T on V by:

T := T j1...jrk1...ks
∂zj1 ⊗ . . .⊗ ∂zjr ⊗ dzk1 ⊗ . . .⊗ dzks . (A.2)

T is holomorphic, because the coe�cients T j1...jrk1...ks
are holomorphic. Furthermore,

T is also σ-invariant. To see this, note that the coe�cients T j1...jrk1...ks
assume real

values on V ∩M . With this, we can apply the identity theorem to T j1...jrk1...ks
◦ σ

and T j1...jrk1...ks
to obtain:

T j1...jrk1...ks
◦ σ = T j1...jrk1...ks

.

Inserting the last equation into Equation (A.2) and exploiting the properties of
σ-charts now yields σ∗T = T .
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To de�ne T on a neighborhood U ofM , we want to repeat the last step for every
point p ∈ M and afterwards combine the various coordinate patches. This is
possible if the de�nition of T given in Equation (A.2) is independent of the
choice of σ-chart. However, the independence of the choice of chart directly
follows from Lemma A.10 concluding the proof.

To end Appendix A, we point out that real structures are not exclusive to the
category of complex manifolds, but exist in all kinds of complex subcategories,
for instance in the category of complex Lie groups, in the category of holomor-
phic symplectic manifolds, in the category of holomorphic Kähler manifolds,
and so forth. In these cases, the antiholomorphic involution σ has to preserve
the structure of the subcategory, e.g., has to be a group homomorphism, has
to preserve the holomorphic symplectic form Ω (i.e. σ∗Ω = Ω), has to preserve
the Kähler structure, and so forth. This enforces that the corresponding real
form M carries the remaining non-complex structure of the category, e.g., is a
Lie group, is a symplectic manifold, is a Kähler manifold, and so forth.



Appendix B

Proof of Darboux's Theorem

for HSMs

In this part of the appendix, we want to show that there is a holomorphic
counterpart to Darboux's theorem:

Theorem B.1 (Darboux's theorem for HSMs). Let (X,Ω) be a holomorphic
symplectic manifold (HSM) of complex dimension dimC(X) = 2n
(n ∈ N). Then, for every point x ∈ X, there is a holomorphic chart
ψ = (Q1, . . . , Qn, P1, . . . , Pn) : U → V ⊂ C2n of X near x such that

Ω|U =

n∑
j=1

dPj ∧ dQj .

Proof. As in the real setup, we employ Moser's trick to prove Darboux's theorem
for HSMs. A detailed transcription of Moser's trick to complex manifolds is
given by Soldatenkov and Verbitsky (cf. [SV21]).
Let (X,Ω) be a HSM of complex dimension dimC(X) = 2n (n ∈ N), x ∈ X be

any point of X, and (Û , ψ̂ = (ẑ1, . . . , ẑ2n)) be a holomorphic chart of X near
x. First, we observe that every complex symplectic form ω on a complex vector
space V of dimension dimC(V ) = 2n can be brought into standard form, i.e.,
can be written as

ω =

n∑
j=1

θj+n ∧ θj

for a basis (θ1, . . . , θ2n) dual to some complex basis (e1, . . . , e2n) of V . Thus,

we can assume that Ω at x in the chart (Û , ψ̂) takes the form

Ωx =

n∑
j=1

dẑj+n,x ∧ dẑj,x

by applying a C-linear transformation to (Û , ψ̂) if necessary. Next, we de�ne
the following 2-form on Û :

Ω1 :=

n∑
j=1

dẑj+n ∧ dẑj ∈ Ω(2,0)(Û).

145



146 APPENDIX B. PROOF OF DARBOUX'S THEOREM FOR HSMS

Clearly, both Ω0 := Ω|Û and Ω1 are holomorphic symplectic 2-forms on Û . Now,

we de�ne the 2-form Ωt on Û as the interpolation of Ω0 and Ω1:

Ωt := Ω0 + t(Ω1 − Ω0) ∀t ∈ R.

For every t ∈ R, the form Ωt is holomorphic and closed, as Ω0 and Ω1 are
holomorphic and closed. Further, we observe that Ωt,x = Ω0,x for every t ∈ R,
as Ω0 and Ω1 coincide at x by construction. This means that Ωt,x is non-
degenerate for every t. Because non-degeneracy is an open property, we can
�nd an open neighborhood U ′ ⊂ Û of x such that Ωt|U ′ is a non-degenerate
2-form for every t ∈ [0, 1], where we have also used the fact that Ωt depends
continuously on t and [0, 1] is a compact interval. This turns (U ′, Ωt|U ′) into
a HSM for every t ∈ [0, 1]. Moreover, we can assume that U ′ is contractible
by shrinking U ′ if necessary. For the sake of simplicity and ease of notation,
we assume from now on that U ′ = Û . As Û is contractible, its cohomology is
trivial. By the Poincaré lemma, we can �nd a 1-form α on Û such that

d

dt
Ωt = Ω1 − Ω0 = dα.

We can write α = α(1,0) + α(0,1), where α(1,0) and α(0,1) are of type (1, 0) and
(0, 1), respectively. Since the 2-form Ω1 −Ω0 is holomorphic, it is of type (2, 0)
implying dα = dα(1,0) = ∂α(1,0). Thus, we can choose α such that it is of
type (1, 0) and ful�lls ∂̄α = 0 turning α into a holomorphic 1-form. Without
loss of generality, we can assume that α satis�es αx = 0 by replacing α with
α′ = α − β if necessary, where β is a holomorphic 1-form with βx = αx and
dβ = 0. For every t ∈ [0, 1], de�ne the vector �eld Vt on Û with values in
T (1,0)Û by ιVtΩt = −α. Note that Vt is well-de�ned, as α is a 1-form of type
(1, 0) and Ωt is non-degenerate on T

(1,0)Û , thus, Ωt gives rise to an isomorphism
from T (1,0)Û to T ∗,(1,0)Û . Since α and Ωt are holomorphic, Vt is a holomorphic
vector �eld on Û for every t ∈ [0, 1]. Using the closedness of Ωt and Cartan's
magic formula, we calculate the Lie derivative LVtΩt:

LVtΩt = dιVtΩt + ιVtdΩt = dιVtΩt = −dα = − d

dt
Ωt ∀t ∈ [0, 1].

Recall1 that every holomorphic vector �eld V can be uniquely written as
1/2(V R−i·J(V R)), where J is the complex structure of the underlying complex
manifold and V R is a real J-preserving vector �eld. Now let V Rt be the real
J-preserving vector �eld corresponding to Vt for every t ∈ [0, 1]. Next, we want
to show the following equation:

LV Rt Ωt = LVtΩt = − d

dt
Ωt.

We do this by proving a more general auxiliary lemma:

Auxiliary lemma B.2. Let X be a complex manifold with complex structure
J ∈ Γ(End(TX)). Further, let V R ∈ ΓJ(TX) be a J-preserving vector �eld on
X with corresponding holomorphic vector �eld V := 1/2(V R− iJ(V R)) and let
T be a holomorphic tensor �eld on X, then the Lie derivatives of T with respect
to V R and V coincide, i.e.:

LV RT = LV T.
1Confer Proposition 2.1.6 and [KN69] for details.
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Proof of Lemma B.2. Let X, J , V R, and V be as above. Further, let T be a
holomorphic (k, l)-tensor �eld on X. The Lie derivative is complex linear, thus,
we have by de�nition of V :

LV T =
1

2

(
LV RT − i · LJ(V R)T

)
.

Hence, it su�ces to show:

LJ(V R)T = i · LV RT. (B.1)

In a holomorphic chart φ = (z1, . . . , zn) : U → V ⊂ Cn of X, T can be expressed
as

T |U =

n∑
i1...ik,j1...jl=1

T i1...ikj1...jl
· dzj1 ⊗ . . .⊗ dzjl ⊗ ∂zi1 ⊗ . . .⊗ ∂zik ,

where T i1...ikj1...jl
: U → C are holomorphic functions on U . Since the Lie derivative

can be computed locally and satis�es the Leibniz rule, it su�ces to show Equa-
tion (B.1) for T being T i1...ikj1...jl

, dzi, and ∂zj . As the Lie derivative also commutes
with the exterior di�erential d and ∂zj is a (local) holomorphic vector �eld, it
is su�cient to prove Equation (B.1) for T being a holomorphic function h and
holomorphic vector �eld W . For T = h, we �nd:

LJ(V R)h = dh
(
J(V R)

)
= i · dh(V R) = i · LV Rh,

where we used that h is holomorphic, i.e. dh ◦ J = i · dh. For T = W , we can
use Proposition 2.1.6 to obtain:

LJ(V R)W =
[
J(V R),W

]
=

1

2

(
[J(V R),WR]− i[J(V R), J(WR)]

)
=

1

2

(
[V R, J(WR)]− i[V R, J2(WR)]

)
=
i

2

(
[V R,WR]− i[V R, J(WR)]

)
= i
[
V R,W

]
= i · LV RW,

concluding the proof.

Let us return to the proof of Darboux's theorem for HSMs. Let ϕt be the
(possibly local) �ow of the real time-dependent vector �eld V Rt . The pull-back
ϕ∗tΩt is a solution of the initial value problem:

d

dt
(ϕ∗tΩt) = ϕ∗t (LV Rt Ωt +

d

dt
Ωt) = 0, ϕ∗0Ω0 = Ω0,

where we suppressed the fact that ϕt might not be de�ned on all of Û for every
t ∈ [0, 1] in our notation. Clearly, Ω0 is also a solution to the same initial value
problem. Because the solution to the given initial value problem is unique, we
obtain:

ϕ∗tΩt = Ω0.

We have to show that the last equation holds true for every t ∈ [0, 1] in some
open neighborhood U ⊂ Û of x. For this, we recall that αx = 0 by construction.
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Thus, we have V Rt (x) = Vt(x) = 0 for every t ∈ [0, 1]. This implies that the
�ow ϕt is stationary at x, i.e., ϕt(x) = x for every t ∈ [0, 1]. We can deduce
from this that there exists an open neighborhood U ⊂ Û of x such that the �ow
ϕt : U → ϕt(U) ⊂ Û is a well-de�ned di�eomorphism for every t ∈ [0, 1]. In
particular, the time-1-map ϕ1 : U → ϕ1(U) satis�es:

ϕ∗1Ω1 = Ω0.

Hence, (U,ψ := ψ̂ ◦ ϕ1) is a smooth chart of X near x which satis�es:

ψ−1 ∗Ω|U = ψ̂−1 ∗ (ϕ−1 ∗
1 Ω0

)
= ψ̂−1 ∗Ω1 =

n∑
j=1

θj+n ∧ θj ,

where
∑
θj+n ∧ θj is the standard symplectic form on C2n. Hence, the holo-

morphic symplectic form Ω takes the following form on (U,ψ ≡ (z1, . . . , z2n)):

Ω|U =
n∑
j=1

dzj+n ∧ dzj .

(U,ψ) is a good candidate for the desired Darboux chart. To conclude the
proof, we need to show that (U,ψ) is also a holomorphic chart of X. For this,
it su�ces to prove that the map ϕ1 : U → ϕ1(U) is locally biholomorphic. The
idea behind this proof is simple: In Chapter IX of [KN69], it is shown that
the time-independent J-preserving2 vector �elds V R on a complex manifold X

are exactly those real vector �elds whose �ow ϕV
R

t is locally biholomorphic.
However, we cannot directly apply this statement to V Rt , as, in general, V Rt
carries a non-trivial time-dependence. To account for this, we relate Vt to a
time-independent holomorphic vector �eld V on Û ×O 3 (x, t), where O ⊂ C.
First, we generalize the de�nition of Ωt and allow for complex times t ≡ τ ∈ C.
By the same arguments as before and by shrinking Û if necessary, we �nd an
open neighborhood O ⊂ C of [0, 1] such that Ωτ is non-degenerate for every
τ ∈ O. This allows us to generalize the de�nition of Vτ to all τ ∈ O. Instead
of viewing Ωτ as a time-dependent (2, 0)-form on Û , we can also take it to be
a time-independent (2, 0)-form on Û × O. As the time-dependence of Ωτ is
clearly holomorphic, Ωτ as a form on Û × O is also holomorphic. Thus, Vτ
understood as a vector �eld on Û × O is also holomorphic. Now consider the
time-independent vector �eld V on Û ×O:

V (y, τ ′) := Vτ ′(y) + ∂τ (y, τ ′) ∀(y, τ ′) ∈ Û ×O,

where we interpret τ as a coordinate of Û ×O. As Vτ and ∂τ are holomorphic,
V is also holomorphic. Now let V R be the real J-preserving vector �eld corre-
sponding to V and let Γ : [0, 1]→ Û ×O, Γ(r) ≡ (γ(r), ρ(r)) be a smooth curve
in Û ×O with ρ(0) = 0. Then, we have the following auxiliary lemma:

Auxiliary lemma B.3. Γ is an integral curve of V R if and only if γ : [0, 1]→ Û
is an integral curve of V Rt and ρ(r) = r for every r ∈ [0, 1].

2J-preserving vector �elds are called in�nitesimal automorphisms in [KN69].
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Proof of Lemma B.3. This follows from a quick computation: Let τ = t+ is be
the decomposition of τ into real and imaginary part, then the vector �eld V R

is given by:

V R(y, τ ′) = V Rτ ′ (y) + ∂t(y, τ
′) ∀(y, τ ′) ∈ Û ×O.

Further, let ρ = ρR + iρI be the decomposition of ρ into real and imaginary
part, then the integral curve equation of V R for Γ can be written as (r ∈ [0, 1]):

γ̇(r) = V Rρ(r)(γ(r)), ρ̇R(r) · ∂t(Γ(r)) + ρ̇I(r) · ∂s(Γ(r)) = ∂t(Γ(r)).

As ρ needs to satisfy the initial condition ρ(0) = 0, ρ is given by id[0,1] if Γ is
an integral curve of V R. In this case, γ has to satisfy the following di�erential
equation:

γ̇(r) = V Rr (γ(r)) r ∈ [0, 1].

Therefore, γ is an integral curve of the time-dependent vector �eld V Rt on Û if
Γ is an integral curve of V R. The converse direction follows similarly.

From Lemma B.3, it follows that the �ow ϕV
R

t of V R and the �ow ϕt of the
time-dependent vector �eld V Rt are related in the following way:

ϕV
R

t (y, 0) = (ϕt(y), t)

for every suitable y ∈ Û . As discussed earlier, ϕV
R

t is the �ow of a holomorphic
vector �eld and, hence, locally biholomorphic. This implies that ϕt is also locally
biholomorphic concluding the proof.
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Appendix C

Three Flavors of Kähler

Structures

We brie�y explore the various notions of Kähler structures in this part. In
particular, we introduce three di�erent �avors of Kähler structures: Kähler
manifolds (�rst section), Hyperkähler manifolds (second section), and holomor-
phic Kähler manifolds (third section). The main result of Appendix C is that,
in the symplectic picture, Hyperkähler and holomorphic Kähler manifolds only
di�er by a sign in the commutation relation of the complex structures I and J .

Kähler Manifolds

De�nition C.1 (Kähler manifolds). A pre-semi-Kähler manifold is a triple
(M,ω, J) where M2n is a smooth manifold and the tensors ω ∈ Ω2(M) and
J ∈ Γ End(TM) satisfy:

(i) ω is non-degenerate, i.e., ωnp 6= 0 for all p ∈M ,

(ii) J is an almost complex structure, i.e., J2
p = − idTpM for all p ∈M ,

(iii) ω and J are compatible in the sense that ω(J ·, J ·) = ω.

We drop the pre�x �pre� if (M,ω, J) satis�es the following integrability condi-
tions:

(1) ω is closed, i.e., dω = 0,

(2) J is integrable, i.e., the Nijenhuis tensor NJ vanishes.

We drop the pre�x �semi� if the semi-Riemannian metric g := ω(·, J ·) is positive
de�nite.

Remark C.2.

(i) It is easy to verify that, given a pre-semi-Kähler manifold (M,ω, J), the
tensor g := ω(·, J ·) is a semi-Riemannian metric satisfying g(J ·, J ·) = g.
Conversely, if M is a smooth manifold with semi-Riemannian metric g
and almost complex structure J satisfying g(J ·, J ·) = g, then the triple
(M,ω, J) is a pre-semi Kähler manifold where ω := g(J ·, ·). In light of this
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observation, we call both triples (M,ω, J) and (M, g, J) pre-semi-Kähler
manifolds. Whether the symplectic or Riemannian picture is used, is clear
from the symbols and the context.

(ii) A manifold M admits a pre-Kähler structure i� M admits an almost
complex structure i� M admits a non-degenerate two-form. In particu-
lar, every pre-semi-Kähler manifold admits a pre-Kähler structure. To
see this, we �rst note that M admits an almost complex (or almost
symplectic or pre-Kähler) structure i� the frame bundle of M admits a
GL(n,C)- (or Sp(2n,R)- or U(n)-)reduction. The rest now follows from
Sp(2n,R) ∩ GL(n,C) = U(n) and the fact that the inclusions
U(n) ↪→ GL(n,C) and U(n) ↪→ Sp(2n) are strong deformation retracts
as well as the observation that G-principal bundles admit H-reductions if
H ↪→ G is a strong deformation retract of Lie groups.

Kähler manifolds are one of the most studied geometries in mathematics. As
such, a plethora of equivalent descriptions of Kähler manifolds has been found
over the years (cf. [Bal06] and [Mor07] for a small selection). Here, we are only
interested in the following equivalences:

Lemma C.3 (Equivalent description of integrability conditions). Let (M,ω, J)
be a pre-semi-Kähler manifold and ∇ be the Levi-Civita connection of
g := ω(·, J ·). Then, the following statements are equivalent:

(i) (M,ω, J) is a semi-Kähler manifold.

(ii) ∇J = 0.

(iii) ∇ω = 0.

(iv) M admits an atlas of holomorphic normal coordinates, i.e., for every point
p ∈M there exists a holomorphic chart (z1 = x1 + iy1, . . . , zn = xn + iyn)
near p such that

gp =
k∑
j=1

dx2
j,p + dy2

j,p −
n∑

j=k+1

dx2
j,p + dy2

j,p

and the �rst derivatives of the coe�cients of g vanish at p in this chart.

(v) J is integrable and ω possesses local Kähler potentials f near any point,
i.e., for every p ∈ M there exists an open neighborhood U of p and a
function f ∈ C∞(U,R) such that ω|U = i∂∂̄f .

Proof. �(i)⇔(ii)�: This equivalence is Lemma 4.2.5 in [MS17].
�(ii)⇔(iii)�: We compute for vector �elds X,Y, Z ∈ Γ(TM):

X(ω(Y,Z)) = (∇Xω)(Y, Z) + ω(∇XY,Z) + ω(Y,∇XZ)

= X(g(JY, Z)) = (∇Xg)(JY, Z) + g(∇X(JY ), Z) + g(JY,∇XZ)

= g((∇XJ)Y,Z) + g(J∇XY, Z) + g(JY,∇XZ)

= g((∇XJ)Y,Z) + ω(∇XY,Z) + ω(Y,∇XZ),

where we exploited the metric compatibility of ∇. Subtracting the �rst from
the last line yields (∇Xω)(Y, Z) = g((∇XJ)Y,Z) proving the equivalence.
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The remaining directions are proven in [Bal06] (cf. Theorem 4.17). Note that
the equivalences are only shown for positive de�nite g in [MS17] and [Bal06].
However, it is straightforward to check that the proofs still work in the semi-
Riemannian case.

Remark C.4 (Signature of g). A consequence of Lemma C.3 is that the signa-
ture of a semi-Kähler metric g is even, i.e., g has signature (2k, 2(n− k)). One
easily veri�es that this is also true for pre-semi-Kähler manifolds (M, g, J).

The Kähler potential f in Lemma C.3 is not unique. For instance, adding the
real part of a holomorphic function g to f generates another Kähler potential,
i.e., if g : U → C is a holomorphic function, then ω = i∂∂̄f̂ where:

f̂ := f + Re g = f +
1

2
(g + ḡ).

To single out a unique Kähler potential, we need to impose additional conditions
on f . One such condition is to require f to be mixed near a given point p:

De�nition C.5 (Mixed near p). LetM be a complex manifold and f : M → R
a real-analytic function on M . Fix a point p ∈ M and a holomorphic chart
ψ = (z1, . . . , zn) near p with ψ(p) = 0. Expanding f in a power series of zj and
z̄k gives us the decomposition:

f = h0 + h1 + h2 + h3,

where h0 ≡ f(p) is a constant function, h1 only contains powers of zj , h2 only
contains powers of z̄k, and h3 contains the terms mixing zj and z̄k. We call f
mixed near p if h0 = h1 = h2 = 0.

Remark C.6.
(i) The decomposition f = h0 + h1 + h2 + h3 is independent of the choice of

chart ψ, as long as ψ(p) = 0 holds.

(ii) If f is mixed near p, then p is a critical point of f . Indeed, all terms
contained in f are of quadratic or higher order in the coordinates zj and
z̄k.

De�nition C.5 now allows us to �nd a unique Kähler potential near a given point
p:

Proposition C.7 (Mixed Kähler potential). Let M be a complex manifold
and ω ∈ Ω2(M) a closed real-analytic R-valued form of type (1, 1). Fix a point
p ∈M . Then, there exists a contractible neighborhood U of p and a unique real-
analytic function f : U → R such that f is mixed near p and ω = i∂∂̄f holds.
In particular, every real-analytic semi-Kähler manifold (M,ω, J) possesses a
unique local Kähler potential f which is mixed near p.

Proof. By the ∂∂̄-lemma, there is a contractible neighborhood U of p and a
function f : U → R such that ω = i∂∂̄f . Since ω is real-analytic, we can
also choose f to be real-analytic. After shrinking U , U becomes the domain of
a chart (z1, . . . , zn) and we can write f = h0 + h1 + h2 + h3 as in De�nition
C.5. h1 is holomorphic and, since f is real, we have h2 = h̄1. In particular,
dh0 = ∂̄h1 = ∂h2 = 0 holds and h3 satis�es ω = i∂∂̄h3. Thus, h3 is the mixed
Kähler potential for ω. Conversely, ω �xes h3, as ω determines the functions
∂zj∂z̄kh3 and every term in h3 is proportional to zj z̄k concluding the proof.
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Hyperkähler Manifolds

De�nition C.8 (Hyperkähler manifolds). A pre-semi-Hyperkählermanifold
is a collection (M, g, I, J,K) where M4n is a smooth manifold and the tensors
g ∈ Sym2(M) and I, J,K ∈ Γ End(TM) satisfy:

(i) g is a semi-Riemannian metric,

(ii) I, J , and K form an almost quaternionic structure:

I2
p = J2

p = K2
p = IpJpKp = − idTpM ∀p ∈M,

(iii) g is compatible with I, J , and K in the following sense:

g(I·, I·) = g(J ·, J ·) = g(K·,K·) = g.

We drop the pre�x �pre� if (M, g, I), (M, g, J), and (M, g,K) are semi-Kähler.
We drop the pre�x �semi� if g is positive de�nite.

Remark C.9.

(i) Given a pre-semi-Hyperkähler manifold (M, g, I, J,K), every almost com-
plex structure L ∈ {I, J,K} corresponds to a non-degenerate 2-form
ωL := g(L·, ·). The forms ωI , ωJ , and ωK allow us to construct the
complex forms:

ΩI := ωJ + iωK , ΩJ := ωK + iωI , ΩK := ωI + iωJ .

For any L ∈ {I, J,K}, ΩL is of type (2, 0) with respect to the almost
complex structure L, i.e.:

ΩL(L·, ·) = ΩL(·, L·) = iΩL.

If (M, g, I, J,K) is semi-Hyperkähler, then ΩL is a holomorphic symplectic
form with respect to L ∈ {I, J,K} (cf. Theorem 2.2.16).

(ii) A manifoldM admits a pre-Hyperkähler structure i�M admits an almost
quaternionic structure. In particular, every pre-semi-Hyperkähler mani-
fold admits a pre-Hyperkähler structure. As in the Kähler case, the proof
relies on the fact that the inclusion GL(n,H) ∩ O(4n) ↪→ GL(n,H) is a
strong deformation retract.

De�nition C.8 is somewhat redundant: To de�ne Hyperkähler structures, we
introduced three almost complex structures, however, two anticommuting ones
completely su�ce. Indeed, if I, J , and K form an almost quaternionic structure
onM , one easily concludes that I and J anticommute. The converse is also true:

Proposition C.10. Let M be a smooth manifold with two almost complex
structures I and J and set K := IJ . If IJ = −JI, then I, J , and K form an
almost quaternionic structure on M . If, additionally, g is a semi-Riemannian
metric on M such that (M, g, I) and (M, g, J) are pre-semi-Kähler manifolds,
then (M, g, I, J,K) is a pre-semi-Hyperkähler manifold.
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Proof. We verify:

K2 = IJK = IJIJ = −I2J2 = −1.

The K-compatibility of g is a direct consequence of the I- and J-compatibility:

g(K·,K·) = g(IJ ·, IJ ·) = g(J ·, J ·) = g.

Not only the third almost complex structure K is redundant, but also the third
integrability condition:

Proposition C.11. Let (M, g, I, J,K) be a pre-semi-Hyperkähler manifold.
Then, the following statements are equivalent:

(i) (M, g, I, J,K) is semi-Hyperkähler.

(ii) (M, g, I) and (M, g, J) are semi-Kähler.

Proof. The direction �(i)⇒(ii)� is trivial, thus, we only consider �(ii)⇒(i)�. If
(M, g, I) and (M, g, J) are semi-Kähler, then, by Lemma C.3, we have
∇I = ∇J = 0 for the Levi-Civita connection ∇ of g. Therefore, the almost
complex structure K = IJ satis�es:

∇K = (∇I)J + I∇J = 0

Applying Lemma C.3 again now shows that (M, g,K) is semi-Kähler concluding
the proof.

Proposition C.11 is a fundamental and well-known result in the �eld of Hyper-
kähler geometry. However, Theorem 2.2.16 allows us to improve Proposition
C.11:

Lemma C.12 (Equivalent description of integrability conditions). Let
(M, g, I, J,K) be a pre-semi-Hyperkähler manifold with corresponding two-forms
ωI , ωJ , and ωK . If two almost complex structures in {I, J,K} are integrable and
two forms in {ωI , ωJ , ωK} are closed, then (M, g, I, J,K) is semi-Hyperkähler.

Proof. If the integrable almost complex structures correspond to the closed
forms, we can apply Proposition C.11. Let us now assume that the integrable
almost complex structures do not correspond to the closed forms. Without loss
of generality, we can take I and J to be integrable and ωI and ωK to be closed.
First, consider iΩI = −ωK + iωJ . It is a form of type (2, 0) with respect to the
complex structure I whose real part is closed. Therefore, by Theorem 2.2.16,
the imaginary part ωJ must be closed as well. Now consider ΩK = ωI + iωJ . It
is a closed form of type (2, 0) with respect to K. Again by Theorem 2.2.16, K
must be integrable concluding the proof.

As in the Kähler case, we cannot only describe a Hyperkähler manifold in a
Riemannian setup, but also in a symplectic setup:
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Lemma C.13 (Symplectic picture of Hyperkähler manifolds). Let (M,ω, J) be
a pre-semi-Kähler manifold. Further, let I be an almost complex structure on
M which is anticompatible with ω and anticommutes with J , i.e.:

ω(I·, I·) = −ω and IJ = −JI.

Then, (M, g, I, J,K) is a pre-semi-Hyperkähler manifold where g := ω(·, J ·) and
K := IJ . If (M,ω, J) is semi-Kähler and I is integrable, then (M, g, I, J,K) is
semi-Hyperkähler.

Proof. We already know from Proposition C.10 that I, J , and K form an al-
most quaternionic structure. On top of that, it directly follows from the de�ni-
tion of a pre-semi-Kähler manifold that g is compatible with J , i.e., g satis�es
g(J ·, J ·) = g. Since I is anticompatible with ω and anticommutes with J , we
also have g(I·, I·) = g which in turn implies g(K·,K·) = g. This shows that
(M, g, I, J,K) is a pre-semi-Hyperkähler manifold.
Now assume that(M,ω, J) is semi-Kähler and I is integrable. By Theorem
2.2.16, the form

ωK := g(K·, ·) = ω(IJ ·, J ·) = −ω(I·, ·)

is closed. This allows us to apply Lemma C.12 (where ωJ ≡ ω) showing that
(M, g, I, J,K) is semi-Hyperkähler.

To conclude Appendix C, we complexify the notion of Kähler manifolds:

Holomorphic Kähler Manifolds

De�nition C.14 (Holomorphic semi-Kähler manifolds). A complexi�ed pre-
semi-Kähler manifold is a collection (X,ω, J, I) where X4n is a smooth man-
ifold and the tensors ω ∈ Ω2(X) and I, J ∈ Γ End(TX) satisfy:

(i) (X,ω, J) is a pre-semi-Kähler manifold,

(ii) I is an almost complex structure, i.e., I2
p = − idTpX for all p ∈ X,

(iii) I is anticompatible with ω and commutes with J :

ω(I·, I·) = −ω and IJ = JI.

We say that (X,ω, J, I) is holomorphic instead of complexi�ed if I is integrable

and Ω := ω − iω(I·, ·) as well as J viewed as a section1 of End(T
(1,0)
I X) is

holomorphic. We drop the pre�x �pre� if (X,ω, J) is semi-Kähler.

Remark C.15.
(i) For every complexi�ed pre-semi-Kähler manifold (X,ω, J, I), the forms

Ω := ω − iω(I·, ·) and G := Ω(·, J ·) ≡ g − ig(I·, ·) where g := ω(·, J ·) are
of type (2, 0) with respect to I:

Ω(I·, ·) = Ω(·, I·) = iΩ and G(I·, ·) = G(·, I·) = iG.

Furthermore, Ω and G are non-degenerate on T
(1,0)
I X implying that the

real dimension of X is a multiple of 4.

1Here, the subscript indicates that the decomposition TCX = T (1,0)X ⊕ T (0,1)X is under-
stood with respect to I.
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(ii) If ω is closed and I is integrable, Ω is closed and holomorphic due to
Theorem 2.2.16. Hence, every holomorphic semi-Kähler manifold is also
a holomorphic symplectic manifold (cf. Section 2.1).

(iii) The symmetric two-form G is C-bilinear with respect to I and

non-degenerate on T
(1,0)
I X. Thus, its real part g is inde�nite with sig-

nature (2n, 2n) where 4n := dimRX. The inde�niteness of g is the reason
why the pre�x �semi� carries a di�erent meaning for holomorphic Käh-
ler manifolds than for Kähler and Hyperkähler manifolds (cf. De�nition
C.21).

(iv) In the lowest possible dimension, i.e. dimRX = 4, the almost complex
structure J of a holomorphic pre-semi-Kähler manifold is automatically
integrable. To see this, recall that the Nijenhuis tensor of an almost com-
plex structure on a two-dimensional manifold naturally vanishes due to its
symmetries. Similarly, the Nijenhuis tensor of a holomorphic (1, 1)-tensor
J with J2 = −1 on a complex two-dimensional manifold vanishes due to
its symmetries.

(v) Also note that for every holomorphic pre-semi-Kähler manifold (X,ω, J, I)
in dimension dimRX = 4 the form Ω is a holomorphic top degree form
and, thus, closed. Together with the previous remark, this implies that
holomorphic pre-semi-Kähler manifolds in dimension 4 are automatically
semi-Kähler.

The rich structure of a holomorphic semi-Kähler manifold allows us to �nd a
simple description of I and J in suitable coordinates:

Proposition C.16 (Local structure of I and J). LetX2m be a smooth manifold
with commuting almost complex structures I and J . If I and J are integrable

and J viewed as a section of End(T
(1,0)
I X) is holomorphic, then there are holo-

morphic coordinates (z1, . . . , zm) of (X, I) near any point and a number p with
0 ≤ p ≤ m such that:

J∂zj = i∂zj and J∂zk = −i∂zk ,

where j ∈ {1, . . . , p} and k ∈ {p + 1, . . . ,m}. In particular, every holomorphic
semi-Kähler manifold admits such coordinates.

Remark C.17.
(i) The number p is constant on connected components of X.

(ii) We call coordinates as in Proposition C.16 I-J-coordinates.

(iii) A consequence of Proposition C.16 is that I viewed as a section of

End(T
(1,0)
J X) is holomorphic. Indeed, (z1, . . . , zp, z̄p+1, . . . , z̄m) are holo-

morphic coordinates of (X, J) in which the coe�cients of I are constant
and, thus, holomorphic.

(iv) For every holomorphic semi-Kähler manifold (X4n, ω, J, I), Ω takes the
following form in I-J-coordinates:

Ω =

p∑
j=1

2n∑
k=p+1

Ωjkdzj ∧ dzk.
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This is due to the fact that all other combinations of dzr ∧ dzs are not
compatible with J . The given form of Ω enforces p = n, since, otherwise,
Ω would be degenerate.

Proof. The idea of the proof is to apply the holomorphic Frobenius theorem

to suitable holomorphic subbundles of T
(1,0)
I X (the following version of this

theorem together with its explanation is directly taken from [Voi02]):

Theorem C.18 (Holomorphic Frobenius theorem, Theorem 2.26 in [Voi02]).
Let X be a complex manifold of dimension n and let E be a holomorphic
distribution of rank k over X, i.e., a holomorphic vector subbundle of rank
k of the holomorphic tangent bundle T (1,0)X. Then, E is integrable in the
holomorphic sense if and only if we have the integrability condition

[E,E] ⊂ E.

Here, the integrability in the holomorphic sense means that X is covered by
open sets U such that there exists a holomorphic submersive map

φU : U → Cn−k

satisfying

Eu = ker dφU,u

for every u ∈ U .

We �rst note that J restricts to a section of End(T
(1,0)
I X), as I and J com-

mute. Due to J2 = −1, the bundle T
(1,0)
I X splits into the subbundles Ei and

E−i where E±i ⊂ T (1,0)
I X is the eigenbundle of J with respect to the eigenvalue

±i. J is holomorphic, hence, Ei and E−i are holomorphic subbundles.
To apply the holomorphic Frobenius theorem, we need to show that the sub-
bundles Ei and E−i are involutive. For this, we observe that Ei and E−i can
be expressed as:

Ei = T
(1,0)
I X ∩ T (1,0)

J X, E−i = T
(1,0)
I X ∩ T (0,1)

J X.

Now recall that integrability of an almost complex structure K on X is equiva-
lent to [

T
(1,0)
K X,T

(1,0)
K X

]
⊂ T (1,0)

K X

which itself is equivalent to[
T

(0,1)
K X,T

(0,1)
K X

]
⊂ T (0,1)

K X.

Thus, the integrability of I and J implies [Ei, Ei] ⊂ Ei and [E−i, E−i] ⊂ E−i.
This allows us to apply the holomorphic Frobenius theorem to Ei and E−i giving
us the desired charts, where p is the rank of Ei.

As already alluded to in Statement (iii) of Remark C.15, the pre�x �semi� carries
a di�erent meaning than in the Kähler and Hyperkähler case. To give a precise
explanation, we need to introduce the notion of real structures on complexi�ed
pre-semi-Kähler manifolds:
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De�nition C.19 (Real structure). Let (X,ω, J, I) be a complexi�ed pre-semi-
Kähler manifold. A real structure σ on (X,ω, J, I) is a smooth involution on
X satisfying:

(i) σ preserves ω, i.e., σ∗ω = ω,

(ii) σ is J-holomorphic, i.e., J ◦ dσ = dσ ◦ J ,

(iii) σ is I-antiholomorphic, i.e., I ◦ dσ = −dσ ◦ I.

The �xed point set M := Fixσ is called real form. M is nice if it meets every
connected component of X.

The name suggests that a real form of a complexi�ed (pre-)semi-Kähler manifold
is itself a (pre-)semi-Kähler manifold. The next proposition con�rms this idea:

Proposition C.20 (Induced Kähler structure on real forms). Let (X,ω, J, I)
be a complexi�ed (pre-)semi-Kähler manifold with real structure σ and non-
empty real formM = Fixσ. Further, let ι : M ↪→ X be the inclusion and de�ne
ω̂ := ι∗ω as well as Ĵ := J |TM . Then, (M, ω̂, Ĵ) is a (pre-)semi-Kähler manifold.
If (X,ω, J, I) is holomorphic, (M, ω̂, Ĵ) is real-analytic.

Proof. We begin by proving that (M, ω̂, Ĵ) is a pre-semi-Kähler manifold. As in
Appendix A, one can show thatM ⊂ X is a smooth submanifold with dimension
dimRX = 2 dimRM and decomposition TpX = E1 ⊕ E−1 = TpM ⊕ E−1 for
every p ∈M , where E±1 is the eigenspace of dσp with respect to the eigenvalue
±1. We now need to prove that ω̂ is non-degenerate. For this, take a point
p ∈ M and a vector v ∈ TpM = E1. Since ω is non-degenerate, there exists a
vector w ∈ TpX such that ωp(v, w) 6= 0. Because of TpX = E1 ⊕ E−1, we can
write w = w1 + w−1, where wλ ∈ Eλ. Now observe that ωp(v, w−1) vanishes,
since:

ωp(v, w−1) = (σ∗ω)p(v, w−1) = ωp(dσpv, dσpw−1) = −ωp(v, w−1).

This implies:

ω̂p(v, w1) = ωp(v, w1) = ωp(v, w) 6= 0

proving the non-degeneracy of ω̂.
The next step is to show that Ĵ is a well-de�ned almost complex structure on
M . It su�ces to show that for every p ∈M and v ∈ TpM one has Jpv ∈ TpM .
This is an immediate consequence of the commutativity of dσp and Jp and the
fact that TpM and E1 coincide:

dσpJpv = Jpdσpv = Jpv ⇒ Jpv ∈ E1 = TpM.

The compatibility of ω̂ and Ĵ directly follows from the compatibility of ω and
J , completing the proof of (M, ω̂, Ĵ) being pre-semi-Kähler.
If (X,ω, J) is semi-Kähler, ω is closed and J is integrable. We deduce from
this that ω̂ is closed and Ĵ is integrable. Hence, (M, ω̂, Ĵ) is semi-Kähler in this
case.
Lastly, we note that the tensors Ω := ω − iω(I·, ·) and J satisfy σ∗Ω = Ω
and σ∗J = J . Thus, if (X,ω, J, I) is holomorphic, we can apply Proposition
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A.9 to Ω and J viewed as a holomorphic section of End(T
(1,0)
I X). The tensors

induced by Ω and J according to Proposition A.9 are ω̂ and Ĵ , respectively.
In particular, Proposition A.9 tells us that the induced tensors ω̂ and Ĵ are
real-analytic concluding the proof.

Now, we have all tools at hand to specify the meaning of �semi�:

De�nition C.21. Let (X,ω, J, I) be a complexi�ed pre-semi-Kähler mani-
fold. We drop the pre�x �semi� if there exists a real structure σ on (X,ω, J, I)
with non-empty real form M such that (M, ω̂, Ĵ) is pre-Kähler, i.e., the metric
ĝ := ω̂(·, Ĵ ·) is positive de�nite.

De�nition C.21 sheds some light on the chosen naming conventions: A com-
plexi�ed (pre-)Kähler manifold is, by de�nition, just the complexi�cation of a
(pre-)Kähler manifold. If the complexi�cation is holomorphic, it is unique in
the following sense:

Lemma C.22 (Uniqueness of holomorphic Kähler manifolds). Let (X,ω1, J1, I)
and (X,ω2, J2, I) be two holomorphic pre-semi-Kähler manifolds with real struc-
tures σ1 and σ2 and non-empty real formsM1 = Fixσ1 andM2 = Fixσ2, respec-
tively. If σ1 and σ2 induce the same pre-semi-Kähler manifold, i.e., (M1, ω̂1, Ĵ1)
and (M2, ω̂2, Ĵ2) coincide, then there exists an open neighborhood U ⊂ X of
M1 = M2 on which (ω1, J1, σ1) and (ω2, J2, σ2) agree. If, additionally,M1 = M2

is nice, one even has ω1 = ω2, J1 = J2, and σ1 = σ2.

Proof. Lemma C.22 immediately follows from Proposition A.2 (applied to σ1

and σ2) and Lemma A.10 (applied to Ω1 and Ω2 as well as J1 and J2 viewed as

holomorphic sections of End(T
(1,0)
I X)).

At this point, it is natural to ask the converse question: Does every (pre-
semi-)Kähler manifold admit a holomorphic complexi�cation? If the Kähler
manifold in question is real-analytic, the answer is positive:

Lemma C.23 (Complexi�cation of Kähler manifolds). Let (X, I) be a complex
manifold with real structure σ and non-empty real formM := Fixσ. Further, let
(M, ω̂, Ĵ) be a real-analytic (pre-semi-)Kähler manifold. Then, there exists an
open neighborhood U ⊂ X ofM and a holomorphic (pre-semi-)Kähler manifold
(U, ω, J, I) such that σ is a real structure on (U, ω, J, I) and its induced Kähler
structure is (M, ω̂, Ĵ). (U, ω, J, I) is unique in the sense of Lemma C.22.

Proof. Essentially, Lemma C.23 is a consequence of Lemma A.10 and A.11.
By Lemma A.11, the real-analytic tensors ω̂ and Ĵ on M possess holomorphic
continuations Ω and J ′ on an open neighborhood U ⊂ X of M . We take ω to
be the real part of Ω and set:

Jv :=

{
J ′v for v ∈ T (1,0)

I U,

J ′v̄ for v ∈ T (0,1)
I U.

In order to show that (U, ω, J, I) is a complexi�ed pre-semi-Kähler manifold,
we need to check that ω is I-anticompatible and non-degenerate, that J is an
almost complex structure commuting with I, and that ω and J are compatible.
We begin with the I-anticompatibility and non-degeneracy of ω:
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Ω is a holomorphic form and, thus, I-anticompatible. Accordingly, its real part
ω is also I-anticompatible. Now recall that ω̂ is non-degenerate. Hence, Ω as

its holomorphic continuation is non-degenerate on T
(1,0)
I U after shrinking U if

necessary. Therefore, its real part ω is non-degenerate on TU .
Let us now consider J . As a holomorphic tensor, J ′ commutes with I and, thus,
J also commutes with I. Furthermore, one easily checks that J is real, i.e.,
Jv ∈ TU for every v ∈ TU . To check that J is an almost complex structure, it
su�ces to show that J ′ is one, i.e., (J ′)2 = −1. However, we already know that
(J ′)2 = −1 holds on M , since J ′ is the holomorphic continuation of an almost
complex structure. Thus, by Lemma A.10, (J ′)2 = −1 must hold everywhere
on U after shrinking U if necessary.
Let us now show that ω and J are compatible. As before, we apply Lemma A.10
to achieve that: The forms ω̂ and ω̂(Ĵ ·, Ĵ ·) coincide, therefore, their holomor-
phic continuations Ω and Ω(J ′·, J ′·) agree on M . By Lemma A.10, they must
agree on all of U after shrinking U if necessary. The compatibility of ω and J
now follows from Ω = Ω(J ′·, J ′·).
So far, we have shown that (U, ω, J, I) is a holomorphic2 pre-semi-Kähler man-
ifold if (M, ω̂, Ĵ) is a pre-semi-Kähler manifold. The next step is to check that
the same statement is true if we drop the pre�x �pre� or �semi�. For �semi�, this
is true by de�nition. For �pre�, we need to check the integrability conditions of
(U, ω, J, I). In particular, we have to verify that ω is closed and J is integrable.
This is the case if the exterior derivative of Ω and the Nijenhuis tensor of J ′

vanish. However, dΩ and NJ′ are just the holomorphic continuations of dω̂ and
NĴ which are zero. Therefore, by Lemma A.10, dΩ and NJ′ are zero �nishing
the proof.

One useful application of Lemma C.22 and C.23 is the observation that it su�ces
to check the integrability conditions of a holomorphic pre-semi-Kähler manifold
on its real form:

Corollary C.24 (Integrability conditions on real forms). Let (X,ω, J, I) be a
holomorphic pre-semi-Kähler manifold with real structure σ and nice real form
M = Fixσ. Then, the following statements are equivalent:

(i) (X,ω, J) is semi-Kähler.

(ii) (M, ω̂, Ĵ) is semi-Kähler.

Proof. The direction �(i)⇒(ii)� is trivial, so we only consider the converse direc-
tion. If (M, ω̂, Ĵ) is semi-Kähler, then, by Lemma C.23, its complexi�cation is
semi-Kähler as well. By Lemma C.22, this complexi�cation must coincide with
(X,ω, J, I) �nishing the proof.

Before we �nish Appendix C, we quickly want to examine how Hyperkähler
and holomorphic Kähler manifolds are connected. The deep relation between
Hyperkähler and holomorphic Kähler manifolds is most apparent in the sym-
plectic picture (cf. Lemma C.13). Indeed, semi-Hyperkähler and holomorphic
semi-Kähler manifolds only di�er by a sign in this picture:

2By construction, the tensors Ω and J ′ = J |
T

(1,0)
I

U
are holomorphic. Therefore, (U, ω, J, I)

is holomorphic.
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Lemma C.25 (Hyperkähler vs. holomorphic Kähler). Let (X,ω, J) be a semi-
Kähler manifold and I be an integrable complex structure on X satisfying
ω(I·, I·) = −ω.

(i) If IJ = −JI, then (X, g, I, J,K) is a semi-Hyperkähler manifold where
g := ω(·, J ·) and K := IJ .

(ii) If IJ = JI and J viewed as a section of End(T
(1,0)
I X) is holomorphic,

then (X,ω, J, I) is a holomorphic semi-Kähler manifold.

Proof. Lemma C.25 follows directly from Lemma C.13 and De�nition C.14.



Appendix D

Proof of Morse-Darboux

Lemmata

Our goal in this part is to prove Lemma 2.1.38 and 2.1.39. We start by showing
Lemma 2.1.38 for smooth manifolds:

Lemma D.1 (Morse-Darboux lemma I). Let (M2, ω) be a smooth symplectic
manifold, L1 a smooth 1-manifold, f ∈ C∞(M,L), and p ∈M a non-degenerate
critical point of f with Morse index µf (p) = 0. Further, let T > 0 be a positive
real number. Then, there exists a C1-chart ψL : UL → VL ⊂ R of L near
f(p) which is smooth on UL\{f(p)} such that all non-constant trajectories near
p of the RHS (UM , ω|UM , H) with UM := f−1(UL) and H := ψL ◦ f |UM are
T -periodic.

Proof. The proof consists of three steps:

(i) First, we convince ourselves that the non-constant trajectories γ near p
are indeed periodic.

(ii) Afterwards, we compute the period T̂ (r) of a trajectory γ near p with
f ◦ γ = r2 (L = R, f(p) = 0) to show that T̂ (r) is de�ned for r ∈ (−ε, ε)
(ε > 0), depends smoothly on r, and is bounded from below by a positive
constant.

(iii) Lastly, we use these properties of T̂ (r) to de�ne a C1-di�eomorphism
ψL : UL → VL ⊂ R such that the trajectories of the rescaled RHS
(UM , ω|UM , H) with UM and H as above have �xed period T > 0.

Step 1

Without loss of generality, we can assume, after choosing appropriate charts,
that L = R, f(p) = 0 ∈ R, and that the (usual) Morse index µf (p) of f : M → R
is 0. Now, we apply the Morse lemma to �nd a chart ψ̂M = (x̂, ŷ) : ÛM → V̂M
of M near p with ψ̂M (p) = 0 such that f |ÛM = x̂2 + ŷ2. In this chart, we have

ω|ÛM = v̂ dx̂ ∧ dŷ, where v̂ ∈ C∞(ÛM ,R). Since ω is non-degenerate, we can
assume v̂ > 0 (after permuting x̂ and ŷ if necessary). Now consider the RHS

163



164 APPENDIX D. PROOF OF MORSE-DARBOUX LEMMATA

(M,ω, f) and its trajectories γ near p. f is constant along γ, so for r > 0 small
enough the trajectory γ near p with f ◦ γ = r2 moves along the circle

f−1(r2) = ψ̂−1
M ({(x̂, ŷ) ∈ R2 | x̂2 + ŷ2 = r2}) ∼= S1

with velocity γ̇ 6= 0. Hence, the trajectories near p are periodic.

Step 2

Denote the period of γ with f ◦ γ = r2 (r > 0) by T̂ (r). We calculate T̂ (r) by
going into polar coordinates:

(x̂, ŷ) = (r cos(ϕ), r sin(ϕ)) ∈ R2.

De�ne v := v̂ ◦ ψ̂−1
M , then the Hamiltonian vector �eld Xf is given by:

(ψ̂M )∗Xf =
2

v(x̂, ŷ)

(
−ŷ
x̂

)
=

2

v(r cos(ϕ), r sin(ϕ))

(
−r sin(ϕ)
r cos(ϕ)

)
.

Now parameterize an integral curve γ : R→M of Xf by rγ , ϕγ : R→ R in the
following way:

ψ̂M ◦ γ(t) =

(
rγ(t) cos(ϕγ(t))
rγ(t) sin(ϕγ(t))

)
.

The integral curve equation γ̇ = Xf (γ) now yields:

ṙγ = 0, ϕ̇γ =
2

v(rγ cos(ϕγ), rγ sin(ϕγ))
.

Thus, rγ is constant and, since f ◦ γ = r2, given by r. This allows us to de�ne
Φ : R→ R by:

Φ(t) := ϕγ(t)− ϕγ(0) =

t∫
0

ϕ̇γ(t′)dt′

=

t∫
0

2

v(r cos(ϕγ(t′)), r sin(ϕγ(t′)))
dt′.

Φ is an orientation preserving di�eomorphism, since Φ̇ = 2
v > 0. Hence, Φ−1

exists and is given by

Φ−1(α) =
1

2

ϕ0+α∫
ϕ0

v(r cos(ϕ), r sin(ϕ)) dϕ

with ϕ0 := ϕγ(0), as:

dΦ−1

dα
(α) =

1

Φ̇(Φ−1(α))
=

1

2
v(r cos(ϕγ(Φ−1(α))), r sin(ϕγ(Φ−1(α))))

ϕγ=ϕ0+Φ
=

1

2
v(r cos(ϕ0 + α), r sin(ϕ0 + α)).
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We can now use Φ and Φ−1 to compute T̂ (r):

ϕγ(t+ T̂ (r)) = ϕγ(t) + 2π ∀t ∈ R ⇒ Φ(T̂ (r)) = 2π

⇒T̂ (r) = Φ−1(2π) =
1

2

ϕ0+2π∫
ϕ0

v(r cos(ϕ), r sin(ϕ)) dϕ

=
1

2

2π∫
0

v(r cos(ϕ), r sin(ϕ)) dϕ.

As we can see, T̂ (r) depends smoothly on r > 0. In fact, this formula allows us
to de�ne T̂ (r) smoothly for r ≤ 0 as well. It turns out that the function T̂ (r) is
even:

T̂ (−r) =
1

2

2π∫
0

v(−r cos(ϕ),−r sin(ϕ)) dϕ =
1

2

2π∫
0

v(r cos(ϕ+ π), r sin(ϕ+ π)) dϕ

=
1

2

2π∫
0

v(r cos(ϕ), r sin(ϕ)) dϕ = T̂ (r).

After shrinking ÛM if necessary, we can assume that ÛM has a compact neigh-
borhood. Thus, v̂ ∈ C∞(ÛM ,R) is bounded from below by a positive constant

vmin > 0. Therefore, v := v̂ ◦ ψ̂−1
M is also bounded from below by vmin. This

implies:

T̂ (r) =
1

2

2π∫
0

v(r cos(ϕ), r sin(ϕ)) ≥ πvmin > 0 ∀r.

Step 3

Lastly, we use these properties of T̂ (r) to de�ne a C1-di�eomorphism
ψL : UL → VL ⊂ R on a neighborhood UL ⊂ L of 0 ∈ R = L which rescales
the periods of the trajectories γ to a �xed period T > 0. Again, consider a
trajectory γ near p with f ◦ γ = r2. We want to de�ne ψL(s) with s = r2 in
such a way that the rescaled trajectory Γ(t) := γ(T̂ (r) · t/T ) is a trajectory of
the rescaled RHS (UM , ω|UM , H) (UM and H as above). Hence, we want Γ to
be an integral curve of XH :

Γ̇(t) =
T̂ (r)

T
γ̇

(
T̂ (r)

T
t

)
=
T̂ (r)

T
Xf (Γ(t))

!
= XH(Γ(t)) =

dψL
ds

(f ◦ Γ(t))Xf (Γ(t)) =
dψL
ds

(r2)Xf (Γ(t))

Thus, we obtain the following condition for ψL:

dψL
ds

(r2) =
T̂ (r)

T
. (D.1)
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To solve Equation (D.1), we de�ne the function g : R → R by g(s) :=
√
|s|. g

is continuous on R and smooth on R\{0}. Thus, T̂ ◦ g is also continuous on a
neighborhood UL of 0 and smooth on UL\{0}. Now we de�ne ψL by:

ψL(s) :=
1

T

s∫
0

T̂ ◦ g(s′)ds′ =
1

T

s∫
0

T̂ (
√
|s′|)ds′.

Since T̂ ◦ g is continuous, ψL exists, is a C1-function on UL, and smooth on
UL\{0}. Furthermore:

dψL
ds

(s) =
T̂ (
√
|s|)

T
≥ πvmin

T
> 0.

Therefore, ψL is also a C1-di�eomorphism. The last equation together with the
fact that T̂ (r) is even shows Equation (D.1) concluding the proof:

dψL
ds

(r2) =
T̂ (|r|)
T

=
T̂ (r)

T
.

Remark D.2 (No regularity issues in a real-analytic setup). If all objects in
Lemma D.1 are real-analytic instead of smooth (cf. Lemma 2.1.38), then the
regularity issues do not occur, i.e., the chart ψL can be chosen to be real-analytic.
We can see this as follows: By similar arguments as before, the map T̂ : R→ R
assigning the period T̂ (r) to each radius r is given by

T̂ (r) =
1

2

2π∫
0

v(r cos(ϕ), r sin(ϕ)) dϕ

and, hence, real-analytic, as v is real-analytic. Thus, T̂ can be written as a
power series near r = 0:

T̂ (r) =

∞∑
k=0

akr
k.

Now recall that T̂ is even, therefore, only even powers occur in the power series
of T̂ :

T̂ (r) =

∞∑
k=0

a2kr
2k.

This allows us to de�ne the real-analytic function t̂ by:

t̂(s) :=

∞∑
k=0

a2ks
k.

Obviously, T̂ and t̂ satisfy the relation: t̂(r2) = T̂ (r). Now we de�ne the real-
analytic chart ψL by:

ψL(s) :=
1

T

s∫
0

t̂(s′)ds′.
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As in the proof of Lemma D.1, all non-constant trajectories of the Hamiltonian
ψL ◦ f are T -periodic, since ψL ful�lls the equation

dψL
ds

(r2) =
t̂(r2)

T
=
T̂ (r)

T
.

Next, we prove Lemma 2.1.39 in the smooth case:

Lemma D.3 (Morse-Darboux lemma II). Let (M2, ω) be a smooth symplec-
tic manifold and let H ∈ C∞(M,R) be a smooth function on M with non-
degenerate critical point p ∈ M of Morse index µH(p) 6= 1. Further, let T > 0
be a positive real number. Then, the following statements are equivalent:

(i) There exists a C0-chart ψM = (x, y) : UM → VM ⊂ R2 of M near p which
is smooth on UM\{p} such that (ψM (p) = 0):

(a) H|UM = H(p)± π
T (x2 + y2),

(b) ω|UM = dy ∧ dx.

(ii) There exists an open neighborhood UM ⊂ M of p such that all non-
constant trajectories of the RHS (UM , ω|UM , H|UM ) are T -periodic.

(iii) There exists a number E0 > 0 such that
∫
U(E)

ω = T ·E for every number

E ∈ [0, E0], where U(E) is the connected component containing p of the
set {q ∈M | |H(q)−H(p)| ≤ E}.

Proof. The idea of the proof is simple: The implications �(i)⇒(ii)� and �(ii)⇒(iii)�
follow from straightforward computations. To show the remaining implication
�(iii)⇒(i)�, we �rst choose a Morse chart ψ̂M = (x̂, ŷ) : ÛM → V̂M such that

H|ÛM = H(p) + ε πT (x̂2 + ŷ2), where ε ∈ {−1,+1}. In general, ψ̂M is not a

Darboux chart for ω. Still, the trajectories of the RHS (ÛM , ω|ÛM , H|ÛM ) are
circles, in particular periodic orbits. Solely the angular velocity of these circles
might not be constant. To rectify this, we go into polar coordinates (r, ϕ) and
apply an appropriately chosen di�eomorphism to ϕ. This operation results in
a new chart ψM . Since we have not changed the radius r, ψM is still a Morse
chart. However, the change of the angle coordinate turns ψM into a Darboux
chart.

(i)⇒ (ii)

In the chart ψM , we �nd for the Hamiltonian vector �eld XH :

(ψM )∗XH = ±2π

T

(
y
−x

)
.

Hence, the integral curves γ of XH are given by:

ψM ◦ γ(t) =

(
r0 cos(ϕ0 ∓ 2π

T t)
r0 sin(ϕ0 ∓ 2π

T t)

)
.

Thus, the trajectories γ near p are T -periodic.
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(ii)⇒ (iii)

p is a non-degenerate critical point of H with Morse index µH(p) 6= 1, hence,

we can �nd a Morse chart ψ̂M = (x̂, ŷ) : ÛM → V̂M of M near p such that

(ψ̂M (p) = 0):

H|ÛM = H(p) + ε
π

T
(x̂2 + ŷ2) with ε ∈ {−1,+1}.

In this chart, we have1 ω|ÛM = v̂ · dx̂∧ dŷ for v̂ ∈ C∞(ÛM ,R). After permuting
x̂ and ŷ if necessary, we can assume that v̂ > 0. Let γ be an integral curve of
XH . In polar coordinates (x̂, ŷ) = (r cos(ϕ), r sin(ϕ)), we can parameterize γ
via rγ , ϕγ : R→ R as follows:

ψ̂M ◦ γ(t) =

(
rγ(t) cos(ϕγ(t))
rγ(t) sin(ϕγ(t))

)
.

With v := v̂ ◦ ψ̂−1
M , the integral curve equation becomes:

ṙγ = 0, ϕ̇γ =
2πε

Tv(rγ cos(ϕγ), rγ sin(ϕγ))
.

Thus, rγ ≡ r is constant. This allows us to de�ne Φ : R→ R by:

Φ(t) := ϕγ(t)− ϕγ(0) =

t∫
0

ϕ̇γ(t′)dt′

=

t∫
0

2πε

Tv(r cos(ϕγ(t′)), r sin(ϕγ(t′)))
dt′.

As in the proof of Lemma D.1, Φ−1 exists and is given by:

Φ−1(α) =
T

2πε

ϕ0+α∫
ϕ0

v(r cos(ϕ), r sin(ϕ)) dϕ

with ϕ0 := ϕγ(0). We now use the fact that, by assumption, γ is T -periodic, so
Φ−1 satis�es:

Φ−1(2π) = εT ⇒
2π∫
0

v(r cos(ϕ), r sin(ϕ))dϕ = 2π.

Observe that the last equation holds for all r > 0 small enough. It allows us to

1We write dx̂∧dŷ instead of dŷ∧dx̂ here to match the convention from the proof of Lemma
D.1 and to ensure that ω agrees with the standard orientation of R2.
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compute the symplectic area
∫
U(E)

ω:

∫
U(E)

ω =

2π∫
0

√
TE
π∫

0

v(r cos(ϕ), r sin(ϕ)) rdr dϕ

=

√
TE
π∫

0

 2π∫
0

v(r cos(ϕ), r sin(ϕ)) dϕ

 rdr

=

√
TE
π∫

0

2πr dr = T · E.

(iii)⇒ (i)

As in �(ii) ⇒ (iii)�, we can �nd a Morse chart ψ̂M = (x̂, ŷ) : ÛM → V̂M of

M near p such that (ψ̂M (p) = 0):

H|ÛM = H(p) + ε
π

T
(x̂2 + ŷ2),

where ε ∈ {−1,+1} and ω|ÛM = v̂ · dx̂ ∧ dŷ for v̂ ∈ C∞(ÛM ,R) with v̂ > 0. By

taking the derivative of
∫
U(E)

ω = T · E with respect to E, we deduce that

2π∫
0

v(r cos(ϕ), r sin(ϕ)) dϕ = 2π

holds for r > 0 small enough and v := v̂ ◦ ψ̂−1
M . The last equation implies that

the map P : (0, ε0)× S1 → (0, ε0)× S1 given by

P (r, [ϕ]) :=

r,
 ϕ∫

0

v(r cos(ϕ′), r sin(ϕ′)) dϕ′


is well-de�ned for ε0 > 0 small enough. P is a smooth di�eomorphism, since
the determinant of dP is v > 0. Denote the polar coordinates by
S : R+ × S1 → R2\{0}, i.e., S(r, [ϕ]) := (r cos(ϕ), r sin(ϕ)), and consider the
map S ◦ P ◦ S−1 : D̊ε0 → D̊ε0 , where D̊ε0 := {x ∈ R2\{0} | ||x|| < ε0}.
S ◦ P ◦ S−1 is a smooth di�eomorphism, since both S and P are smooth
di�eomorphisms. Furthermore, S ◦ P ◦ S−1 maps circles of radius r to cir-
cles of radius r, hence, we can extend S ◦ P ◦ S−1 to a homeomorphism on
Dε0 := {x ∈ R2 | ||x|| < ε0} by setting S ◦ P ◦ S−1(0) := 0.

Now consider the map (x, y) ≡ ψM := S ◦ P ◦ S−1 ◦ ψ̂M : UM → VM . ψM is a

C0-chart of M near p and smooth on UM\{p}. Recall that ψ̂M is a Morse chart

for H, thus, the level sets of H are circles in the chart ψ̂M . Since the charts
ψM and ψ̂M only di�er by postcomposition with S ◦ P ◦ S−1 which preserves
circles, ψM is also a Morse chart for H:

H|UM = H(p) + ε
π

T
(x2 + y2).
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Furthermore, the fact that the Jacobian of P is v implies:

ω|UM = dx ∧ dy.

We conclude the proof by permuting x and y to bring ω into the form dy∧dx.

Remark D.4 (No regularity issues in a real-analytic setup). As for Lemma
D.1, the chart ψM : UM → VM is real-analytic on all of UM if all objects in
Lemma D.3 are chosen to be real-analytic (cf. Lemma 2.1.39). To prove this,
it su�ces to show that the map S ◦ P ◦ S−1 : Dε0 → Dε0 is a real-analytic
di�eomorphism. To do so, we employ the notations from above and de�ne:

ϕ̂ :=

ϕ∫
0

(v(r cos(ϕ′), r sin(ϕ′))− 1) dϕ′ =

ϕ∫
0

v(r cos(ϕ′), r sin(ϕ′)) dϕ′ − ϕ.

Using polar coordinates (x̂, ŷ) = (r cos(ϕ), r sin(ϕ)) ∈ D̊ε0 , we obtain:

S ◦ P ◦ S−1(x̂, ŷ) =

(
r cos(ϕ̂+ ϕ)
r sin(ϕ̂+ ϕ)

)
=

(
cos(ϕ̂) − sin(ϕ̂)
sin(ϕ̂) cos(ϕ̂)

)(
r cos(ϕ)
r sin(ϕ)

)
=

(
cos(ϕ̂) − sin(ϕ̂)
sin(ϕ̂) cos(ϕ̂)

)(
x̂
ŷ

)
,

where we used the angle addition theorems for sine and cosine. We see that
S ◦ P ◦ S−1 is real-analytic on Dε0 if ϕ̂ can be expressed as a real-analytic
function on Dε0 . We show the analyticity of ϕ̂ by �rst recalling that v satis�es:

2π∫
0

v(r cos(ϕ), r sin(ϕ)) dϕ = 2π. (D.2)

In the case of r = 0, the last equation becomes v(0, 0) = 1. Now note that
v(x̂, ŷ) is real-analytic in x̂ and ŷ, hence, we can write (vk1k2

∈ R):

v(x̂, ŷ)− 1 =

∞∑
k1+k2>0

vk1k2
x̂k1 ŷk2 =

∞∑
n=1

rn
n∑
k=0

vk(n−k) cosk(ϕ) sinn−k(ϕ).

Inserting the last equation into the de�nition of ϕ̂ gives:

ϕ̂ =

∞∑
n=1

rn
n∑
k=0

vk(n−k)

ϕ∫
0

cosk(ϕ′) sinn−k(ϕ′) dϕ′.

Next, we want to show that there are coe�cients2 v′nk such that:

n∑
k=0

vk(n−k)

ϕ∫
0

cosk(ϕ′) sinn−k(ϕ′) dϕ′ =

n∑
k=0

v′nk cosk(ϕ) sinn−k(ϕ). (D.3)

We observe that ϕ̂(ϕ) is a 2π-periodic C1-function due to Equation (D.2).
Therefore, 1

n!∂
n
r ϕ̂|r=0(ϕ) is also a 2π-periodic C1-function. In particular, its

2One can even show that the coe�cients v′nk are unique!
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Fourier series exists and converges uniformly to 1
n!∂

n
r ϕ̂|r=0(ϕ). This allows us

to write:

1

n!
∂nr ϕ̂|r=0(ϕ) =

n∑
k=0

vk(n−k)

ϕ∫
0

cosk(ϕ′) sinn−k(ϕ′) dϕ′ =
∑
m∈Z

ame
imϕ,

where am ∈ C are complex numbers. It is easy to check using
2 cos(ϕ) = eiϕ + e−iϕ and 2i sin(ϕ) = eiϕ − e−iϕ that am vanishes for |m| > n.
Let us now take the derivative of the last equation with respect to ϕ:

n∑
k=0

vk(n−k) cosk(ϕ) sinn−k(ϕ) =
∑
|m|≤n

imame
imϕ.

We notice that the left-hand side changes by the sign (−1)n under the transfor-
mation ϕ 7→ ϕ+ π. On the other hand, only terms of the right-hand side with
odd m pick up a minus sign under this transformation, while the terms with m
even are invariant. Thus, we �nd3 am = 0 for m ≡ n + 1 mod 2. Plugging in
eimϕ = (cos(ϕ) + i sgn(m) sin(ϕ))|m| into the formula for 1

n!∂
n
r ϕ̂|r=0(ϕ) now

yields (a′mk ∈ C):

1

n!
∂nr ϕ̂|r=0(ϕ) =

n∑
m=0

n−m even

m∑
k=0

a′mk cosk(ϕ) sinm−k(ϕ).

We now multiply each term in the last equation by(cos2(ϕ)+sin2(ϕ))(n−m)/2 = 1
to show Equation (D.3).
Let us return to ϕ̂. Equation (D.3) allows us to write:

ϕ̂(x̂, ŷ) =

∞∑
n=1

rn
n∑
k=0

v′nk cosk(ϕ) sinn−k(ϕ)

=

∞∑
n=1

n∑
k=0

v′nk(r cos(ϕ))k(r sin(ϕ))n−k

=

∞∑
n=1

n∑
k=0

v′nkx̂
kŷn−k.

The last equation shows that ϕ̂ is a real-analytic function on a neighborhood of
(0, 0) concluding the proof.

3We always have a0 = 0, since the integral in 1
n!
∂nr ϕ̂|r=0(ϕ) does not generate constant

terms.
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Appendix E

Various Action Functionals

for HHSs and PHHSs

In Section 2.1 and Section 2.2, we have de�ned and studied action functionals
for HHSs and PHHSs. The �critical points� of these action functionals gave
us (pseudo-)holomorphic trajectories of the system under consideration whose
domains are parallelograms in the complex plane. However, these action func-
tionals are not the only functionals whose �critical points� can be linked to
(pseudo-)holomorphic trajectories. There is, in fact, an abundance of action
functionals that di�er in the domain of their trajectories and the way the �one-
dimensional� action functionals of their underlying RHSs are integrated. In
this part of the appendix, we present and examine a large selection of such
action functionals. First, we only formulate and explore action functionals for
HHSs. Afterwards, we explain how these action functionals need to be modi-
�ed in order to give action functionals for PHHSs. Hereby, we realize that the
presented action functionals for PHHSs are all real-valued. From this point of
view, a Floer-like theory for PHHSs revolving around these real-valued func-
tionals might be possible.
We begin by de�ning an action functional for holomorphic trajectories whose
domains are disks Dz0

R ⊂ C of radius R > 0 centered at z0 ∈ C. To do that, we
�rst need to partition the disk Dz0

R into lines. We choose the partition consisting
of lines starting at the center z0 and ending at any boundary point z ∈ ∂Dz0

R .
For every such radial line, we consider the action functional AΛ

eiαH from Remark
2.1.44. We now obtain an action functional for HHSs by integrating the action
AΛ
eiαH over all radial lines, i.e., α ∈ [0, 2π]:

Proposition E.1 (Action functional AD
z0
R

H;1 ). Let (X,Ω = dΛ,H) be an exact
HHS, Dz0

R := {z ∈ C | |z−z0| ≤ R} be a disk of radius R > 0 centered at z0 ∈ C,
PDz0R := C∞(Dz0

R , X) be the set of smooth maps from Dz0
R to X, and

AD
z0
R

H;1 : PDz0R → C be the action functional de�ned by

AD
z0
R

H;1 [γ] :=
1

2π

2π∫
0

R∫
0

[
Λγα(r)

(
dγα
dr

(r)

)
− eiα · H ◦ γα(r)

]
dr dα ∀γ ∈ PDz0R ,

where γα : [0, R] → X is de�ned by γα(r) := γ(z0 + reiα). Now let γ ∈ PDz0R .
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Then, γ is a holomorphic trajectory of the HHS (X,Ω,H) i� γ is a �critical point�

of AD
z0
R

H;1 . Here, �critical points� means that we only allow for those variations of
γ which keep γ �xed at the boundary ∂Dz0

R and the center z0.

Proof. Take the notations from above. Using Remark 2.1.44 and writing AD
z0
R

H;1

as

AD
z0
R

H;1 [γ] =
1

2π

2π∫
0

AΛ
eiαH[γα]dα,

we can show as in the proof of Lemma 2.1.45 that γ is a �critical point� ofAD
z0
R

H;1 i�

γα : [0, R] → X is a (real) integral curve of cos(α) · XR
H + sin(α) · J(XR

H) for
every α ∈ [0, 2π], where XH = 1/2(XR

H − iJ(XR
H)) is the Hamiltonian vector

�eld of (X,Ω,H). Thus, a �critical point� γ is uniquely determined, given an
initial value x0 := γ(z0), by:

γ(z0 + reiα) = ϕ
cos(α)·XRH+sin(α)·J(XRH)
r (x0) = ϕ

r cos(α)·XRH+r sin(α)·J(XRH)
1 (x0),

where ϕVt is the time-t-�ow of a real vector �eld V on X. Comparing the
last equation with the formula for the holomorphic trajectory γz0,x0 satisfying
γz0,x0(z0) = x0 given in the proof of Proposition 2.1.9 shows that γ is a holo-

morphic trajectory of the HHS (X,Ω,H) i� γ is a �critical point� of AD
z0
R

H;1 .

Lastly, we have to explain why a �critical point� γ of AD
z0
R

H;1 needs to �x the
variations of γ at the boundary ∂Dz0

R and the center z0. Recall the variation
of AΛ

eiαH at γα. In general, the variation of this functional also includes terms
associated with the boundary of the image of γα. This boundary consists of two
points, namely the center z0 and one boundary point z ∈ ∂Dz0

R . To get rid of

these boundary terms in the variation of AD
z0
R

H;1 , we have to keep γ �xed at z0

and ∂Dz0
R .

In Section 2.1, we have given two reasons why we need to vary over all smooth
curves γ and cannot simple restrict the variational problem to the space of
holomorphic curves γ. The new-found action functional o�ers an additional
perspective on that matter. It maps every holomorphic curve γ to zero, hence,
only varying it over the space of holomorphic curves is meaningless:

Proposition E.2. Take the assumptions and notations from Proposition E.1.
Further, let γ : Dz0

R → X be any holomorphic map from Dz0
R to X. Then:

AD
z0
R

H;1 [γ] = 0.

Proof. Take the assumptions and notations from Proposition E.1 and let
γ : Dz0

R → X be holomorphic. Using the relation Λ ◦ J = i · Λ for holomorphic
1-forms, we �nd:

Λγα(r)

(
dγα
dr

(r)

)
= eiα · Λγα(r)

(
γ′(z0 + reiα)

)
,



175

where γ′ is the complex derivative of γ. With this, we obtain:

AD
z0
R

H;1 [γ] =
1

2π

2π∫
0

R∫
0

[
Λγα(r)

(
dγα
dr

(r)

)
− eiα · H ◦ γα(r)

]
dr dα

=
1

2π

2π∫
0

R∫
0

[
Λγ(z0+reiα)

(
γ′(z0 + reiα)

)
−H ◦ γ(z0 + reiα)

]
dr eiα dα

=

R∫
0

1

2πi

∮
|z−z0|=r

[
Λγ(z) (γ′(z))−H ◦ γ(z)

]
dz

dr

r

=

R∫
0

∑
p∈Dz0r

Resz=p
[
Λγ(z) (γ′(z))−H ◦ γ(z)

] dr
r
,

where Resz=p[f(z)] denotes the residue of a meromorphic function f(z) at
z = p. In the last line of the computation, we have used Cauchy's theorem.
Clearly, the function f has no residues inside Dz0

r (r ∈ [0, R]) in our case. Thus,
the action vanishes for holomorphic curves concluding the proof.

Even though the �critical values� of AD
z0
R

H;1 are nice and easy to understand, the
action functional itself does not appear to be particularly useful. Often, we
want to modify action functionals such that trajectories become actual critical
points. The standard ways to achieve this are to either put the boundary of
the trajectory on exact Lagrangian submanifolds or to impose periodicity. Both
methods do not appear to be meaningful here. For the presented action func-
tional, periodicity means periodicity of the radial lines. Thus, a �periodic� curve
γ : Dz0

R → X needs to attain the same value on its boundary as on its center.
However, the only holomorphic maps γ : Dz0

R → X exhibiting such a behavior
are constant curves by the identity theorem.
The other method, mapping the �boundary� to exact Lagrangian submanifolds,
takes an unnatural and downright ugly form here, namely mapping z0 and

∂Dz0
R to exact Lagrangian submanifolds. The action functional AD

z0
R

H;2 improves

on AD
z0
R

H;1 in that regard. To avoid boundary terms associated with z0, which are

at the center1 of our problem, we now partition the disk Dz0
R into lines starting

at z0 − z and ending at z0 + z (|z| = R). In order to account for the doubled
length of the radial lines, we only integrate over the angles α ∈ [0, π] this time:

Proposition E.3 (Action functional AD
z0
R

H;2 ). Let (X,Ω = dΛ,H) be an exact
HHS, Dz0

R := {z ∈ C | |z−z0| ≤ R} be a disk of radius R > 0 centered at z0 ∈ C,
PDz0R := C∞(Dz0

R , X) be the set of smooth maps from Dz0
R to X, and

AD
z0
R

H;2 : PDz0R → C be the action functional de�ned by

AD
z0
R

H;2 [γ] :=
i

4R

π∫
0

R∫
−R

[
Λγα(r)

(
dγα
dr

(r)

)
− eiα · H ◦ γα(r)

]
dr dα ∀γ ∈ PDz0R ,

1Cum grano salis.
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where γα : [−R,R]→ X is de�ned by γα(r) := γ(z0 + reiα). Now let γ ∈ PDz0R .

Then, γ is a holomorphic trajectory of the HHS (X,Ω,H) i� γ is a �critical point�

of AD
z0
R

H;2 . Here, �critical points� means that we only allow for those variations of
γ which keep γ �xed at the boundary ∂Dz0

R .

Proof. The proof works as the proof of Proposition E.1 by writing AD
z0
R

H;2 as

AD
z0
R

H;2 [γ] =
i

4R

π∫
0

AΛ
eiαH[γα]dα.

Here, the variations of γ only need to keep γ �xed at the boundary ∂Dz0
R , since

the radial lines start and end at ∂Dz0
R .

Remark E.4 (No Proposition E.2 for AD
z0
R

H;2 ). Proposition E.2 does not apply

to AD
z0
R

H;2 . In fact, the normalization in Proposition E.3 is chosen such that the
action of constant curves is given by the Hamilton function:

AD
z0
R

H;2 [γx0
] = H(x0),

where γx0
(z) := x0 ∈ X for every z ∈ Dz0

R . Thus, any singular point x0 of H
with H(x0) 6= 0 provides a counterexample to Proposition E.2 for AD

z0
R

H;2 .

If we modify AD
z0
R

H;2 such that the holomorphic trajectories become actual critical
points, we see that this action is a bit more reasonable. In the Lagrangian case,
we now restrict the space of smooth curves γ : Dz0

R → X to the space of those
curves which only map the boundary ∂Dz0

R to exact Lagrangian submanifolds,
as one would expect. However, the modi�cation via periodicity still only gives
trivial results. One can see this as follows: Now, periodicity means periodicity
of radial lines starting and ending at ∂Dz0

R . In this sense, we say γ : Dz0
R → X is

�periodic� if it assigns the same value to opposite points on the boundary ∂Dz0
R .

For the sake of simplicity, let us now assume z0 = 0. For such a �periodic� γ,
de�ne γ− by γ−(z) := γ(−z). If γ is holomorphic, then γ− is also holomorphic
and, by assumption, attains the same values on ∂D0

R as γ. Hence, by the identity
theorem, γ and γ− denote the same map. However, if γ is a trajectory, then γ
is an integral curve of the Hamiltonian vector �eld XH and we have:

XH(γ(z)) =
d

dz
γ(z) =

d

dz
γ(−z) = −XH(γ(−z)) = −XH(γ(z)).

Thus, the Hamiltonian vector �eld vanishes in this case and γ is a constant
curve.
We cannot only formulate AD

z0
R

H;1 and AD
z0
R

H;2 for disks Dz0
R , but for any bounded

star-shaped domain2 D ⊂ C with smooth boundary3 b : R/2πZ→ ∂D:

Proposition E.5 (Action functionals ADH;1 and ADH;2 for bounded star-shaped
domains). Let (X,Ω = dΛ,H) be an exact HHS, let D ⊂ C be a bounded
domain in C which is star-shaped with respect to z0 and has smooth boundary

2Here, a domain D ⊂ C is a path-connected set with non-empty interior D◦ dense in D.
3The boundary b is parameterized by the polar angle α, i.e, b(α) = z0 +R(α)eiα ∈ ∂D.
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b : R/2πZ → ∂D, and let PD := C∞(D,X) be the set of smooth maps from
D to X. Then, we can de�ne the action functionals ADH;1 : PD → C and

ADH;2 : PD → C by

ADH;1[γ] :=
1

2π

2π∫
0

R(α)∫
0

[
Λγα(r)

(
dγα
dr

(r)

)
− eiα · H ◦ γα(r)

]
dr dα,

ADH;2[γ] :=
i

4R̂

π∫
0

R(α)∫
−R(α−π)

[
Λγα(r)

(
dγα
dr

(r)

)
− eiα · H ◦ γα(r)

]
dr dα,

where γ ∈ PD, R : R/2πZ → R is de�ned by R(α) := |b(α) − z0|,
γα : [−R(α− π), R(α)]→ X is given by γα(r) := γ(z0 + reiα), and R̂ is de�ned
by

R̂ :=
i

4

 2π∫
π

R(α)eiαdα−
π∫

0

R(α)eiαdα

 .
Now let γ ∈ PD. Then, γ is a holomorphic trajectory of the HHS (X,Ω,H) i�
γ is a �critical point�4 of ADH;1 i� γ is a �critical point�5 of ADH;2.

Proof. Confer the proofs of Proposition E.1 and E.3.

Remark E.6 (Normalization of ADH;1 and ADH;2). The normalization of ADH;1

and ADH;2 are chosen such that they coincide with our previous de�nitions for

D = Dz0
R being a disk. In particular, ADH;2 agrees with the Hamilton function

H for constant curves γ.

One might wonder how the action functionals ADH;1 and ADH;2 are related to the

action functional APαH for parallelograms Pα from Section 2.1 and Section 2.2,
especially because a parallelogram Pα is also a bounded star-shaped domain.
When we modify the functionals ADH;1 and ADH;2 to describe general PHHSs, we

will see that ADH;1 and ADH;2 di�er a lot from APαH . To compare APαH directly

with ADH;1 and ADH;2, let us express ADH;1 and ADH;2 in the same coordinates as

APαH , namely Cartesian coordinates z = t+ is:

Proposition E.7 (ADH;1 and ADH;2 in Cartesian coordinates). Employ the as-
sumptions and notations from Proposition E.5. For γ ∈ PD, we de�ne the
following derivatives in Cartesian coordinates z = t+ is ∈ D:

∂γ

∂z
(z) :=

1

2

(
∂γ

∂t
(z)− i∂γ

∂s
(z)

)
,

∂γ

∂z̄
(z) :=

1

2

(
∂γ

∂t
(z) + i

∂γ

∂s
(z)

)
.

Furthermore, de�ne the complex functions f, g : D → C by:

f(z) := Λγ(z)

(
∂γ

∂z
(z)

)
−H ◦ γ(z), g(z) := Λγ(z)

(
∂γ

∂z̄
(z)

)
.

4In the sense of Proposition E.1.
5In the sense of Proposition E.3.
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Then, the action functionals ADH;1 and ADH;2 in Cartesian coordinates are given
by:

ADH;1[γ] =
1

2π

∫∫
D

[
f(z)

z̄ − z̄0
+

g(z)

z − z0

]
dt ∧ ds,

ADH;2[γ] =
i

4R̂

∫∫
D+

[
f(z)

z̄ − z̄0
+

g(z)

z − z0

]
dt ∧ ds− i

4R̂

∫∫
D−

[
f(z)

z̄ − z̄0
+

g(z)

z − z0

]
dt ∧ ds,

where z = t + is ∈ D, ·̄ denotes the complex conjugation,
D+ := {z ∈ D | Im(z − z0) ≥ 0}, and D− := {z ∈ D | Im(z − z0) ≤ 0}.

Proof. Take the assumptions and notations from above. We only show Proposi-
tion E.7 for D = D0

R ≡ DR being a disk of radius R > 0 centered at the origin.
The general case can be shown similarly. Using the derivatives de�ned above,
we can write:

∂γ

∂t
(z) =

∂γ

∂z
(z) +

∂γ

∂z̄
(z),

∂γ

∂s
(z) = i

(
∂γ

∂z
(z)− ∂γ

∂z̄
(z)

)
.

Now consider the map γα : [−R,R]→ X de�ned in polar coordinates z = reiα

by γα(r) = γ(reiα) for every α ∈ [0, 2π]. Λ applied to the derivative of γα gives:

Λγα(r)

(
dγα
dr

(r)

)
= cos(α) · Λγ(reiα)

(
∂γ

∂t
(reiα)

)
+ sin(α) · Λγ(reiα)

(
∂γ

∂s
(reiα)

)
= eiα · Λγ(reiα)

(
∂γ

∂z
(reiα)

)
+ e−iα · Λγ(reiα)

(
∂γ

∂z̄
(reiα)

)
.

Recalling the de�nition of f and g, this allows us to write:

Λγα(r)

(
dγα
dr

(r)

)
− eiα · H ◦ γα(r) = eiα · f(reiα) + e−iα · g(reiα)

= r ·
[
f(reiα)

re−iα
+
g(reiα)

reiα

]
= r ·

[
f(z)

z̄
+
g(z)

z

]
.

The expression for ADH;1 is now obtained by inserting the last equation into the

de�ning formula for ADH;1 and using r · dr ∧ dα = dt ∧ ds for reiα = z = t+ is.

Observing that the integrands of ADH;1 and ADH;2 agree on D+
R and di�er by a

sign on D−R concludes the proof.

The form of ADH;1 and ADH;2 in Cartesian coordinates is rather remarkable. In

fact, we can express the action functional APαH from Section 2.1 in the same
form as ADH;1 for D = Pα, just with di�erent complex functions f and g, namely
by setting:

f(z) = 2π(z̄ − z̄0) ·
[
ΛR,γ(z)

(
2
∂γ

∂z
(z)

)
−H ◦ γ(z)

]
, g(z) = 0.

The similarities between ADH;1 and APαH become even more apparent if we eval-

uate APαH at holomorphic curves γ : Pα → X. As in Remark 2.1.46, Point 3, we
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�nd in this case:

APαH [γ] =

∫∫
Pα

[
Λ

(
∂γ

∂z
(z)

)
−H ◦ γ(z)

]
dt ∧ ds.

Because the function g as de�ned in Proposition E.7 vanishes for holomorphic
γ, the only di�erence between ADH;1 and APαH is now the factor 2π(z̄− z̄0) in the
integrand. However, this seemingly small di�erence is rather impactful, as we
will shortly see.
Lastly, we want to modify the actions ADH;1 and ADH;2 in such a way that they
also apply to PHHSs. Recall that for an exact PHHS (X,J ; ΩR = dΛR,HR) the
induced 2-form ΩI is, in general, not closed. Hence, only the parts of ADH;1 and

ADH;2 that do not include ΛI are well-de�ned for PHHSs. Precisely speaking,

these are the real part of ADH;1 and the real part of −4iR̂ · ADH;2. Still, these
real-valued functionals satisfy an action principle with respect to the pseudo-
holomorphic trajectories of a PHHS. In fact, this can be shown in the same way
as Proposition E.1 by simply observing that Remark 2.1.44, which is crucial
for the proof of Proposition E.1, is also valid for the real part of the functional
AΛ
eiαH.

The generalization of ADH;1 and ADH;2 to PHHSs has now revealed the most

striking di�erence between ADH;1 and APαH : While the action principle related

to ADH;1 still applies if we only consider the real part of ADH;1, both the real

and imaginary part of APαH are crucial for the validity of the action principle

related to APαH . In particular, there might exist a Floer-like theory related to

the real part of ADH;1 or −4iR̂ · ADH;2. For APαH , we have no intuition on how
such a theory should look like, since we do not know how to interpret a complex
function as a Morse function in the sense of Morse homology. Since we can
turn ADH;1 and ADH;2 into real-valued action functionals, the same objections do
not apply to them. Nevertheless, the question remains whether the real part
of ADH;1 or −4iR̂ · ADH;2 are indeed suitable Morse functions and whether the
resulting Floer theories, if they exist, give any non-trivial result. At least for the
(conjectured) Hamiltonian6 Floer theory related to ADH;1 and ADH;2, it is most
likely that it only gives trivial results, since all trajectories, which are �periodic�
in a sense suitable for ADH;1 and ADH;2 as explained above, are automatically
constant.

6In Hamiltonian Floer theory, one only considers periodic orbits.
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Appendix F

Almost Complex Structures

on TM and T∗M

In this part, we explain how a connection ∇ on a manifoldM induces an almost
complex structure1 J∇ on its tangent bundle TM (cf. [Dom62] and [TO62]).
If ∇ = ∇g is the Levi-Civita connection of a semi-Riemannian metric g on M ,
then ∇g also de�nes an almost complex structure J∗∇g on the cotangent bundle
T ∗M via the bundle isomorphism G : TM → T ∗M,v 7→ ιvg. In this case, J∗∇g
is compatible with the canonical symplectic form ωcan on T ∗M in the sense that
ωcan(·, J∗∇g ·) is a semi-Riemannian metric on T ∗M of signature (2s, 2t), where
(s, t) is the signature of g. Furthermore, we will see that J∇g or, equivalently,
J∗∇g is integrable if and only if g is �at.
Let M a smooth manifold of dimension n, πE : E → M be a (smooth) vector
bundle, and ∇ be a linear connection2 on the vector bundle E →M . The (�ber-
wise) kernel of the di�erential dπE : TE → TM yields the vertical subbundle
V E of TE, while ∇ de�nes the horizontal subbundle HE of TE. In fact, the
notion of a horizontal subbundle HE is equivalent to the notion of a linear con-
nection ∇ on E →M . To see this, let K : TE = V E⊕HE → E be the vertical
projection3 (cf. [Dom62] or [Eli67] for the construction of K). The data HE
and K are equivalent, since, given the horizontal subbundle HE, we can always
de�ne the vertical projection K and, given the map K, we can always de�ne
the horizontal bundle HE to be the (�berwise) kernel of K. Likewise, the data
∇ and K are equivalent. Their relation is encoded in the following formula:

∇XY = K ◦ dY (X) ∀X ∈ TM,

where the section Y ∈ Γ(E) is viewed as a smooth map Y : M → E.

1In general, J∇ is not the complex structure adapted to ∇, even though both share a deep
relation (cf. Section 3.4, in particular Example 3.4.7).

2Sometimes, the term �a�ne connection� is used instead of �linear connection�.
3Technically speaking, the map K̂ : TE = V E ⊕HE → V E is the vertical projection. To

obtain K from K̂, we have already exploited the fact that E →M is a vector bundle allowing
us to identify the �bers of V E with the �bers of E via the linear isomorphism

Ep → VwE, v 7→
d

dt

∣∣∣∣
t=0

(w + vt)

for p ∈M and w ∈ Ep = π−1
E (p).
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Now observe that the map f∇ := (dπE ,K) : TE → TM⊕E is a bundle map over
πE : E →M , i.e., the diagram

TE TM ⊕ E

E M

f∇

πE

commutes, where the vertical arrows are the base point projections of the vector
bundles TE and TM ⊕ E. Fiberwise, the bundle map f∇ is a linear isomor-
phism. Thus, TE is isomorphic to the pullback bundle π∗E(TM ⊕ E).
Now take E →M to be the tangent bundle TM →M with base point projection
π ≡ πTM : TM → M . Then, f∇ allows us to de�ne the almost complex struc-
ture J∇ on the manifold TM by �pulling back� the almost complex structure
JTM⊕TM : TM ⊕TM → TM ⊕TM, (w1, w2) 7→ (w2,−w1) of the vector bundle
TM ⊕ TM → M to the vector bundle T (TM) → TM . Explicitly speaking,
the almost complex structure J∇ is completely determined by the following
equations:

dπ ◦ J∇ = K, K ◦ J∇ = −dπ.

Next, we wish to express J∇ in local coordinates. For this, we need to pa-
rameterize the vertical and horizontal subspaces �rst. Choose a point p ∈ M
and normal coordinates ψ = (x1, . . . , xn) : U → V ⊂ Rn of (M,∇) near p,
i.e., a chart ψ in which all lines through the origin ψ(p) = 0 are geodesics4.
ψ induces coordinates of TM near any point w ∈ TpM which we denote by
Tψ = (x̂1, . . . , x̂n, v1, . . . , vn):

(Tψ)−1(x̂1, . . . , x̂n, v1, . . . , vn) :=

n∑
k=1

vk∂xk,ψ−1(x̂1,...,x̂n).

We �nd for the coordinate vector �elds ∂vk :

dπ(∂vk) =
d

dt

∣∣∣∣
t=0

π

∑
l 6=k

vl∂xl + (vk + t)∂xk

 =
d

dt

∣∣∣∣
t=0

π

(
n∑
l=1

vl∂xl

)
= 0.

Thus, the vector �elds ∂v1
, . . . , ∂vn span the vertical subspaces.

To parameterize the horizontal subspaces, we consider the local vector �eld
Xc :=

∑
k ck∂xk with constants ck ∈ R. We �nd:

∇∂xkXc(p) = K ◦ dXc,p(∂xk,p) = K

(
d

dt

∣∣∣∣
t=0

(
Xc ◦ ψ−1(ψ(p) + têk)

))
= K(∂x̂k,Xc(p)).

4Speci�cally, ψ is given by l−1 ◦ exp−1
p , where l : Rn → TpM is a linear isomorphism and

expp : TpM → M is the exponential map near p associated with ∇. The exponential map
expp is de�ned by geodesics through p meaning expp(v) := γp,v(1) with γp,v : [0, 1] → M
being the unique map that ful�lls ∇γ̇p,v γ̇p,v = 0, γp,v(0) = p, and γ̇p,v(0) = v. Restricted
to small neighborhoods of 0 ∈ TpM and expp(0) = p ∈ M , expp becomes a well-de�ned
di�eomorphism.
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Hence, the vectors ∂x̂1,w, . . . , ∂x̂n,w span the horizontal subspaces
H(TM) = ker(K) for any w = Xc(p) ∈ TpM if and only if the equation

∇∂xi∂xj (p) = 0

holds for all i, j ∈ {1, . . . , n}. The last equation is satis�ed for all normal
coordinates (x1, . . . , xn) near any point p ∈ M if and only if ∇ is symmetric5,
i.e., satis�es:

∇XY −∇YX = [X,Y ] ∀X,Y ∈ Γ(TM).

Thus, we shall henceforth assume that the connection ∇ is symmetric.
So far, we have found that the vertical subspaces at w ∈ TpM are spanned
by the vectors ∂v1,w, . . . , ∂vn,w, while the horizontal subspaces at w ∈ TpM are
spanned by the vectors ∂x̂1,w, . . . , ∂x̂n,w for normal coordinates ψ = (x1, . . . , xn)
of (M,∇) near p ∈ M with Tψ = (x̂1, . . . , x̂n, v1, . . . , vn). If we express an
arbitrary vector u ∈ Tw(TM) and its image J∇(u) ∈ Tw(TM) as

u =

n∑
k=1

ak∂vk,w + bk∂x̂k,w and J∇(u) =

n∑
k=1

ck∂vk,w + dk∂x̂k,w,

we can compute the coe�cients ck and dk in terms of ak and bk:

−
n∑
k=1

bk∂xk,p = −dπ(u) = K ◦ J∇(u) =

n∑
k=1

ck∂xk,p ⇒ ck = −bk

n∑
k=1

ak∂xk,p = K(u) = dπ ◦ J∇(u) =

n∑
k=1

dk∂xk,p ⇒ dk = ak,

where we used dπ(∂x̂k,w) = ∂xk,p = K(∂vk,w), V (TM) = ker(dπ), and
H(TM) = ker(K). This gives us:

J∇(∂vk,w) = ∂x̂k,w, J∇(∂x̂k,w) = −∂vk,w.

We now see that the almost complex structure J∇ assumes the standard form in
normal coordinates near p ∈M for points w ∈ TpM . This does not mean, how-
ever, that J∇ is integrable, since the last equation is not necessarily true for all
points w within the chart domain TU . Clearly, this is the case if ∇∂xi∂xj ≡ 0,
i.e., if ∇ is �at. As it turns out, J∇ is integrable if and only if ∇ is symmetric
and �at (this result was �rst written down by Dombrowski, cf. [Dom62], and
independently by Tachibana and Okumura, cf. [TO62]).
Next, we want to transfer the almost complex structure J∇ from TM to T ∗M .
In general, we can pick any bundle isomorphism TM → T ∗M , which is then also
a di�eomorphism between the manifolds TM and T ∗M , and translate J∇ using
this di�eomorphism. However, there is no canonical choice of bundle isomor-
phism for generic manifolds M with connection ∇. The situation is di�erent
if M is equipped with a semi-Riemannian metric g and ∇ is the Levi-Civita
connection ∇g. In this case, we can choose G : TM → T ∗M , v 7→ ιvg as our
bundle isomorphism and de�ne the almost complex structure J∗∇g on T

∗M via:

J∗∇g := dG ◦ J∇g ◦ dG−1.

5This is due to the fact that the geodesic equation ∇γ̇ γ̇ = 0 only �sees� the symmetric part
of ∇.
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Again, our goal is to express J∗∇g in normal coordinates ψ = (x1, . . . , xn) of
(M, g) near p ∈ M . To achieve this, we �rst note that normal coordinates of a
semi-Riemannian manifold (M, g) near p ∈M satisfy:

g(p) =

s∑
k=1

dx2
k,p −

n∑
k=s+1

dx2
k,p and ∂xkglm(p) = 0,

where (s, t) is the signature of g and n = s+ t is the dimension ofM . As before,
we introduce the notation Tψ = (x̂1, . . . , x̂n, v1, . . . , vn) for the induced coordi-
nates on TM . Similarly, we employ the notation T ∗ψ = (q1, . . . , qn, p1, . . . , pn)
for the induced coordinates on T ∗M :

(T ∗ψ)−1(q1, . . . , qn, p1, . . . , pn) :=

n∑
k=1

pkdxk,ψ−1(q1,...,qn).

In these coordinates, G is given by:

T ∗ψ ◦G ◦ (Tψ)−1(0, . . . , 0, v1, . . . , vn) = (0, . . . , 0, v1, . . . , vs,−vs+1, . . . ,−vn).

Together with ∂xkglm(p) = 0, this implies:

dGw(∂x̂k,w) = ∂qk,G(w), dGw(∂vk,w) =

{
∂pk,G(w) for 1 ≤ k ≤ s
−∂pk,G(w) for k > s

∀w ∈ TpM.

This allows us to compute J∗∇g in coordinates for points α ∈ T ∗pM :

J∗∇g (∂qk,α) = −∂pk,α, J∗∇g (∂pk,α) = ∂qk,α (1 ≤ k ≤ s),
J∗∇g (∂qk,α) = ∂pk,α, J∗∇g (∂pk,α) = −∂qk,α (k > s).

Again, this does not imply that J∗∇g is integrable, as the equations above are
only true for points α ∈ T ∗pM and not necessarily the entire chart domain T ∗U .
Indeed, J∗∇g is integrable if and only if g is �at:

J∗∇g is integrable.

⇔ J∇g is integrable.

⇔ ∇g is symmetric and �at.

⇔ ∇g is �at.
⇔ g is �at.

The reason why we are interested in the almost complex structure J∗∇g is the
curious fact that J∗∇g is naturally compatible with the canonical symplectic form
ωcan on T ∗M , as one easily checks: In the coordinates (q1, . . . , qn, p1, . . . , pn) of
T ∗M from above, ωcan is given by:

ωcan|T∗U =

n∑
k=1

dpk ∧ dqk.

Thus, ωcan(·, J∗∇g ·) is a semi-Riemannian metric on T ∗M of signature (2s, 2t):

ωcan,α(·, J∗∇g ·) =

s∑
k=1

dq2
k,α + dp2

k,α −
n∑

k=s+1

dq2
k,α + dp2

k,α ∀α ∈ TpM.



185

As we can �nd normal coordinates near any point p ∈ M , we have proven the
following theorem:

Theorem F.1 (Almost complex structures on TM and T ∗M). Let M be a
smooth, n-dimensional manifold together with a connection ∇ on it. Then,
there exists a unique almost complex structure J∇ on the tangent bundle TM
such that:

dπ ◦ J∇ = K, K ◦ J∇ = −dπ,

where π : TM →M is the base point projection of TM and K : T (TM)→ TM
is the vertical projection corresponding to ∇. J∇ is integrable if and only if ∇
is symmetric and �at.
If ∇ is symmetric, then J∇ can be expressed as:

J∇(∂vk,w) = ∂x̂k,w, J∇(∂x̂k,w) = −∂vk,w,

where w ∈ TM is a point, ψ = (x1, . . . , xn) are normal coordinates of (M,∇)
near p = π(w), and Tψ = (x̂1, . . . , x̂n, v1, . . . , vn) are the induced coordinates
on TM .
If ∇ = ∇g is the Levi-Civita connection of a semi-Riemannian metric g onM of
signature (s, t), then there exists a (canonical) almost complex structure J∗∇g on
T ∗M such that ωcan(·, J∗∇g ·) is a semi-Riemannian metric on T ∗M of signature
(2s, 2t), where ωcan is the canonical symplectic form on T ∗M . In coordinates,
J∗∇g is given by:

J∗∇g (∂qk,α) = −∂pk,α, J∗∇g (∂pk,α) = ∂qk,α (1 ≤ k ≤ s),
J∗∇g (∂qk,α) = ∂pk,α, J∗∇g (∂pk,α) = −∂qk,α (k > s),

where α ∈ T ∗pM is a point, ψ = (x1, . . . , xn) are normal coordinates of (M, g)
near p ∈ M , and T ∗ψ = (q1, . . . , qn, p1, . . . , pn) are the induced coordinates of
T ∗M . Furthermore, J∗∇g is integrable if and only if g is �at.
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Appendix G

Holomorphic Connections

In this part, we introduce the notion of a (linear/a�ne) holomorphic connection
on a complex manifold X (cf. the end of Section 4.2 in [Huy05]). In particular,
we relate holomorphic connections to real connections (�rst section), study their
interaction with real structures (second section), and de�ne the holomorphic
Levi-Civita connection ∇h induced by a holomorphic metric h = hR + ihI on
X (third section). Moreover, we show in the third section that the standard
Levi-Civita connections ∇hR and ∇hI of the real and imaginary part hR and hI
agree with each other, that ∇hR = ∇hI is the connection associated (cf. �rst
section) with the holomorphic Levi-Civita connection ∇h, and that holomorphic
normal coordinates of h are also normal coordinates of hR.

Holomorphic and Associated Connections

We begin by recalling the standard de�nition of a (linear/a�ne) connection ∇
on a smooth manifold X:

De�nition G.1 (Real linear connection). Let X be a smooth manifold. A real
linear connection1 (r.l.c. for short) on X is a R-bilinear map2

∇ : Γ(TX)× Γ(TX)→ Γ(TX)

satisfying for all f ∈ C∞(X) and Y,Z ∈ Γ(TX). . .

(i) . . . tensoriality in the �rst component: ∇fY Z = f∇Y Z,

(ii) . . . the Leibniz rule in the second component: ∇Y fZ = Y (f)Z + f∇Y Z.

Our goal is to de�ne holomorphic connections, thus, we must also allow for
complex-valued connections:

De�nition G.2 (Complex linear connection). Let X be a smooth manifold. A
complex linear connection (c.l.c. for short) on X is a C-bilinear map3

∇ : Γ(TCX)× Γ(TCX)→ Γ(TCX)

1We call them real connections to di�erentiate them from complex connections.
2Here, Γ(E) denotes the space of sections of the bundle E → B. If E → B is a holomorphic

bundle, Γ(E) denotes the space of holomorphic sections, while ΓC∞ (E) denotes the space of
smooth sections.

3TCX denotes the complexi�ed tangent bundle.
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satisfying for all f ∈ C∞(X,C) and Y, Z ∈ Γ(TCX). . .

(i) . . . tensoriality in the �rst component: ∇fY Z = f∇Y Z,

(ii) . . . the Leibniz rule in the second component: ∇Y fZ = Y (f)Z + f∇Y Z.

A c.l.c. ∇ is called real if ∇Y Z = ∇Y Z holds for all complex vector �elds
Y, Z ∈ Γ(TCX).

Obviously, a r.l.c. ∇ induces a c.l.c. by complexi�cation:

∇U+iV (Y + iZ) := ∇UY −∇V Z + i (∇V Y +∇UZ) ∀U, V, Y, Z ∈ Γ(TX).

In light of this observation, one naturally asks which c.l.c. are induced by r.l.c.
As the name suggests, these are exactly the real ones:

Proposition G.3 (R.l.c. ⇔ real c.l.c). Let ∇ be a c.l.c. on a smooth manifold
X. Then, we have the following equivalence:

∇ is induced by a r.l.c. ⇔ ∇ is real.

Proof. The direction �⇒� is trivial, since ∇Y Z = ∇Y Z is true by construction.
Now consider the converse direction. Let ∇ be a real c.l.c. Then, we have
∇Y Z = ∇Y Z for all vector �elds Y, Z ∈ Γ(TX) ⊂ Γ(TCX), since Y = Y and
Z = Z. In particular, we �nd ∇Y Z ∈ Γ(TX) for Y,Z ∈ Γ(TX). This allows us
to de�ne a r.l.c. ∇r by setting:

∇rY Z := ∇Y Z ∀Y,Z ∈ Γ(TX).

It is easy to check that ∇r induces ∇ concluding the proof.

Remark G.4. Considering Proposition G.3, it is not necessary to distinguish
between r.l.c. and real c.l.c. Thus, we use both notions interchangeably from
now on.

Before we move on to holomorphic connections, let us quickly recall that r.l.c.
and c.l.c. are local in the sense that, given vector �elds Y and Z as well as a point
p ∈ X, the expression ∇Y Z(p) only depends on Y (p) and Z in a neighborhood
of p. Indeed, this fact directly follows from the de�nition of a connection and
the existence of smooth partitions of unity. The locality of a connection allows
us to introduce the concept of Christo�el symbols which (locally) completely
determine the connection in question:

De�nition G.5 (Christo�el symbols). Let X be a smooth manifold, ∇ be a
c.l.c. on X, and U ⊂ X be an open subset. Further, let {Vj} be a complex
frame of TCU . Then, the Christo�el symbols Γljk ∈ C∞(U,C) of ∇ with
respect to the frame {Vj} are de�ned by:

∇VjVk =:
∑
l

ΓljkVl.

Remark G.6. If the connection ∇ and the frame {Vj} are real in De�nition
G.5, then the Christo�el symbols Γljk are real as well and coincide with the
standard notion of Christo�el symbols.
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Now let X be a complex manifold. We wish to de�ne a holomorphic connection
∇ on X. However, we cannot just copy De�nition G.1. The problem is that
there is no holomorphic partition of unity which in turn means that locality does
not immediately follow from the de�nition anymore, but needs to be enforced
manually. This leads us to the following de�nition (cf. [Huy05]):

De�nition G.7 (Holomorphic connection). Let X be a complex manifold. We
call ∇ a holomorphic connection on X if ∇ is a collection

{U∇ : Γ(T (1,0)U)× Γ(T (1,0)U)→ Γ(T (1,0)U) | U ⊂ X open}

of C-bilinear maps satisfying for all open subsets U ′ ⊂ U ⊂ X, all holomorphic
functions f : U → C, and all holomorphic vector �elds Y,Z ∈ Γ(T (1,0)U). . .

(i) . . . tensoriality in the �rst component: U∇fY Z = f U∇Y Z,

(ii) . . . the Leibniz rule in the second component: U∇Y fZ = Y (f)Z+f U∇Y Z,

(iii) . . . the presheaf property: (U∇Y Z)|U ′ = U ′∇Y |U′Z|U ′ .

We say that ∇ is induced by a c.l.c. ∇′ on X if U∇Y Z = ∇′Y Z for all
holomorphic vector �elds Y,Z ∈ Γ(T (1,0)U) ⊂ Γ(TCU) and open U ⊂ X.

Remark G.8 (Presheaf property). To understand the presheaf property, con-
sider a compact complex manifold X, e.g. a complex torus Cn/Λ (Λ ⊂ Cn
is a lattice). Since holomorphic functions on compact complex manifolds are
locally constant (due to the maximum principle), the Leibniz rule reduces to
tensoriality for compact X. Hence, without the presheaf property, ∇ = 0 would
be a holomorphic connection on compact complex manifolds contradicting our
intuition and the local picture.

Similar to r.l.c. and c.l.c., a holomorphic connection can be computed locally:

Proposition G.9 (Holomorphic connections are local). Let X be a complex
manifold with holomorphic connection ∇. For all points p ∈ X, all open neigh-
borhoods U ′ ⊂ U ⊂ X of p, and all holomorphic vector �elds Y, Z ∈ Γ(T (1,0)U),
the expression U∇Y Z(p) is completely determined by Y (p) and Z|U ′ .

Proof. Take the notations from above, then:

U∇Y Z(p) = (U∇Y Z)|U ′(p)
(iii)
= U ′∇Y |U′Z|U ′(p)

Thus, U∇Y Z(p) only depends on Y |U ′ and Z|U ′ . By going into holomorphic
charts of X near p and using Property (i), we see that U∇Y Z(p) only depends
on Y (p) and Z|U ′ .

Again, locality allows us to introduce Christo�el symbols which (locally) com-
pletely determine the connection:

De�nition G.10 (Holomorphic Christo�el symbols). Let X be a complex man-
ifold, ∇ be a holomorphic connection on X, and U ⊂ X be an open subset.
Further, let {Vj} be a holomorphic frame of T (1,0)U . Then, the holomorphic
Christo�el symbols Γljk : U → C of ∇ with respect to the frame {Vj} are
holomorphic functions on U de�ned by:

U∇VjVk =:
∑
l

ΓljkVl.
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Let us now study the relation between c.l.c. and holomorphic connections. Our
goal is to associate a unique c.l.c. with each holomorphic connection. The
di�culty of this task lies in the fact that multiple c.l.c. may induce the same
holomorphic connection, as the following example demonstrates:

Example G.11 (Holomorphic connection on Cn). Consider the complex man-
ifold X = Cn with global chart id = (z1, . . . , zn) : X → Cn. Then, {∂zj}j is a
holomorphic frame of T (1,0)Cn. Now pick holomorphic functions Γljk : Cn → C.
Using these functions as Christo�el symbols, we can de�ne a holomorphic con-
nection ∇ on Cn:

Cn∇∂zj ∂zk =
∑
l

Γljk∂zl .

Obviously, the remaining maps U∇ (U ⊂ Cn open) of the holomorphic connec-
tion ∇ are de�ned by the presheaf property.
Now observe that {∂zj , ∂z̄j}j is a smooth frame of T (1,0)Cn ⊕ T (0,1)Cn = TCCn
and pick functions f ljk, g

l
jk ∈ C∞(Cn,C). With these, we can de�ne the c.l.c.

∇1, ∇2, ∇3, and ∇4 on Cn:

(1) ∇1
∂zj
∂zk =

∑
l Γ

l
jk∂zl and ∇1

∂z̄j
∂zk = ∇1

∂zj
∂z̄k = ∇1

∂z̄j
∂z̄k = 0,

(2) ∇2
∂zj
∂zk = ∇2

∂z̄j
∂z̄k =

∑
l Γ

l
jk∂zl and ∇2

∂z̄j
∂zk = ∇2

∂zj
∂z̄k = 0,

(3) ∇3
∂zj
∂zk =

∑
l Γ

l
jk∂zl , ∇3

∂z̄j
∂zk =

∑
l f

l
jk∂zl + gljk∂z̄l , and

∇3
∂zj
∂z̄k = ∇3

∂z̄j
∂z̄k = 0,

(4) ∇4
∂zj
∂zk = ∇4

∂z̄j
∂z̄k =

∑
l Γ

l
jk∂zl and

∇4
∂z̄j
∂zk = ∇4

∂zj
∂z̄k =

∑
l f

l
jk∂zl + gljk∂z̄l .

It is clear from the construction that ∇1, ∇2, ∇3, and ∇4 induce the same holo-
morphic connection ∇. In general, however, none of the connections coincide.

To single out a unique c.l.c. inducing a holomorphic connection, we need to
impose additional constraints on the c.l.c. One of those constraints is that the
c.l.c. is real. Another one is compatibility with the complex structure:

De�nition G.12 (∇ compatible with J). Let ∇ be a c.l.c. on a smooth man-
ifold X with almost complex structure J . ∇ is compatible with J if ∇J = 0.

By the next proposition, the notion of compatibility is equivalent to∇ preserving
the (1, 0)- and (0, 1)-type of the second component:

Proposition G.13. LetX be a smooth manifold with almost complex structure
J . A c.l.c. ∇ on X is compatible with J if and only if ∇ satis�es:

(i) ∇Y Z ∈ ΓC∞(T (1,0)X) ∀Y ∈ Γ(TCX) ∀Z ∈ ΓC∞(T (1,0)X),

(ii) ∇Y Z ∈ ΓC∞(T (0,1)X) ∀Y ∈ Γ(TCX) ∀Z ∈ ΓC∞(T (0,1)X).
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Proof. �⇒�: Pick (k, l) ∈ {(1, 0), (0, 1)}. Further, take vector �elds Y ∈ Γ(TCX)
and Z ∈ ΓC∞(T (k,l)X). Then, we can write Z = 1/2(Ẑ+(−1)kiJẐ) for a unique
real vector �eld Ẑ on X. Thus, we obtain:

∇Y Z =
1

2

(
∇Y Ẑ + (−1)ki∇Y (JẐ)

)
∇J=0

=
1

2

(
∇Y Ẑ + (−1)kiJ(∇Y Ẑ)

)
∈ ΓC∞(T (k,l)X).

�⇐�: Take smooth complex vector �elds Y,Z ∈ Γ(TCX). Then, there are
unique vector �elds Z(1,0) ∈ ΓC∞(T (1,0)X) and Z(0,1) ∈ ΓC∞(T (0,1)X) such that
Z = Z(1,0) + Z(0,1). By assumption, we have:

∇Y Z(1,0) ∈ ΓC∞(T (1,0)X) and ∇Y Z(0,1) ∈ ΓC∞(T (0,1)X).

We now compute (∇Y J)Z:

(∇Y J)Z = ∇Y (JZ)− J∇Y Z
= ∇Y (iZ(1,0) − iZ(0,1))− i∇Y Z(1,0) + i∇Y Z(0,1) = 0.

Remark G.14. If ∇ is real, we can simplify Proposition G.13 as follows: A
r.l.c. ∇ on X is compatible with J if and only if ∇ satis�es:

∇Y Z ∈ ΓC∞(T (1,0)X) ∀Y ∈ Γ(TCX) ∀Z ∈ ΓC∞(T (1,0)X).

Of course, the same statement is true if we replace �(1, 0)� with �(0, 1)�.

Unfortunately, those two constraints are still insu�cient to single out a unique
c.l.c. given a holomorphic connection. To illustrate this, consider Example G.11
again. In general, the connections from Example G.11 satisfy the following
properties:

(1) ∇1 is compatible with the complex structure, but not real.

(2) ∇2 is both compatible with the complex structure and real.

(3) ∇3 is neither compatible with the complex structure nor real.

(4) ∇4 is real, but not compatible with the complex structure.

However, if all functions gljk are identically zero, then both ∇2 and ∇4 are real
and compatible with the complex structure. In this case, they still might not
be equal, since the functions f ljk do not need to vanish.
The problem is that compatibility as a constraint is too weak. Even though
compatible r.l.c. preserve the (1, 0)- and (0, 1)-type of the second component,
they still allow for a mixing of types between the �rst and second component.
Excluding this phenomenon gives us a unique c.l.c. for every holomorphic con-
nection:
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Lemma G.15 (Associated connection ∇′). Let X be a complex manifold with
holomorphic connection ∇ on it. Then, there exists a unique c.l.c. ∇′ on X
such that:

(i) ∇′ induces ∇.

(ii) ∇′ is real.

(iii) ∇′
Y
Z = 0 for all Y,Z ∈ Γ(T (1,0)U) ⊂ Γ(TCU) and open U ⊂ X.

We call ∇′ the connection associated with ∇.

Proof. The idea behind the proof is to �rst show uniqueness of ∇′ and after-
wards use connection ∇2 from Example G.11 as a local model to construct ∇′.

Uniqueness: Let ∇′ and ∇′′ be two c.l.c. associated with ∇. Further, pick
a point p ∈ X and a holomorphic chart (z1, . . . , zn) : V → Cn of X near p.
Now observe that {∂zj , ∂z̄j}j is a frame of TCV . If ∇′ and ∇′′ map the frame
{∂zj , ∂z̄j}j to the same vector �elds, they coincide on the neighborhood V of p.
Since both ∇′ and ∇′′ induce ∇, we obtain:

∇′∂zj ∂zk = V∇∂zj ∂zk = ∇′′∂zj ∂zk .

Using the fact that ∇′ and ∇′′ are also real yields:

∇′∂z̄j ∂z̄k = ∇′∂zj ∂zk = ∇′′∂zj ∂zk = ∇′′∂z̄j ∂z̄k .

Lastly, combining Property (iii) with realness gives:

∇′∂z̄j ∂zk = ∇′∂zj ∂z̄k = 0 = ∇′′∂zj ∂z̄k = ∇′′∂z̄j ∂zk .

Hence, ∇′ and ∇′′ coincide on a neighborhood of p. Repeating the previous
argument for every point p ∈ X proves uniqueness.

Existence: Pick a holomorphic chart (z1, . . . , zn) : V → Cn of X. We observe
that {∂zj}j is a holomorphic frame of T (1,0)V . Let Γljk be the holomorphic
Christo�el symbols of ∇ with respect to that frame. We now de�ne the c.l.c.
∇′ on V :

∇′∂zj ∂zk = ∇′∂z̄j ∂z̄k =
∑
l

Γljk∂zl , ∇′∂z̄j ∂zk = ∇′∂zj ∂z̄k = 0

Clearly, ∇′ satis�es Property (i), (ii), and (iii) on V . We now extend the
de�nition of ∇′ to all of X by repeating this construction for any holomorphic
chart of X. Since the connection associated with ∇ is unique, the de�nition of
∇′ agrees on di�erent coordinate patches concluding the proof.

Remark G.16 (Associated connection).

� Note that the associated connection ∇′ in Lemma G.15 is compatible with
the complex structure of X. Indeed, it is easy to check in holomorphic
charts that ∇′ preserves the (1, 0)-type of the second component (cf. the
proof of Lemma G.15).

� Usually, we denote a holomorphic connection and its associated connection
by the same symbol.
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Holomorphic Connections on Manifolds with Real

Structures

Next, we investigate the interaction of holomorphic connections ∇ with real
structures σ (cf. Appendix A). In particular, we show that σ-invariant connec-
tions ∇ induce connections on real forms, that two holomorphic connections in-
ducing the same connection on a real form coincide, and that every real-analytic
connection on a real form gives rise to a unique holomorphic connection on a
neighborhood of the real form.
To state and prove these results, we �rst need to study the relation between
connections and di�eomorphisms:

De�nition G.17 (φ∗∇, φ∗∇, and φ-invariance). Let M,N be smooth mani-
folds, φ : M → N be a di�eomorphism, and ∇ be a c.l.c. on N . Then, the
pullback connection φ∗∇ on M is de�ned by:

(φ∗∇)Y Z := φ−1
∗ (∇φ∗Y φ∗Z) ∀Y, Z ∈ Γ(TCM).

If ∇ is a c.l.c. on M , then the pushforward connection φ∗∇ on N is de�ned
by:

(φ∗∇)Y Z := ((φ−1)∗∇)Y Z = φ∗

(
∇φ−1
∗ Y φ

−1
∗ Z

)
∀Y,Z ∈ Γ(TCN).

In the case ofM = N , we say that ∇ is φ-invariant if φ∗∇ = ∇ or, equivalently,
φ∗∇ = ∇. For complex manifolds M = N and holomorphic connections ∇ on
M , ∇ is called φ-invariant if the connection associated with ∇ is φ-invariant.

We can now explain how σ-invariant connections induce connections on real
forms:

Lemma G.18 (Induced connection on real form). LetX be a complex manifold
with real structure σ and non-empty real form M := Fixσ. Further, let ∇ be a
σ-invariant r.l.c. on X. Then, ∇ induces a r.l.c. ∇M on M . In particular, if ∇
is the connection associated with a σ-invariant holomorphic connection on X,
∇M is real-analytic.

Proof. The idea of the proof is to use the Christo�el symbols of ∇ in σ-charts
(cf. Appendix A) to construct the induced connection on M . Pick a point
p ∈ M and a σ-chart (z1, . . . , zn) : V → Cn near p. In the frame {∂zj , ∂z̄j}j ,
∇ is given by:

∇∂zj ∂zk =
∑
l

aljk∂zl + bljk∂z̄l , ∇∂z̄j ∂zk =
∑
l

cljk∂zl + dljk∂z̄l ,

where aljk, b
l
jk, c

l
jk, d

l
jk ∈ C∞(V,C) are Christo�el symbols. The σ-invariance

of ∇ now implies aljk = aljk ◦ σ and similar equations for bljk, c
l
jk, d

l
jk, as the

following computation illustrates:∑
l

aljk∂zl + bljk∂z̄l = ∇∂zj ∂zk = (σ∗∇)∂zj ∂zk = σ∗

(
∇σ∗∂zj σ∗∂zk

)
= σ∗

(
∇∂z̄j ∂z̄k

)
= σ∗∇∂zj ∂zk = σ∗

∑
l

aljk∂z̄l + bljk∂zl

=
∑
l

aljk ◦ σ∂zl + bljk ◦ σ∂z̄l .
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From this, we deduce that the Christo�el symbols aljk, . . . , d
l
jk are real when

evaluated on points q ∈ V ∩M . We can now de�ne the r.l.c. ∇M on V ∩M
via4:

∇M∂xj ∂xk :=
∑
l

Γljk∂xl ,

where Γljk := aljk + bljk + cljk + dljk, we used the decomposition zj = xj + iyj
and exploited the fact that the real part of a σ-chart gives rise to a real-analytic
chart of M . We extend the de�nition of ∇M to all of M by repeating the
construction for any point p ∈ M . This is possible, because the de�nition of
∇M is independent of the choice of σ-chart. To see this, we �rst observe that,
given holomorphic functions fk : V → C, the following identities hold:

∇∂zj
∑
k

fk∂zk =
∑
k

∂fk
∂zj

∂zk + fk∇∂zj ∂zk , ∇∂z̄j
∑
k

fk∂zk =
∑
k

fk∇∂z̄j ∂zk .

Here, we have exploited tensoriality in the second component as well as the fact
that holomorphicity of fk implies ∂z̄jfk = 0. These identities tell us that the
coe�cients aljk transform like holomorphic Christo�el symbols under a change
of σ-chart, i.e.:

(a′)
l′

j′k′ =
∑
l

∂2zl
∂z′j′∂z

′
k′

∂z′l′

∂zl
+
∑
j,k,l

aljk
∂zj
∂z′j′

∂zk
∂z′k′

∂z′l′

∂zl
,

where (a′)
l′

j′k′ are Christo�el symbols of ∇ in a di�erent σ-chart

(z′1, . . . , z
′
n) : V ′ → Cn near p, while the remaining coe�cients bljk, c

l
jk, d

l
jk

transform like tensors, i.e.:

(b′)
l′

j′k′ =
∑
j,k,l

bljk
∂zj
∂z′j′

∂zk
∂z′k′

∂z̄′l′

∂z̄l
,

(c′)
l′

j′k′ =
∑
j,k,l

cljk
∂z̄j
∂z̄′j′

∂zk
∂z′k′

∂z′l′

∂zl
,

(d′)
l′

j′k′ =
∑
j,k,l

dljk
∂z̄j
∂z̄′j′

∂zk
∂z′k′

∂z̄′l′

∂z̄l
,

where (b′)
l′

j′k′ , (c′)
l′

j′k′ , and (d′)
l′

j′k′ are de�ned similarly to (a′)
l′

j′k′ . For the

de�nition of ∇M to be independent of the choice of σ-chart, we need to show
that the sum Γljk evaluated on points of M transforms as follows5:

(Γ′)
l′

j′k′ =
∑
l

∂2xl
∂x′j′∂x

′
k′

∂x′l′

∂xl
+
∑
j,k,l

Γljk
∂xj
∂x′j′

∂xk
∂x′k′

∂x′l′

∂xl
.

However, this transformation behavior is a direct consequence of the previous
transformation rules and the fact that two σ-charts (z1, . . . , zn) : V → Cn and
(z′1, . . . , z

′
n) : V ′ → Cn near p satisfy:

∂rzl
∂z′s1 . . . ∂z

′
sr

(q) =
∂r z̄l

∂z̄′s1 . . . ∂z̄
′
sr

(q) =
∂rxl

∂x′s1 . . . ∂x
′
sr

(q) ∀q ∈ V ∩ V ′ ∩M.

4For the sake of readability, we drop the restriction � |V ∩M � in the de�nition of ∇M .
5Again, we drop the restriction to M .
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If ∇ is a σ-invariant holomorphic connection on X, then its associated connec-
tion ∇ is a σ-invariant r.l.c. on X. Hence, we can construct ∇M as before. Since
the Christo�el symbols Γljk = aljk are holomorphic and, thus, real-analytic in

this case, ∇M is real-analytic.

Remark G.19. Note that a σ-invariant r.l.c. ∇ on X induces not just ∇M ,
but a plethora of r.l.c. on M . Indeed, the construction in the proof of Lemma
G.18 still works if we substitute Γljk for the a�ne combination

aljk + rbb
l
jk + rcc

l
jk + rdd

l
jk,

where rb, rc, rd ∈ R are any real numbers. Among those connections, ∇M stands
out, as it satis�es:

∇∂xj ∂xk(q) = ∇M∂xj ∂xk(q) ∀q ∈ V ∩M,

where (z1 = x1 + iy1, . . . , zn = xn + iyn) : V →M is a σ-chart. Also note that
if ∇ is associated with a holomorphic connection, the coe�cients bljk, c

l
jk, d

l
jk

vanish and ∇ only induces ∇M .

To conclude this section, we want to show that two holomorphic connections
inducing the same r.l.c. are equal on a neighborhood of the real form and
that any real-analytic connection on a real form gives rise to a holomorphic
connection. These results are the �connection counterparts� of Lemma A.10
and A.11. Indeed, the proofs are very similar and employ the same techniques
which is why we keep them brief:

Lemma G.20 (Uniqueness of holomorphic connections). Let X be a complex
manifold with real structure σ and non-empty real form M := Fixσ. Further,
let ∇1 and ∇2 be two σ-invariant holomorphic connections on X which induce
the same r.l.c. ∇M on M . Then, there exists an open neighborhood U ⊂ X of
M such that U∇1 = U∇2. If M is nice, one even has ∇1 = ∇2.

Proof. Pick a point p ∈ M and a σ-chart (z1, . . . , zn) : V → Cn near p such

that V is connected. Now let
(
Γ1
)l
jk

and
(
Γ2
)l
jk

be the holomorphic Christo�el

symbols of ∇1 and ∇2, respectively, in this σ-chart. Since ∇1 and ∇2 induce

the same r.l.c. ∇M , their Christo�el symbols
(
Γ1
)l
jk

and
(
Γ2
)l
jk

coincide on

V ∩M . Hence, by the identity theorem, they must coincide on all of V . This
shows that V∇1 and V∇2 are equal. We can now repeat this argument for every
point p ∈M to �nd a neighborhood U ⊂ X of M such that U∇1 = U∇2. If M
is nice, we can apply the identity theorem to every connected component of X
to prove ∇1 = ∇2.

Lemma G.21 (Holomorphic continuation of connections). Let X be a complex
manifold with real structure σ and non-empty real form M := Fixσ. Further,
let ∇M be a real-analytic r.l.c. on M . Then, there exists an open neighborhood
U ⊂ X of M and a σ-invariant holomorphic connection ∇ on U which induces
∇M . ∇ is unique in the sense of Lemma G.20.

Proof. Pick a point p ∈ M and a σ-chart (z1, . . . , zn) : V → Cn near p. The
real part of the σ-chart furnishes a real-analytic submanifold chart for M . Let
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(
ΓM
)l
jk

be the real-analytic Christo�el symbols of ∇M in this submanifold

chart. As in the proof of Lemma A.11, we can �nd holomorphic continua-

tions Γljk : V → C of
(
ΓM
)l
jk

(after shrinking V if necessary) and interpret

them as holomorphic Christo�el symbols. We can now de�ne the holomorphic
connection ∇ on V by:

V∇∂zj ∂zk :=
∑
l

Γljk∂zl .

It is easy to check that ∇ is a σ-invariant holomorphic connection on V inducing
∇M . To de�ne ∇ on a neighborhood U of M , we repeat the last step for every
point p ∈M and afterwards glue together the various coordinate patches. This
is possible, since the construction is independent of the choice of chart which
directly follows from Lemma G.20.

Holomorphic Levi-Civita Connection

In this section, we want to de�ne the holomorphic Levi-Civita connection∇h of a
holomorphic metric h. As in the real case, ∇h should be the unique holomorphic
connection on X which is torsion-free and compatible with h. Thus, we �rst
need to de�ne the torsion T of a holomorphic connection ∇:

De�nition G.22 (Torsion T ). Let X be a complex manifold with holomorphic
connection ∇. The torsion6 T of ∇ is the collection of maps

{UT : Γ(T (1,0)U)× Γ(T (1,0)U)→ Γ(T (1,0)U) | U ⊂ X open}

de�ned by

UT (Y,Z) := U∇Y Z − U∇ZY − [Y,Z] ∀Y,Z ∈ Γ(T (1,0)U) ∀U ⊂ X open.

∇ is said to be torsion-free if UT ≡ 0 for all open subsets U ⊂ X.

Remark G.23 (T is a tensor). T is bitensorial and satis�es the presheaf prop-
erty.

We also need to say what it means for a holomorphic connection ∇ to be com-
patible with a holomorphic metric h:

De�nition G.24 (Metric compatibility). Let X be a complex manifold with
holomorphic connection ∇. Furthermore, let h be a holomorphic metric on X.
The metric compatibility tensor ∇h of ∇ and h is the collection of maps

{U∇h : Γ(T (1,0)U)3 → OU := {f : U → C | f holomorphic} | U ⊂ X open}

de�ned by

U∇h(Z1, Z2, Z3) := Z1(h|U (Z2, Z3))− h|U (U∇Z1
Z2, Z3)− h|U (Z2,

U∇Z1
Z3)

for all holomorphic vector �elds Z1, Z2, Z3 ∈ Γ(T (1,0)U) and all open subsets
U ⊂ X. We say that ∇ is compatible with h if U∇h ≡ 0 for every open subset
U ⊂ X.

6Sometimes called torsion tensor or torsion (tensor) �eld.
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Remark G.25 (∇h is a tensor.). ∇h is tritensorial and satis�es the presheaf
property.

We are now ready to de�ne the holomorphic Levi-Civita connection ∇h:

Lemma G.26 (Levi-Civita connection ∇h). Let X be a complex manifold
together with a holomorphic metric h. Then, there exists exactly one holomor-
phic connection ∇h on X, the holomorphic Levi-Civita connection, which is
torsion-free and compatible with h.

Proof. Take the notations from above. The proof works very similarly to the
real case by exploiting the Koszul formula.

Uniqueness: Let ∇h,1 and ∇h,2 be two holomorphic connections which are
torsion-free and compatible with h. As in the real case, one can show that ∇h,1
and ∇h,2 satisfy the Koszul formula (U ⊂ X open; Z1, Z2, Z3 ∈ Γ(T (1,0)U)):

2h|U (U∇h,1Z1
Z2, Z3) = Z1(h|U (Z2, Z3)) + Z2(h|U (Z3, Z1))− Z3(h|U (Z1, Z2))

+ h|U ([Z1, Z2], Z3)− h|U ([Z2, Z3], Z1) + h|U ([Z3, Z1], Z2)

= 2h|U (U∇h,2Z1
Z2, Z3).

Pick any point p ∈ U and a holomorphic chart (z1, . . . , zn) : U ′ → Cn of X near
p such that U ′ ⊂ U . Due to the presheaf property of ∇h,i, we have:

U∇h,iZ1
Z2(p) = U ′∇h,iZ1|U′

Z2|U ′(p).

We now set Z3|U ′ = ∂zj in the Koszul formula (evaluated at p) and obtain using
the previous equation:

h|U ′(U
′
∇h,1Z1|U′

Z2|U ′ , ∂zj )(p) = h|U ′(U
′
∇h,2Z1|U′

Z2|U ′ , ∂zj )(p).

Since the last equation holds for every j, we �nd:

U∇h,1Z1
Z2(p) = U ′∇h,1Z1|U′

Z2|U ′(p) = U ′∇h,2Z1|U′
Z2|U ′(p) = U∇h,2Z1

Z2(p).

As this argument can be repeated for every p ∈ U , we get:
U∇h,1Z1

Z2 = U∇h,2Z1
Z2.

Again, we can repeat the argument for all Z1, Z2 ∈ Γ(T (1,0)U) and any open
subset U ⊂ X implying ∇h,1 = ∇h,2.

Existence: The Koszul formula gives us an expression for

h|U (U∇hZ1
Z2, Z3).

A priori, it is not cleared whether this expression completely determines U∇hZ1
Z2,

as U might be �too large� to admit enough linearly independent, holomorphic
vector �elds Z. However, we can always shrink U by the presheaf property.
Especially, if we shrink U to be a chart domain, then U admits enough holo-
morphic vector �elds. Thus, we can de�ne U∇hZ1

Z2(p) for any point p ∈ U
via the Koszul formula in a small chart near p. Since the Koszul formula is
independent of the choice of charts, the resulting holomorphic connection ∇h
is well-de�ned. One easily checks that ∇h de�ned this way is torsion-free and
compatible with h.
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Next, we want to consider normal coordinates of a holomorphic connection. To
do so, we need to de�ne geodesics �rst:

De�nition G.27 (Complex derivative ∇/dz along γ and geodesics). Let X be
a complex manifold with holomorphic connection ∇. Further, let D ⊂ C be
an open and connected subset, γ : D → X be a holomorphic curve, and Y be
a holomorphic vector �eld along γ, i.e., a holomorphic section of the pullback
bundle γ∗T (1,0)X. Analogously to the real case, we can de�ne the complex
derivative ∇/dz along γ. In holomorphic charts (z1, . . . , zn) : U ′ → Cn of X,
∇/dz is de�ned by:(

∇
dz
Y

)
l

(z) := Y ′l (z) +

n∑
j,k=1

γ′j(z) · Yk(z) · Γljk(γ(z)),

where f ′ denotes the usual complex derivative of a holomorphic function
f : C → C and Γljk are the holomorphic Christo�el symbols of ∇. We call
γ a geodesic of ∇ if ∇/dz γ′ ≡ 0.

The following existence and uniqueness results regarding geodesics of ∇ are
reminiscent of the real case:

Proposition G.28 (Existence and uniqueness of geodesics). Let X be a com-
plex manifold with holomorphic connection ∇. Further, let p ∈ X and

v ∈ T
(1,0)
p X. Then, for every z0 ∈ C, there exists an open and connected

neighborhood D ⊂ C of z0 and a geodesic γ : D → X of ∇ such that γ(z0) = p
and γ′(z0) = v. Moreover, if γ1, γ2 : D → X are two geodesics of ∇ with
γ1(z0) = γ2(z0) = p and γ′1(z0) = γ′2(z0) = v for any open and connected
neighborhood D ⊂ C of z0, then γ1 ≡ γ2.

Proof. We observe that the geodesic equation is locally a second order complex
di�erential equation. By introducing new variables vi := γ′i, thus, doubling the
number of equations, we can rewrite the second order di�erential equation into
a �rst order one. Since the geodesic equation has no explicit time-dependence
(z-dependence), we can interpret the �rst order di�erential equation obtained
this way as the integral curve equation of a holomorphic vector �eld, namely the
geodesic vector �eld. The existence and uniqueness results for geodesics now
follow from the existence and uniqueness results for integral curves of holomor-
phic vector �elds (cf. Proposition 2.1.9).
There is also an alternative way to prove uniqueness: Write the geodesic equa-
tion in holomorphic charts near p and expand the coordinates of γ1, γ2 in a power
series around z0. This way, the geodesic equation becomes a recursive formula
for the coe�cients of the power series. Furthermore, we realize that this recur-
sive formula completely determines all coe�cients if we �x the �rst two terms
in each power series. Hence, �xing γ1(z0) = γ2(z0) = p and γ′1(z0) = γ′2(z0) = v
uniquely determines the coe�cients of the power series. The rest now follows
from the identity theorem.

Remark G.29 (Geodesics depend holomorphically on initial values). Propo-
sition 2.1.9 also shows that a geodesic γ of a holomorphic connection ∇ with
γ(z0) = p and γ′(z0) = v depends holomorphically on z0, p, and v.

We can now use the geodesics of ∇ to de�ne the exponential map of ∇:
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De�nition G.30 (Exponential map). Let X be a complex manifold with holo-
morphic connection ∇ and let p ∈ X be any point. The exponential map

of ∇, expp : V → X with a suitable open neighborhood V ⊂ T
(1,0)
p X of 0, is

de�ned by:

expp(v) := γvp (1),

where γvp is a geodesic of ∇ satisfying γvp (0) = p and γv′p (0) = v.

Remark G.31 (Exponential map). We add two remarks concerning the expo-
nential map:

(i) V ⊂ T
(1,0)
p X is chosen small enough such that γvp (1) is uniquely de-

�ned and una�ected by monodromy e�ects (cf. Section 2.1, in particular

Proposition 2.1.9 and Example 2.1.11). For instance, choose V ⊂ T (1,0)
p X

such that the domain of the geodesic γvp : D → X can be chosen to be
D = {z ∈ C | |z| < 2} for every v ∈ V .

(ii) By Remark G.29, the exponential map expp of a holomorphic connection
∇ is holomorphic.

We can now shrink the domain of the exponential map to obtain a biholomor-
phism:

Proposition G.32. LetX be a complex manifold with holomorphic connection
∇ and let p ∈ X be any point. Then, there exists an open neighborhood

V ⊂ T (1,0)
p X of 0 such that expp : V → expp(V ) is a biholomorphism.

Proof. Apply the holomorphic inverse function theorem to d expp,0 = idT 1,0
p X .

Lastly, we use this biholomorphism to de�ne normal coordinates:

De�nition G.33 (Normal coordinates). Let X be a complex manifold with
holomorphic connection ∇ and let p ∈ X be any point. Further, choose a

C-linear isomorphism l : Cn → T
(1,0)
p X. We call the coordinates (z1, . . . , zn)

of the holomorphic chart l−1 ◦ exp−1
p holomorphic normal coordinates of

∇ near p. If ∇ = ∇h is the Levi-Civita connection of a holomorphic metric
h on X, we additionally require that the vectors v1 := l(ê1), . . . , vn := l(ên)
(ê1, . . . , ên denotes the standard basis of Cn) satisfy:

h(vi, vj) = δij .

Remark G.34. Note that in the complex case all non-degenerate, symmetric
bilinear forms are isomorphic, while in the real case two non-degenerate, sym-
metric bilinear forms are isomorphic if and only if they have the same signature.

Holomorphic normal coordinates satisfy properties similar to their real counter-
parts:
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Proposition G.35 (Properties of holomorphic normal coordinates). Let X be
a complex manifold with holomorphic metric h and corresponding Levi-Civita
connection ∇h. Further, let p ∈ X be any point and φ = (z1, . . . , zn) : U → Cn
be holomorphic normal coordinates of∇h near p. In the coordinates (z1, . . . , zn),
we have:

(1) hij(p) = δij

(2) ∂zkhij(p) = 0

(3) Γkij(p) = 0

Proof. We only show (3), as (1) is obvious and (2) follows from (3) by
exploiting the vanishing of the metric compatibility tensor. De�ne for
x = (x1, . . . , xn) ∈ Cn the curve γ(z) := φ−1(z · x). By de�nition of holo-
morphic normal coordinates, γ is a geodesic of ∇h with γ′(0) = dφ−1

0 (x). In
coordinates (z1, . . . , zn), the geodesic equation reads:

γ′′j (z) +

n∑
k,l=1

Γjkl(γ(z))γ′k(z)γ′l(z) = 0

For z = 0, this gives:

n∑
k,l=1

Γjkl(p)xkxl = 0

The last equation is true for any x ∈ Cn, thus, it enforces Γjkl(p) + Γjlk(p) = 0.

Since ∇h is symmetric, Γjkl(p) is symmetric in k and l. This implies 2Γjkl(p) = 0
concluding the proof.

The �nal goal of Appendix G is to relate the holomorphic Levi-Civita connection
∇h to the standard Levi-Civita connections ∇hR and ∇hI . In particular, we
aim to relate the holomorphic normal coordinates of ∇h to the standard normal
coordinates of ∇hR and ∇hI for holomorphic metrics h = hR + ihI . To achieve
that, we �rst prove the following proposition:

Proposition G.36. Let X be a complex manifold with holomorphic metric
h = hR + ihI and corresponding Levi-Civita connections ∇h, ∇hR , and ∇hI .
Further, let p ∈ X be any point and (z1 = x1 +iy1, . . . , zn = xn+iyn) : U → Cn
be holomorphic normal coordinates of ∇h near p. Then:

(1) hR,p(∂xj ,p, ∂xk,p) = −hR,p(∂yj ,p, ∂yk,p) = δjk, hI,p(∂xj ,p, ∂yk,p) = δjk
hR,p(∂xj ,p, ∂yk,p) = hI,p(∂xj ,p, ∂xk,p) = hI,p(∂yj ,p, ∂yk,p) = 0

(2) Derivatives of hR and hI vanish at p in coordinates (x1, . . . , xn, y1, . . . , yn).

(3) All Christo�el symbols of ∇hR and ∇hI vanish at p in coordinates
(x1, . . . , xn, y1, . . . , yn).

Proof. (1) follows from (1) of the previous proposition:

hR,p + ihI,p = hp =

n∑
j=1

dz2
j,p

=

n∑
j=1

(
dx2

j,p − dy2
j,p

)
+ i

n∑
j=1

(dxj,p ⊗ dyj,p + dyj,p ⊗ dxj,p) .
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(2) follows from (2) of the previous proposition and the fact that the components
hij are holomorphic, i.e., ∂z̄khij(p) = 0.
(3) follows from (2) of the proposition at hand and the Koszul formula for
Christo�el symbols of standard Levi-Civita connections.

The last proposition implies that the Levi-Civita connections ∇hR and ∇hI
describe the same connection.

Corollary G.37 (∇hR = ∇hI ). LetX be a complex manifold with holomorphic
metric h = hR + ihI . Then, the (standard) Levi-Civita connections ∇hR and
∇hI coincide, i.e., ∇hR = ∇hI .

Proof. This is an immediate consequence of the previous proposition: For every
point p ∈ X, there are coordinates in which the Christo�el symbols of ∇hR and
∇hI agree at p, hence, ∇hR = ∇hI by de�nition of the Christo�el symbols.

We want to show now that ∇hR = ∇hI is the connection associated with the
holomorphic Levi-Civita connection ∇h. To do that, we need to investigate how
the complex structure J interacts with the connection ∇hR . It turns out that
∇hR is compatible with J :

Proposition G.38 (∇hR compatible with J). Let X be a complex manifold
with complex structure J and holomorphic metric h = hR + ihI . Then, the
connection ∇hR is compatible with J .

Proof. We need to show:

(∇hRY J)Z = ∇hRY (JZ)− J∇hRY Z = 0 ∀Y,Z ∈ Γ(TX).

The object (∇hRY J)(Z) is tensorial in Y and Z, hence, it su�ces to evaluate
∇hRJ for the coordinate vector �elds of the holomorphic normal coordinates
(z1 = x1 + iy1, . . . , zn = xn + iyn) near any point p ∈ X. By Proposition G.36,
we �nd:

∇hR∂xi
(
J∂xj

)
(p) = ∇hR∂xi∂yj (p) = 0, ∇hR∂xi

(
J∂yj

)
= . . .

J∇hR∂xi∂xj (p) = 0, J∇hR∂xi∂yj (p) = . . .

Hence, ∇hRJ = 0.

∇hR is not just compatible with J , it also satis�es the following useful formula:

Proposition G.39. Let X be a complex manifold with holomorphic metric
h = hR + ihI and Levi-Civita connection ∇hR . Then:

∇hRJY Z = i∇hRY Z ∀Y ∈ Γ(TU) ∀Z ∈ Γ(T (1,0)U) ∀U ⊂ X open.

Proof. Take the notations from above and pick any point p ∈ U . Let
(z1 = x1 + iy1, . . . , zn = xn + iyn) be holomorphic normal coordinates of ∇h
near p and write

Z =

n∑
j=1

cj∂zj
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for some locally de�ned holomorphic functions cj . Then:

∇hRJY Z(p) =

n∑
j=1

cj(p)∇hRJY ∂zj (p) + dcj(JY )(p)∂zj ,p

=

n∑
j=1

cj(p)∇hRJY ∂zj (p) + idcj(Y )(p)∂zj ,p

=

n∑
j=1

idcj(Y )(p)∂zj ,p

= i

n∑
j=1

cj(p)∇hRY ∂zj (p) + dcj(Y )(p)∂zj ,p = i∇hRY Z(p),

where we used that ∇hR is C-linear in both components, tensorial in the �rst
component, and ∇hR∂xi∂xj (p) = ∇hR∂xi∂yj (p) = . . . = 0 (cf. Proposition G.36).

Remark G.40. The formula in Proposition G.39 not only applies to ∇hR ,
but to any connection ∇ associated with a holomorphic connection. Indeed, if
p ∈ U ⊂ X is any point and Y ∈ Γ(TU) is a smooth real vector �eld, then there
exists a holomorphic vector �eld Y ′ (possibly only de�ned on a neighborhood
of p) such that Y ′(p) = Y (p)− iJpY (p). Exploiting Property (iii) from Lemma
G.15 then yields:

0 = ∇Y ′Z(p) = ∇Y Z(p) + i∇JY Z(p)

for any holomorphic vector �eld Z ∈ Γ(T (1,0)U).

We now have all tools at hand to show that ∇hR is the connection associated
with ∇h:

Lemma G.41 (∇hR associated with ∇h). Let X be a complex manifold with
holomorphic metric h = hR + ihI . Then, the standard Levi-Civita connec-
tion ∇hR = ∇hI is the connection associated with the holomorphic Levi-Civita
connection ∇h.

Proof. For real vector �elds Z1, Z2, Z3 ∈ Γ(TX), we can express the terms

2hR

(
∇hRZ1

Z2, Z3

)
and 2hI

(
∇hIZ1

Z2, Z3

)
with the help of the Koszul formula as in the proof of Lemma G.26. We realize
that the Koszul formula also holds for complex vector �elds Z1, Z2, Z3 ∈ Γ(TCX)
if we complexify the Koszul formula by C-linearity in Z1, Z2, Z3. In particular,
for holomorphic vector �elds Z1, Z2, Z3 ∈ Γ(T (1,0)X), this gives:

2h(∇hRZ1
Z2, Z3) = 2hR(∇hRZ1

Z2, Z3) + i2hI(∇hRZ1
Z2, Z3)

= 2hR(∇hRZ1
Z2, Z3) + i2hI(∇hIZ1

Z2, Z3)

= (Koszul formula for hR) + i(Koszul formula for hI)

= Koszul formula for h = 2h(∇hZ1
Z2, Z3).
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Thus, we have:

h(∇hZ1
Z2 −∇hRZ1

Z2, Z3) = 0. (G.1)

Recall that, by Proposition G.38, ∇hR is compatible with the complex structure
J of X. In particular, ∇hR preserves the (1, 0)-type of the second component
(cf. Proposition G.13). Thus, the vector �eld ∇hZ1

Z2 −∇hRZ1
Z2 assumes values

in the bundle T (1,0)X. Since h is non-degenerate on T (1,0)X, Equation (G.1)
proves that the connection ∇hR induces ∇h. Clearly, ∇hR is real. Thus, it only
remains to be shown that ∇hR satis�es:

∇hR
Y
Z = 0 ∀Y,Z ∈ Γ(T (1,0)U) ∀U ⊂ X open.

Let U ⊂ X be an open subset and Y,Z be two holomorphic vector �eld on U .
Then, there exists a unique real vector �eld Ŷ on U such that Y = Ŷ − iJŶ .
Proposition G.39 now yields the desired property concluding the proof:

∇hR
Y
Z = ∇hR

Ŷ+iJŶ
Z = ∇hR

Ŷ
Z + i∇hR

JŶ
Z = ∇hR

Ŷ
Z + i2∇hR

Ŷ
Z = 0.

To conclude Appendix G, we examine the relation between holomorphic normal
coordinates of ∇h and normal coordinates of ∇hR . For this, we need to link
holomorphic geodesics of ∇h to geodesics of ∇hR :

Proposition G.42. Let X be a complex manifold with holomorphic metric
h = hR + ihI and Levi-Civita connections ∇h and ∇hR . Further, let
U := [t0, t1] + i[s0, s1] be a domain in C and γ : U → X be a holomor-
phic curve. De�ne the curves γs : [t0, t1] → X and γt : [s0, s1] → X by
γs(t) := γ(t+ is) =: γt(s). Then, γ is a (holomorphic) geodesic of ∇h i� γs is a
geodesic of ∇hR = ∇hI for every s ∈ [s0, s1] i� γt is a geodesic of ∇hR = ∇hI
for every t ∈ [t0, t1].

Proof. This statement is mostly a consequence of Proposition G.38 and G.39 as
well as Lemma G.41: For z = t+ is, we can write:

γ′(z) =
1

2
(∂tγ(z)− iJ∂tγ(z)) =

1

2
(−J∂sγ(z)− i∂sγ(z)) .

Hence:

∇h

dz
γ′ = ∇hγ′γ′ = ∇hRγ′ γ

′ = ∇hR1/2(∂tγ−iJ∂tγ)γ
′ = ∇hR∂tγγ

′

=
1

2

(
∇hR∂tγ∂tγ − iJ

(
∇hR∂tγ∂tγ

))
=

1

2

(
∇hR
dt

dγs
dt
− iJ

(
∇hR
dt

dγs
dt

))
.

A similar expression can be found for γt concluding the proof.

An immediate consequence of Proposition G.42 is that the exponential maps of
∇h and ∇hR coincide:
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Corollary G.43. Let X be a complex manifold with holomorphic metric
h = hR + ihI and Levi-Civita connections ∇h and ∇hR . Further, let p ∈ X
be a point and exphp and exphRp be the exponential maps of ∇h and ∇hR , re-
spectively. Take a vector v ∈ T (1,0)

p X such that exphp(v) exists and write it as

v = 1/2(v̂ − iJpv̂) for a unique vector v̂ ∈ TpX. Then, exphRp (v̂) exists and we
have:

exphRp (v̂) = exphp(v).

Proof. Take the notations from above. exphp(v) is de�ned as γ(1), where γ is a

holomorphic geodesic of ∇h satisfying γ(0) = p and γ′(0) = v. By Proposition
G.42, γ(t), t ∈ R, is a geodesic of ∇hR satisfying γ(0) = p and γ̇(0) = v̂. Since
γ(1) exists, exphRp (v̂) exists as well and we have:

exphRp (v̂) = γ(1) = exphp(v).

Remark G.44. Observe that Proposition G.42 and Corollary G.43 are still
true if we replace ∇h by any holomorphic connection and ∇hR by its associated
connection. Indeed, Corollary G.43 follows from Proposition G.42, while Propo-
sition G.42 just exploits compatibility with J and the formula in Proposition
G.39 as well as the fact that ∇hR induces ∇h. These results are also valid for
associated connections.

At last, we arrive at the following lemma:

Lemma G.45. Let X be a complex manifold with holomorphic metric
h = hR + ihI . Let p ∈ X be any point. Then, holomorphic normal coordinates
(z1 = x1 + iy1, . . . , zn = xn + iyn) of ∇h near p give rise to normal coordinates
(x1, . . . , yn) of ∇hR near p.

Proof. Combine all previous results from this section, in particular use Corollary
G.43. Note that the same result is only true for hI after applying a linear
transformation, since

hR,p =

n∑
j=1

dx2
j,p − dy2

j,p

is in standard form at p in the coordinates (x1, . . . , yn), while the same is not
true for

hI,p =

n∑
j=1

dxj,p ⊗ dyj,p + dyj,p ⊗ dxj,p.



Appendix H

Complex Lie Groups,

Algebras, and Coadjoint

Orbits

This part shall serve as an introduction to complex Lie groups. Since most
notions of Section 3.1, which o�ers a general introduction to Lie groups, simply
transfer to the complex case (conjugation, (co)adjoint action, exponential map,
and so on), we only focus on those concepts that have no real analogue or di�er
in one way or the other from the real case. Particularly, we are concerned with
the complex and real structures on Lie groups, the various de�nitions of the
complex Lie algebra, and how the complex and real structures of the group
descend to the (co)adjoint orbits.
We start by recalling the de�nition of a complex Lie group:

De�nition H.1. G is called a complex Lie group if G is a smooth Lie
group equipped with an almost complex structure I such that the left and right
multiplication are I-holomorphic.

Remark H.2. It directly follows from the de�nition that the adjoint action
commutes with Ie, the almost complex structure at the neutral element e ∈ G.
This implies that the Lie algebra g of G is a complex Lie algebra:

[Ieu, v] = [u, Iev] = Ie[u, v] ∀u, v ∈ g.

One can deduce from the last equation that I is integrable, i.e., a complex struc-
ture (cf. [Sal19]). Moreover, it follows from the holomorphic implicit function
theorem that the inversion G→ G, g 7→ g−1 is holomorphic.

The complex Lie groups we are interested also carry a real structure:

De�nition H.3. Let G be a complex Lie group. A real structure on G is an
antiholomorphic involution σ : G→ G which is also a group homomorphism. Its
�xed point set GR := Fixσ is called real form. We say GR is nice if GR meets
every connected component of G. A complex Lie group is called reductive if
it admits a nice compact real form.

As one would expect, GR ⊂ G is a (real) Lie subgroup of half its (real) dimension:

205
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Proposition H.4 (GR ⊂ G Lie subgroup). Let G be a complex Lie group with
real structure σ. Then, its real form GR ⊂ G is an (real) embedded Lie subgroup
with dimRG = 2 dimRGR. In particular, GR is not empty.

Proof. We �rst prove that GR ⊂ G is an embedded Lie subgroup. By Cartan's
subgroup theorem, it su�ces to show that GR ⊂ G is a closed subgroup. GR ⊂ G
is a subgroup, since it is the �xed point set of a group homomorphism. GR ⊂ G
is also closed, as it is the preimage of the closed set {e} under the continuous
map g 7→ σ(g)g−1.
To conclude the proof, we note that GR is not empty, because GR is a group
and contains at least the neutral element e. Thus, it is also a real form in the
sense of De�nition A.1, hence, dimRG = 2 dimRGR.

One example of a complex Lie group is given by GL(n,C). It possesses several
real forms, for instance GL(n,R) and U(n). The real structures correspond-
ing to the real forms GL(n,R) and U(n) are GL(n,C) → GL(n,C), A 7→ Ā

and GL(n,C) → GL(n,C), A 7→ (A−1)∗ = (A−1)
t
, respectively. We see that

GL(n,C) admits the compact real form U(n), even though GL(n,C) itself is
not compact. This is true for most reductive groups. Indeed, if a connected
complex Lie group was compact, its adjoint representation would be trivial due
to the maximum principle implying that the complex group in question would
be Abelian. In this thesis, we are not interested in Abelian groups, as their
(co)adjoint orbits are just points.

Remark H.5. From now on, we always denote a complex Lie group by G, its
neutral element by e, its complex structure by I, a real structure on G by σ,
and the corresponding real form by GR.

Next, let us consider the Lie algebras of complex Lie groups in more detail. For
a (real) Lie group, we think of its Lie algebra as the tangent space at the neutral
element which we usually identify with the space of left-invariant1 vector �elds
to equip the Lie algebra with a Lie bracket. For a complex Lie group G, however,
there are multiple ways to de�ne its (complex) Lie algebra: As usual, we can
take the tangent space TeG and identify it with the space of left-invariant vector
�elds, where the complex structure of the Lie algebra is Ie. Alternatively, we

might think of the Lie algebra as the holomorphic tangent space T
(1,0)
e G and

identify it with the space of left-invariant, holomorphic vector �elds, where the
complex structure is simply given by multiplication with the imaginary unit i.
Additionally, if G admits a real form GR, we may complexify the Lie algebra of
GR and take it to be the complex Lie algebra of G. The following proposition
states that all these models are isomorphic:

Proposition H.6 (Equivalent models of complex Lie algebras). Let G be
a complex Lie group with real form GR ⊂ G. Denote the Lie algebras by

gR := TeGR, gC := gR ⊗R C, g := TeG, and g(1,0) := T
(1,0)
e G. Then, the maps

h1 : gC → g, u+ iv 7→ u+ Iev and h2 : g→ g(1,0), w 7→ 1

2
(w − iIew)

are complex Lie algebra isomorphisms.

1Less commonly, with the space of right-invariant vector �elds which leads to a change of
sign in the Lie bracket.
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Proof. It is widely known and easy to check that h1 : (gC, i) → (g, Ie) and
h2 : (g, Ie) → (g(1,0), Ie = i) are C-linear bijections. Hence, we only need to
check that h1 and h2 respect the Lie bracket. We compute:

[h1(u1 + iv1), h1(u2 + iv2)] = [u1 + Iev1, u2 + Iev2]

= [u1, u2]− [v1, v2] + Ie ([u1, v2] + [v1, u2])

= h1 ([u1, u2]− [v1, v2] + i ([u1, v2] + [v1, u2]))

= h1 ([u1 + iv1, u2 + iv2]) ∀u1, u2, v1, v2 ∈ gR

and:

[h2(w1), h2(w2)] =
1

4
[w1 − iIew1, w2 − iIew2]

=
1

4
([w1, w2]− [Iew1, Iew2]− i ([w1, Iew2] + [Iew1, w2]))

=
1

2
([w1, w2]− iIe[w1, w2])

= h2([w1, w2]) ∀w1, w2 ∈ g,

where we used [Ieu, v] = [u, Iev] = Ie[u, v] and [iu, v] = [u, iv] = i[u, v].

Remark H.7. Often, we mean TeG when we talk about the Lie algebra of G
and denote it simply by g. Sometimes, however, we implicitly use a di�erent
model for the complex Lie algebra and do not change the symbol, so caution is
advised.

In Section 3.4 and especially in Appendix I, we consider semisimple complex
Lie groups:

De�nition H.8 (Semisimple). A real Lie algebra (g, [·, ·]) is called semisimple
if it contains no proper non-zero Abelian ideals. We say a Lie group G is
semisimple if its Lie algebra is semisimple.

Remark H.9.

(i) It is a famous result from Lie group theory, known as Cartan's criterion,
that a Lie algebra is semisimple if and only if its Killing form is non-
degenerate (cf. Section 3.1).

(ii) One easily veri�es with the help of Cartan's criterion that a complex Lie
group G with real form GR is semisimple if and only if its real form GR is
semisimple.

We now turn our attention to (co)adjoint orbits of complex Lie groups. We only
consider adjoint orbits in the upcoming discussions, since adjoint and coadjoint
orbits are isomorphic in the relevant cases2. Recall that there are two ways to
think of orbits of group actions: We can view them as group quotients or as
immersed submanifolds. First, let us investigate the quotient model for complex
adjoint orbits more closely. To do that, we consider complex stabilizer groups:

2By this, we mean the case of complex reductive groups. The adjoint and coadjoint orbits
of such groups are isomorphic due to the existence of an Ad-invariant, non-degenerate scalar
product.
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Proposition H.10. Let G be a complex Lie group with real structure σ
and real form GR ⊂ G. Further, let w0 ∈ gR ⊂ g be a point and
Gw0

:= {g ∈ G | Ad(g)w0 = w0} be the stabilizer of w0. Then, Gw0
⊂ G

is an embedded complex Lie subgroup with real structure σ|Gw0
and real form

Fixσ|Gw0
= Gw0

∩GR = (GR)w0
:= {g ∈ GR | Ad(g)w0 = w0}.

Proof. As in the proof of Lemma 3.1.13, we �nd that Gw0 ⊂ G is an embedded
Lie subgroup and its Lie algebra is ker d evw0,e = ker adw0

. Since adw0
com-

mutes with Ie, ker adw0
is closed under Ie. Hence, the tangent spaces of Gw0

are complex subspaces of tangent spaces of G turning Gw0
into a complex Lie

subgroup.
To show that σ|Gw0

is a real structure on Gw0 , we just need to prove that Gw0

is σ-invariant, i.e., σ(Gw0
) = Gw0

. This is true, since:

Ad(σ(g))w0 = dσe (Ad(g)(dσew0)) = dσe (Ad(g)w0) = dσew0 = w0 ∀g ∈ Gw0
,

where we used w0 ∈ gR = Fix dσe. The last equation in Proposition H.10
immediately follows from Fixσ|Gw0

= Gw0
∩ Fixσ.

The adjoint orbit through w0 is now the quotient G/Gw0 . Since both G and
Gw0 carry a complex and real structure, the quotient does so as well:

Proposition H.11. Let G be a complex Lie group with real structure σ
and real form GR ⊂ G. Further, let w0 ∈ gR ⊂ g be a point and
Gw0

be the stabilizer of w0. Then, G/Gw0
is a complex manifold with holomor-

phic submersion π : G→ G/Gw0
. Moreover, σ descends to the antiholomorphic

involution [σ] on G/Gw0
.

Proof. Gw0
⊂ G is a smooth embedded Lie subgroup, hence, the quotient

G/Gw0
is a smooth manifold and π : G → G/Gw0

is a smooth submersion
(cf. Remark 3.1.12). Since Gw0

⊂ G is also a complex submanifold, there exists
a well-de�ned, unique, and smooth section Î ∈ Γ End(T (G/Gw0)) such that the
diagram

TG TG

T (G/Gw0
) T (G/Gw0

)

I

dπ dπ

Î

commutes. I2 = −1 now implies Î2 = −1, thus, Î is an almost complex struc-
ture on G/Gw0 . Furthermore, Î is integrable, as I is integrable. This shows the
�rst part of Proposition H.11.
Let us now consider the real structure σ. By Proposition H.10, Gw0

is
σ-invariant, hence, the map [σ] : G/Gw0

→ G/Gw0
, [g] 7→ [σ(g)] is well-de�ned.

Next, observe that the diagram

G G

G/Gw0 G/Gw0

σ

π π

[σ]
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commutes. As the vertical maps are submersions, we can infer the smoothness
of [σ] from the smoothness of σ. Likewise, the fact that σ is an antiholomorphic
involution implies that [σ] is an antiholomorphic involution.

We now examine how the complex and real structures of the adjoint orbits look
like if we take them to be subsets of g:

Proposition H.12. Let G be a complex Lie group with real structure σ
and real form GR ⊂ G. Further, let w0 ∈ gR ⊂ g be a point and
Gw0

be the stabilizer of w0. Then, the map fw0
: G/Gw0

→ g, [g] 7→ Ad(g)w0 is
a well-de�ned, injective immersion whose image is the adjoint orbit O through
w0. Moreover, fw0

is Î-Ie-holomorphic and [σ]-dσe-equivariant.

Proof. The �rst part follows from Lemma 3.1.13. Thus, we only need to show
that fw0 intertwines the complex and real structures on G/Gw0 and g, where
the complex and real structure on g are given by Ie and dσe, respectively. To do
that, we consider the evaluation of the adjoint action at w0, i.e. evw0

: G→ g,
g 7→ Ad(g)w0. The relation between evw0

and fw0
is encoded in the following

commuting diagram:

G g

G/Gw0

evw0

π
fw0

π is a submersion intertwining complex and real structures, hence, if evw0
in-

tertwines complex and real structures, fw0
does so as well.

Due to the G-equivariance of evw0 with respect to the left G-actions on G and
g, it su�ces to check the Cauchy-Riemann equation at e in order to show that
evw0

is holomorphic. One �nds d evw0,e = − adw0
. Since adw0

commutes with
Ie, d evw0,e does so as well proving that evw0

is holomorphic.
Lastly, we show the σ-dσe-equivariance of evw0

. It follows from a straightfor-
ward calculation:

evw0 ◦σ(g) = Ad(σ(g))w0 = dσe (Ad(g)(dσew0)) = dσe (Ad(g)w0)

= dσe ◦ evw0(g) ∀g ∈ G.

To conclude this subsection, we consider the real forms of complex adjoint or-
bits. We wish to establish a relation between them and adjoint orbits of GR.
Intuitively, one might expect that the real form of the adjoint orbit of G through
w0 is the adjoint orbit of GR through w0. In the quotient model, this would
mean that the real form of (G/Gw0

, [σ]) is GR/(GR)w0
. In general, however,

its real form might be strictly larger, since the sets B1(Gw0
, σ) and B2(Gw0

, σ)
(de�nition below) might not be equal:
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Proposition H.13. Let G be a complex Lie group with real
structure σ and real form GR ⊂ G. Take a point w0 ∈ gR ⊂ g and
let Gw0

⊂ G and (GR)w0
⊂ GR be the stabilizers of w0. Then, the map

i : GR/(GR)w0 → G/Gw0 , [g](GR)w0
7→ [g]Gw0

is an embedding whose image
is an open subset of Fix[σ]. Further, one has:

im i = Fix[σ] ⇔ B1(Gw0
, σ) = B2(Gw0

, σ),

where B1(Gw0 , σ) ⊂ B2(Gw0 , σ) ⊂ Gw0 are de�ned as follows:

B1(Gw0 , σ) := {ĥ−1σ(ĥ) | ĥ ∈ Gw0}, B2(Gw0 , σ) := Gw0 ∩ {g−1σ(g) | g ∈ G}.

Remark H.14. For an adjoint orbit O ⊂ g, its real form is O∩gR. Even though
the real form of O is not closed under the adjoint action of the full group G
anymore, it is still closed under the adjoint action of GR. Thus, the real form
is a disjoint union of adjoint orbits of GR which, by Proposition H.13, are open
subsets of O ∩ gR. In particular, if GR is connected, the connected components
of O ∩ gR are just adjoint orbits of GR.

Proof. Consider the following commuting diagram:

GR/(GR)w0
G/Gw0

gR g

i

fw0

The map on the left is given by [g](GR)w0
7→ Ad(g)w0 and the bottom map is

the natural inclusion. We know that the vertical maps as well as the map at the
bottom are injective immersions. Thus, the map i is also an injective immersion.
We also know that im i ⊂ Fix[σ], since:

[σ] ◦ i
(

[g](GR)w0

)
= [σ(g)]Gw0

= [g]Gw0
= i
(

[g](GR)w0

)
∀g ∈ GR = Fixσ.

By De�nition A.1, Fix[σ] is an embedded submanifold of G/Gw0
whose dimen-

sion is given by:

dim Fix[σ] =
1

2
dimG/Gw0 =

1

2
dimG− 1

2
dimGw0 = dimGR − dim(GR)w0

= dimGR/(GR)w0
.

Hence, i viewed as a map GR/(GR)w0 → Fix[σ] is an injective immersion be-
tween manifolds of the same dimension and, therefore, an embedding. This
proves that i : GR/(GR)w0

→ G/Gw0
is the composition of two embeddings

and, thus, itself an embedding. From this, we can also infer that im i is an open
subset of Fix[σ].
Lastly, we need to show the equivalence in Proposition H.13. It is a direct
consequence of the following lemma.

Lemma H.15. Let G be a group with involutive group homomorphism
σ : G → G. Further, let H ⊂ G be a σ-invariant subgroup. Then, σ descends
to an involution [σ] on G/H and the map i : Gσ/Hσ → G/H, [g]Hσ 7→ [g]H is
injective, where Gσ := Fixσ and Hσ := Fixσ|H . Further, one has:

im i = Fix[σ] ⇔ B1(H,σ) = B2(H,σ),
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where B1(H,σ) ⊂ B2(H,σ) ⊂ H are de�ned as follows:

B1(H,σ) := {ĥ−1σ(ĥ) | ĥ ∈ H}, B2(H,σ) := H ∩ {g−1σ(g) | g ∈ G}.

Proof. Clearly, the maps [σ] : G/H → G/H, [σ]([g]H) := [σ(g)]H and
i : Gσ/Hσ → G/H are well-de�ned. Moreover, it is obvious that [σ] is an
involution and the inclusion im i ⊂ Fix[σ] holds. Next, we note that i is in-
jective: If we have g1, g2 ∈ Gσ such that i([g1]Hσ ) = i([g2]Hσ ), there exists an
h ∈ H such that g2 = g1h. Hence, we obtain:

h = g−1
1 g2 = σ(g1)−1σ(g2) = σ(h)

This shows h ∈ Hσ and, therefore, [g1]Hσ = [g2]Hσ .
To prove the equivalence, we �rst consider the �xed points of [σ] (g ∈ G):

[g]H ∈ Fix[σ] ⇔ [σ(g)]H = [g]H ⇔ σ(g) = gh for h ∈ H.

σ(g) = gh implies h = g−1σ(g) ∈ B2(H,σ). Thus, we obtain:

[g]H ∈ Fix[σ] ⇔ σ(g) = gh for h ∈ B2(H,σ). (H.1)

Next, we investigate points in the image of i (g ∈ G):

[g]H ∈ im i ⇔ g = sĥ for s ∈ Gσ and ĥ ∈ H.

To express this equivalence in a di�erent way, we make the following consider-
ations: If s ∈ Gσ and ĥ ∈ H, then we �nd for g := sĥ:

σ(g) = sσ(ĥ) = sĥĥ−1σ(ĥ) = gĥ−1σ(ĥ).

On the other hand, if g ∈ G, ĥ ∈ H, and σ(g) = gĥ−1σ(ĥ), we obtain for

s := gĥ−1:

σ(s) = σ(g)σ(ĥ)−1 = gĥ−1 = s,

i.e., g = sĥ for s ∈ Gσ and ĥ ∈ H. In total, this gives us the following
equivalences:

[g]H ∈ im i ⇔ σ(g) = gĥ−1σ(ĥ) for ĥ ∈ H
⇒ [g]H ∈ im i ⇔ σ(g) = gh for h ∈ B1(H,σ), (H.2)

where we set h := ĥ−1σ(ĥ) ∈ B1(H,σ). Combining Equivalence (H.1) and (H.2)
now shows

im i = Fix[σ] ⇔ B1(H,σ) = B2(H,σ)

concluding the proof.
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Appendix I

Hyperkähler Structure of

Coadjoint Orbits

In this part, we sketch how coadjoint orbits of semisimple complex reductive1

groups obtain a Hyperkähler structure following [Kro90] and [Kov96]. This task
is carried out in two steps: We �rst explain how to equip the moduli space of
instantons with a Hyperkähler structure. Afterwards, we put this structure on
orbits by identifying them with the space of instantons. During this discussion,
we also see that cotangent bundles of complex reductive groups obtain a Hy-
perkähler structure in very similar fashion (cf. [Kro04]).
We begin by choosing a semisimple complex reductive group G with real form
GR. Next, we pick a Riemannian four-fold (M, g). In [Kro90], R4\{0} ∼= C2\{0}
plays the role of M , while M is given by R≥0 × T 3 in [Kov96] (both spaces are
equipped with the standard Euclidean metric). Let P := GR×M be the trivial
GR-principal bundle over M and A ∈ Ω1(P, gR) be a connection 1-form on P .
As P is trivial, we can view A as a gR-valued 1-form on M by �xing a gauge,
i.e., by pulling A back toM via a global section, for instanceM → P, p 7→ (e, p).
Now consider the curvature 2-form F := dA + 1

2 [A ∧ A] associated with A. In
our setup, we want A to describe an instanton2. To be precise, we want F to
satisfy the following anti-self-duality equation:

∗F = −F,

where ∗ is the Hodge star associated with (M, g). After choosing coordinates,
the equation ∗F = −F becomes a set of three PDEs depending on four variables.
Solving these PDEs can be quite tricky. To simplify the problem, we want to
transform the PDEs into ODEs which means we have to eliminate three of the
four variables. We can achieve this by requiring A to be invariant under a three-
dimensional symmetry group S acting freely on M . In [Kro90], the symmetry

1Throughout Appendix I, a complex reductive group G denotes the universal complexi�-
cation of its compact real form GR.

2In physics, instantons are special vacuum solutions of the Yang-Mills equations. For
Abelian gauge theories, the Yang-Mills equations in matter (for instance the inhomogeneous
Maxwell equations) take the form δF = m, where δ is the adjoint operator of d and m is a
term involving matter �elds. m vanishes in the absence of matter, i.e., in vacuum. In this
case, the closed 2-form F automatically satis�es the Yang-Mills equations if it is self-dual or
anti-self-dual, i.e., ∗F = ±F . These solutions describe particles known as instantons.
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group is SU(2), while it is T 3 in [Kov96]. The anti-self-duality equation for
S-invariant connections A now takes the following form in suitable gauge and
coordinates:

Ȧ1 + [A0, A1] + [A2, A3] = 0,

Ȧ2 + [A0, A2] + [A3, A1] = 0,

Ȧ3 + [A0, A3] + [A1, A2] = 0,

where Aj : R→ gR (j ∈ {0, 1, 2, 3}) are the gR-valued coe�cients of the connec-
tion A. These equations are known as Nahm's equations3.
We can now formulate the strategy for equipping coadjoint orbits of G with a
Hyperkähler structure:

(i) First, one has to show that the moduli space of S-invariant instantons A,
i.e., the space of solutions of Nahm's equations modulo gauge transforma-
tions, is a smooth manifold admitting a Hyperkähler structure.

(ii) Afterwards, one uses objects like 2α := A0 + iA1 and 2β := A2 + iA3 to
identify this space with coadjoint orbits.

The execution of this strategy is rather cumbersome and intransparent in [Kro90]
and [Kov96] due to some tedious details (boundary conditions, analysis of sta-
ble manifolds, involvement of the group structure, and so on). That is why we
present the simpler approach taken in [Kro04] here. In this paper, Kronheimer
shows how to construct a Hyperkähler structure on the cotangent bundle of a
complex reductive group with essentially the same strategy and without the
tedious details.

We begin by considering the Banach space Ω := C1([0, 1], g4
R), where

g4
R = gR × gR × gR × gR. It carries a �at Hyperkähler structure induced by
the linear maps

I(A0, A1, A2, A3) := (−A1, A0,−A3, A2),

J(A0, A1, A2, A3) := (−A2, A3, A0,−A1),

K(A0, A1, A2, A3) := (−A3,−A2, A1, A0)

and the L2-metric4 〈·, ·〉L2 on Ω de�ned via an Ad-invariant, positive de�nite
scalar product 〈·, ·〉R on gR:

〈A,B〉L2 =

3∑
j=0

1∫
0

〈Aj(t), Bj(t)〉R dt.

Now consider the Banach space Γ := C([0, 1], g3
R) and the map µ : Ω → Γ

which maps (A0, A1, A2, A3) to the left-hand side of Nahm's equations. We
want to show that the space N := µ−1(0) of solutions of Nahm's equations is
a smooth Banach submanifold of Ω. By the in�nite-dimensional regular value
theorem (cf. Appendix A in [MS12]), it su�ces to show that for every A ∈ N

3Confer [May19] for an in-depth analysis of Nahm's equations and their relation to Hyper-
kähler structures.

4The L2-metric 〈·, ·〉L2 is not the Banach metric on Ω.
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the di�erential dµA : Ω → Γ has a bounded linear right-inverse. Simply put,
for every A = (A0, A1, A2, A3) ∈ N and γ = (γ1, γ2, γ3) ∈ Γ we have to �nd a
solution a = (a0, a1, a2, a3) ∈ Ω of the equation dµA(a) = γ. Writing out the
components of dµA(a) = γ, we obtain:

ȧ1 − [A, Ia] = γ1,

ȧ2 − [A, Ja] = γ2,

ȧ3 − [A,Ka] = γ3,

where we used the notation [A,B] :=
∑3
j=0[Aj , Bj ] for maps A : [0, 1] → g4

R
and B : [0, 1] → g4

R. These equations are just ODEs which possess plenty
of solutions. We can single out a unique solution a by requiring a0 ≡ 0 and
a1(0) = a2(0) = a3(0) = 0. Denote the map which assigns every γ the speci�ed
solution a by dµ−1

A : Γ → Ω. It is clear from the de�nition of dµ−1
A that dµ−1

A

is a linear right-inverse of dµA. To check that dµ−1
A is bounded, we note that

the image V := im dµ−1
A is a closed subspace of Ω and, therefore, a Banach

space. Thus, dµA|V : V → Γ is a bijective bounded operator between Banach
spaces. Hence, dµ−1

A as its inverse is also bounded due to the bounded inverse
theorem.
Even though N ⊂ Ω is a Banach submanifold, it does not inherit a Hyperkähler
structure from Ω. Indeed, the tangent space TAN = ker dµA is not invariant
under the action of I, J , and K. For example, ȧ1 − [A, Ia] = 0 turns into
ȧ′0 + [A, a′] = 0 under the transformation a 7→ a′ := Ia. However, this is the
only obstruction, since I transforms ȧ2− [A, Ja] = 0 into ȧ′3− [A,Ka′] = 0 and
vice versa (a similar behavior occurs if we exchange I for J or K). Thus, the
maximal I-J-K-invariant subspace

HA := TAN ∩ I(TAN) ∩ J(TAN) ∩K(TAN) ⊂ TAN

is just the space of all a ∈ ker dµA satisfying ȧ0 + [A, a] = 0. Explicitly, this
means that a ∈ Ω is contained in HA if and only if a ful�lls:

ȧ0 + [A, a] = 0, ȧ1 − [A, Ia] = 0,

ȧ2 − [A, Ja] = 0, ȧ3 − [A,Ka] = 0.

We see that the elements of HA are fully described by a set of four �rst-order
ODEs implying that HA is isomorphic to g4

R via HA → g4
R, a 7→ a(0). In par-

ticular, HA is a �nite-dimensional subspace of TAN with dimension 4 dimR gR,
while TAN is in�nite-dimensional. The L2-metric on Ω naturally descends to a
scalar product on HA turning HA into a Hyperkähler vector space.
Our next task is to �nd a manifold whose tangent spaces can be identi�ed
with HA. To do that, consider the group of gauge transformations
GR := C2([0, 1], GR) and its normal subgroup G0

R := {g ∈ GR | g(0) = g(1) = e}.
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The group GR acts as follows on Ω:5

(gA0)(t) := Ad(g(t)) (A0(t) + wg(t)) , (gAj)(t) := Ad(g(t))Aj(t)

where g ∈ GR, A = (A0, A1, A2, A3) ∈ Ω, t ∈ [0, 1], j ∈ {1, 2, 3}, and

wg(t) :=
d

ds

∣∣∣∣
s=t

g(s)−1g(t) ∈ gR.

It is straightforward to check that gauge transformations map a solution of
Nahm's equations to another solution of Nahm's equations. Hence, GR and G0

R
also act on the Banach submanifold N ⊂ Ω. We will not go into detail here
why the quotient N/G0

R is again a Banach manifold6. The basic idea is to �nd
a �slice� � in our case {A + a | ȧ0 + [A, a] = 0} � that hits every G0

R-orbit
exactly once and does so transversely. It is more important for us to realize
that the tangent space of N and the one of this slice intersect in HA at the
point A ∈ N . Therefore, we can identify the tangent spaces of N/G0

R with the
spaces HA which carry a linear Hyperkähler structure. This equips the quotient
N/G0

R with a pre-Hyperkähler structure. The pre-Hyperkähler manifold N/G0
R is

�nite-dimensional, as its tangent space HA is �nite-dimensional. At this point,
it is not clear why this structure is integrable. The precise reason is a bit more
involved, but the gist of it is that N/G0

R is the result of an in�nite-dimensional
Hyperkähler reduction of the space Ω with respect to the action G0

R and the
Hyperkähler moment map µ : Ω→ Γ (cf. [Hit+87] and [Hit87]).
So far, we have executed part (i) of our strategy, but have not used the com-
plex group G. Indeed, G is only important for part (ii), the identi�cation of
N/G0

R with the cotangent bundle of G. The core idea of part (ii) goes back to
Donaldson (cf. [Don84]) and essentially revolves around complexifying the con-
structions from part (i): We now consider the Banach space ΩG := C1([0, 1], g2)
and the group of complex gauge transformations

G0 := {g ∈ C2([0, 1], G) | g(0) = g(1) = e},

where G0 acts as follows on ΩG:

(gα)(t) := Ad(g(t))

(
α(t) +

1

2
wg(t)

)
, (gβ)(t) := Ad(g(t))β(t)

where g ∈ G0, (α, β) ∈ ΩG, t ∈ [0, 1], and

wg(t) :=
d

ds

∣∣∣∣
s=t

g(s)−1g(t) ∈ g.

5In physics literature, the term Ad(g)wg is sometimes incorrectly called Maurer-Cartan
form and sloppily denoted by gdg−1. For any Lie group G, the actual Maurer-Cartan form
ωMC ∈ Ω1(G, g) is the canonical (up to sign and L-R conventions) g-valued one-form on G
de�ned as follows:

ωMC,g(v) := −dRg−1,g(v) ∀v ∈ TgG ∀g ∈ G.

The term physicists denote by gdg−1 is actually g∗ωMC, the pullback of the Maurer-Cartan
form with respect to the gauge transformation g : M → G.

6The full explanation can be found in [Kro04].
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Instead of Nahm's equations, we consider their complex counterpart:

β̇ + 2[α, β] = 0. (I.1)

We denote the space of solutions of Equation (I.1) by NG ⊂ ΩG. In [Don84]
and [Kro04], it is shown that

α =
1

2
(A0 + iA1), β =

1

2
(A2 + iA3)

furnishes an isomorphism between the quotients N/G0
R and NG/G0. The up-

shot of this isomorphism is that the space NG is much easier to describe than
N , because Equation (I.1) can be solved directly by integration: For every
(α, β) ∈ NG, there exists exactly one element η ∈ g and exactly one curve
u ∈ C2([0, 1], G) with u(0) = e such that:

α(t) =
1

2
Ad(u(t))wu(t), β(t) = Ad(u(t))η.

It is straightforward to verify that replacing (α, β) ∈ NG by (gα, gβ) is equiv-
alent to replacing u by gu. Thus, (u, η) and (u′, η′) describe the same G0-orbit
in NG if and only if there exists g ∈ G0 such that u′ = gu and η′ = η. If
u(1) = u′(1), this is always the case, as we can simply set g := u′u−1. Con-
versely, if u′ = gu, then we must have u(1) = u′(1), because g(1) = e. In total,
we have shown that every element in N/G0

R
∼= NG/G0 is completely described

by a tuple (u(1), η) ∈ G × g, i.e., N/G0
R
∼= G × g. The space G × g itself is

isomorphic to TG by identifying TgG with g via left or right multiplication (cf.
Section 3.1). The tangent bundle TG can be, in turn, identi�ed with T ∗G via
the bi-invariant semi-Riemannian metric 〈·, ·〉 on G obtained from 〈·, ·〉R (cf.
Section 3.1 and Proposition 3.3.8). It is in this way that TG and T ∗G inherit
the Hyperkähler structure from N/G0

R.

At this stage, we should address some di�erences between the procedure in
[Kro04] and the one in [Kro90] and [Kov96]. The �rst di�erence regards gauge
�xing. In [Kro90] and [Kov96], the authors do not consider a quotient like N/G0

R,
but get rid of the gauge freedom by �xing a gauge, i.e., picking one connection
from each G0

R-orbit. The chosen gauge is in both papers the temporal gauge,
i.e., A0 ≡ 0.
Arguably the most important di�erence concerns boundary conditions, because
they allow us to describe coadjoint orbits instead of cotangent bundles. The
approach taken in [Kro04], the approach we presented, has no need for bound-
ary conditions, since all maps are de�ned on the closed interval [0, 1]. How-
ever, the connections examined in [Kro90] and [Kov96] might exhibit problem-
atic behavior, as their basepoint approaches the origin in the case of [Kro90]
(M = R4\{0}) or as the �rst component tends to +∞ in the case of [Kov96]
(M = R≥0 × T 3). To account for this, the connections in [Kro90] and [Kov96]
do not only solve Nahm's equations, but also have to satisfy certain boundary
conditions. In both cases, we �rst need to �x a triple7 τ = (τ1, τ2, τ3) ∈ g3

R.

7The same one mentioned in the introduction of Section 3.4.



218 APPENDIX I. HYPERKÄHLER ORBITS

Afterwards, we impose the following conditions:

� The connections Aj(t) in [Kro90] (t ∈ R and j ∈ {1, 2, 3}) approach
zero, as t tends to +∞ (corresponds to the point at in�nity turning R4

into S4), and behave like e−2t Ad(g)τj for some g ∈ GR, as t goes to −∞
(corresponds to the origin of R4). The space of these connections, denoted
by M(τ1, τ2, τ3) in [Kro90], then obtains a Hyperkähler structure in the
previously explained manner.

� The connections Aj(t) in [Kov96] (t ∈ R≥0 and j ∈ {1, 2, 3}), on the
other hand, merely need to coincide with Ad(g)τj for some g ∈ GR in
the limit t → +∞. We do not need to specify a boundary condition for
t → −∞, as Aj is only de�ned on R≥0. Counterintuitively, the space
of these connections, called M(τ) in [Kov96], does not possess a Hyper-
kähler structure. Only the subspace Mexp(τ) ⊂ M(τ) of exponentially
fast converging solutions and the subspace M(τ ; ρ) ⊂ M(τ) of solutions
asymptotic to the solution determined by the homomorphism ρ8 carry a
Hyperkähler structure which they obtain in the usual manner.

The last di�erence regards the identi�cation of M(τ1, τ2, τ3), Mexp(τ), and
M(τ ; ρ) with adjoint orbits9. In [Kro04], the identi�cation of N/G0

R with TG
and T ∗G is rather involved. For adjoint orbits, it is much easier to construct the
isomorphism. We simply map the spacesM(τ1, τ2, τ3), Mexp(τ), andM(τ ; ρ) to
an adjoint orbit of G via:10

(A1, A2, A3) 7→ 2β(0) = A2(0) + iA3(0).

Which space is mapped to which adjoint orbit, depends on the choice of τ and
ρ. Nevertheless, two choices might be mapped to the same adjoint orbit giving
us two di�erent Hyperkähler structures on this orbit.
Before we conclude Appendix I, we want to point out two similarities between
the construction of Hyperkähler and holomorphic Kähler structures on coadjoint
orbits. The �rst similarity concerns the holomorphic symplectic forms underly-
ing Hyperkähler/holomorphic Kähler manifolds. As explained in Appendix C,
every holomorphic Kähler manifold (X,ω, J, I) also admits a holomorphic sym-
plectic form Ω := ω − iω(I·, ·), while Hyperkähler manifolds even possess three
such forms, one for each complex structure I, J , and K. We have seen in Sec-
tion 3.3 that the tensors ω and I associated with a holomorphic Kähler structure
of a coadjoint orbit are just the KKS form and the complex structure coming
from the underlying complex group, respectively. Together, they give rise to
the canonical form ΩKKS, known as the holomorphic KKS form. Similarly, it
is shown in [Kro90] that we can choose the Hyperkähler structure on coadjoint
orbits such that the holomorphic symplectic form associated with I is also just
ΩKKS.
The second similarity is related to the fact that both structures come in fami-
lies, to be speci�c, that both structures depend on the choice of an Ad-invariant,
positive de�nite scalar product 〈·, ·〉R on gR. We need 〈·, ·〉R to identify adjoint
with coadjoint orbits in the holomorphic Kähler case, while, in the Hyperkähler
case, we have to choose a scalar product 〈·, ·〉R in order to de�ne 〈·, ·〉L2 .

8Confer [Kov96] for details.
9We only consider adjoint orbits here, as coadjoint orbits can be identi�ed with adjoint

orbits via an Ad-invariant scalar product on g.
10A change of variables is needed in the case of M(τ1, τ2, τ3) (cf. [Kro90]).



Appendix J

Reduction: From Cotangent

Bundles to Coadjoint Orbits

In this part, we explain the process of reduction which allows us to transfer
a symplectic, Kähler, holomorphic Kähler, or Hyperkähler structure1 from a
manifold to a quotient. Our goal is to illustrate how one can use reduction to
relate the various Kähler structures on cotangent bundles to similar structures
on coadjoint orbits.
Consider a symplectic manifold (M,ω) and a Lie group G acting on M . We
want to divideM by G in such a way that the quotient still carries a symplectic
structure. In order for this to be possible, G has to be compatible with (M,ω)
in the following sense:

De�nition J.1 (Hamiltonian action and moment map). Let (M,ω) be a sym-
plectic manifold and G be a Lie group acting smoothly on M . We call the
G-action on M symplectic if for every g ∈ G the di�eomorphism g : M →M ,
p 7→ gp preserves ω, i.e., g∗ω = ω. The action is said to be Hamiltonian if it
is symplectic and a smooth moment map µ : M → g∗ exists such that:

(i) dµv = ιXvω
2, where v ∈ g, µv ∈ C∞(M) is the function on M de�ned by

µv(p) := µ(p)(v), and Xv is the fundamental vector �eld (cf. Section 3.2)
associated with v, i.e., Xv(p) := d

dt

∣∣
t=0

exp(tv)p.

(ii) µ(gp) = Ad∗(g)µ(p) for every g ∈ G and p ∈ M , where Ad∗ denotes the
coadjoint action (cf. Section 3.1).

Remark J.2.

(1) There is a deep connection between Condition (i) and an action being
symplectic: For every symplectic action and point p ∈ M , there exists
an open neighborhood U ⊂ M of p and a map µ : U → g∗ satisfying
Condition (i). This is due to the fact that the form ιXvω is closed if the
G-action is symplectic. However, ιXvω does not need to be exact, i.e.,

1Confer Appendix C for the de�nition of the various Kähler structures.
2In Chapter 2, we say XH is the Hamiltonian vector �eld of the Hamiltonian system

(M,ω,H) if ιXHω = −dH (mind the minus sign). In this sense, Xv is the Hamiltonian vector
�eld of (M,ω, µ−v).

219



220 APPENDIX J. REDUCTION

Condition (i) does not need to be ful�lled globally.
In the converse direction, a similar problem occurs: If G is connected
and the G-action satis�es Condition (i), then the action is automatically
symplectic. This statement fails for Lie groups G with multiple connected
components, for instance G = Z2 acting on M by an antisymplectic invo-
lution.

(2) There are several ways to interpret Condition (ii): Condition (ii) in the
given form states that µ is G-equivariant with respect to the action on M
and the coadjoint action. If we assume Condition (i) and that G is con-
nected, then Condition (ii) is equivalent to the statement that
µ : (M, {·, ·}M )→ (g∗, {·, ·}g∗) is a Poisson map, i.e.

{f ◦ µ, g ◦ µ}M = {f, g}g∗ ◦ µ ∀f, g ∈ C∞(g∗),

where {·, ·}M is the Poisson structure on M induced by ω and {·, ·}g∗
denotes the canonical Poisson structure on g∗ (cf. Proposition 3.2.21).
µ being a Poisson map is, in turn, equivalent to the statement that the map
(g, [·, ·])→ (C∞(M), {·, ·}M ), v 7→ µv is a Lie algebra homomorphism.

Before we turn our attention to the reduction theorems, it is instructive to
discuss two examples of Hamiltonian actions: The coadjoint action and the G-
action on T ∗G. These actions will play a vital role in the course of Appendix J.

Example J.3 (Coadjoint action). Choose any Lie group G and take M to be
a coadjoint orbit O∗ ⊂ g∗ of G. For the symplectic form ω, we choose the KKS
form ωKKS (cf. Section 3.2). The moment map µ : O∗ → g∗ is just the inclusion,
i.e., µ(α) := α. We verify that the coadjoint action constitutes a Hamiltonian
action with these choices: The coadjoint action is symplectic, because ωKKS

is G-invariant, as we have checked in Section 3.2. A quick calculation further
reveals that Condition (i) is also satis�ed:

ωKKS,α(X∗v (α), X∗w(α)) = α([v, w]) = X∗w(α)(v) = dµv,α(X∗w(α)),

where α ∈ O∗, v, w ∈ g, X∗w(α) := −α ◦ adw is the fundamental vector �eld
associated with the coadjoint action, and we identify TαO∗ with the span of the
fundamental vector �elds. Condition (ii) is trivially ful�lled.

Example J.4 (G-action on T ∗G). We again choose any Lie group G, but
take M to be the cotangent bundle T ∗G this time. G acts on T ∗G by right
multiplication, i.e.:

G× T ∗G→ T ∗G, (g, α ∈ T ∗hG) 7→ α ◦ dRg ∈ T ∗hg−1G.

For the symplectic form ω, we choose the canonical two-form ωcan on cotangent
bundles. To construct the moment map µ : T ∗G → g∗, we �rst identify T ∗G
with the trivial bundle G × g∗ using left multiplication and afterwards project
onto the second component, i.e.:

µ(α) := α ◦ dLh ∀α ∈ T ∗hG ∀h ∈ G.

Let us check that the action in question is indeed Hamiltonian. First, we
employ a general fact to show that the action is symplectic: If f : Q → Q
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is a di�eomorphism of a manifold Q, then f gives rise to the following symplec-
tomorphism of (T ∗Q,ωcan):

fT∗Q : T ∗Q→ T ∗Q, α ∈ T ∗pQ 7→ α ◦ df−1 ∈ T ∗f(p)Q.

We now realize that for any g ∈ G the transformation α 7→ gα = α ◦ dRg is just
the symplectomorphism induced by the di�eomorphism h 7→ hg−1. Thus, the
G-action on T ∗G is symplectic.
To verify Condition (ii), we compute:

µ(gα) = µ(α ◦ dRg) = α ◦ dRg ◦ dLhg−1

= α ◦ dRg ◦ dLh ◦ dLg−1

= α ◦ dLh ◦ dRg ◦ dLg−1

= µ(α) ◦Ad(g−1) = Ad∗(g)µ(α),

where α ∈ T ∗hG, g, h ∈ G, we exploited the fact that left and right multiplication
commute3, and used the de�nition of the adjoint action:

Ad(g−1) = dRg ◦ dLg−1 .

Lastly, we check Condition (i). To keep the calculation simple, we identify T ∗G
with T ∗LG := G× g∗:

T ∗G→ T ∗LG, α ∈ T ∗gG 7→ (g, α ◦ dLg).

G now acts as follows on T ∗LG:

G× T ∗LG→ T ∗LG, (g, (h, α)) 7→ (hg−1,Ad∗(g)α).

The moment map µL : T ∗LG→ g∗ is just the projection onto the second compo-
nent. Under the given identi�cation, ωcan becomes the two-form ωL on T ∗LG:

ωL(g,α) ((v1, β1), (v2, β2)) = β1(v2)− β2(v1)− α ([v1, v2]) ,

where (g, α) ∈ T ∗LG and (v1, β1), (v2, β2) ∈ g × g∗. Here, we take the tangent
spaces of T ∗LG = G×g∗ to be g×g∗ by identifying TgG with g via dLg−1 . Using
the same identi�cation, we can express the fundamental vector �elds Xv of the
G-action on T ∗LG as follows:

Xv(g, α) = −(v, α ◦ adv),

where v ∈ g and (g, α) ∈ T ∗LG. We now calculate:(
ιXvω

L
)

(g,α)
(w, β) = ωL(g,α) (Xv(g, α), (w, β))

= −α([v, w]) + β(v) + α([v, w])

= β(v) = dµLv,(g,α)(w, β).

This shows ιXvω
L = dµLv for all v ∈ g and proves that Condition (i) is satis�ed.

3By associativity, we have a(bc) = (ab)c, so it does not matter whether we �rst multiple
by a from the left or by c from the right.
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Most books and papers discussing reduction assume that the group G is com-
pact to simplify proofs. In our case, however, this is not possible, since we
also want to consider reduction for complex groups G which are usually not
compact. Dropping compactness introduces some technical di�culties. The
following proposition takes care of these issues:

Proposition J.5. Let (M,ω) be a symplectic manifold, G a Lie group, and
G×M →M a Hamiltonian action with moment map µ : M → g∗. Further, let
O∗ ⊂ g∗ be a coadjoint orbit of G.

(a) If (N1, ω1) and (N2, ω2) are symplectic manifolds equipped
with Hamiltonian G-actions and moment maps µj : Nj → g∗, then
(N1 × N2,pr∗1 ω1 + pr∗2 ω2) is also a symplectic manifold with Hamilto-
nian G-action and moment map µ(p, q) := µ1(p) + µ2(q). In particular,
the O∗-extended space

(M̃ := M ×O∗,pr∗1 ω − pr∗2 ωKKS)

carries a Hamiltonian G-action with moment map µ̃(p, η) := µ(p)− η.

(b) Let Gη ⊂ G be the stabilizer of η ∈ O∗. The following statements are
equivalent:

(i) G acts freely on µ−1(O∗).
(ii) Gη acts freely on µ−1(η) for every η ∈ O∗.
(iii) Gη acts freely on µ−1(η) for one η ∈ O∗.

If (i), (ii), or (iii) holds, then µ is a submersion on an open neighborhood
of µ−1(O∗). In particular, µ−1(η) ⊂ M (η ∈ O∗) and µ̃−1(0) ⊂ M̃ are
embedded submanifolds. µ−1(O∗) ⊂ M is an immersed submanifold and
embedded i� O∗ ⊂ g∗ is an embedded submanifold. µ−1(O∗) and µ̃−1(0)
are isomorphic via the di�eomorphism µ−1(O∗)→ µ̃−1(0), p 7→ (p, µ(p)).

(c) Let N1 and N2 be two manifolds with smooth G-actions on them. If
the action on N1 is proper, then the action on N1 × N2 is proper as
well. In particular, the G-action on M̃ is proper if the action on M is
proper. If G acts freely on µ−1(O∗) and the action on M is proper, then
µ−1(η)/Gη (η ∈ O∗), µ−1(O∗)/G, and µ̃−1(0)/G are manifolds which are
di�eomorphic via the maps:

µ−1(η)/Gη →µ−1(O∗)/G→ µ̃−1(0)/G,

[p]Gη 7→ [p]G 7→ [p, µ(p)]G.

Proof. It is straightforward to check the �rst part of (a). The second part of
(a) follows from the �rst by setting N1 = M and N2 = O∗ equipped with the
(negative) KKS structure from Example J.3.
We begin the proof of (b) by showing the equivalence. The implications �(i)⇒(ii)�
and �(ii)⇒(iii)� are trivial, so we only prove �(iii)⇒(i)�. For this, it su�ces to
show that Gp ⊂ Gη for every (p, η) ∈M × g∗ with µ(p) = η. Gp ⊂ Gη immedi-
ately follows from the de�nition of a moment map:

Ad∗(g)η = Ad∗(g)µ(p) = µ(gp) = µ(p) = η ∀g ∈ Gp.
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For the next assertion, we assume that G acts freely on µ−1(O∗). It is shown
in [May16] (cf. Lemma 4.1 in this paper) that, under this condition, every
η ∈ O∗ is a regular value4 of µ. Thus, dµp has full rank for every p ∈ µ−1(O∗).
Having full rank is an open property, hence, µ is a submersion on a neighbor-
hood of µ−1(O∗). This also implies that µ̃ is a submersion on a neighborhood
of µ̃−1(0).
To show that the sets µ−1(η), µ̃−1(0), and µ−1(O∗) are manifolds, we employ
a standard result from di�erential geometry: Let N1 and N2 be two manifolds,
f : N1 → N2 a smooth submersion, and S ⊂ im f a set. Then, f−1(S) ⊂ N1 is
an immersed submanifold if S ⊂ N2 is an immersed submanifold. f−1(S) ⊂ N1

is embedded if and only if S ⊂ N2 is embedded.
As {η} ⊂ g∗ and {0} ⊂ g∗ are clearly embedded submanifolds, µ−1(η) ⊂M and
µ̃−1(0) ⊂ M̃ are embedded submanifolds5 as well. The coadjoint orbit O∗ ⊂ g∗,
on the other hand, is usually just an immersed submanifold (cf. Lemma 3.1.13).
Thus, µ−1(O∗) ⊂ M is an immersed submanifold and embedded i� O∗ ⊂ g∗ is
embedded.
To prove the last statement in (b), we note that µ−1(O∗) → µ̃−1(0),
p 7→ (p, µ(p)) is a bijective immersion. By dimensional reasoning, it must also
be a submersion concluding the proof of (b).
Lastly, we show (c). For the �rst assertion, denote the map

G×N1 ×N2 → N2
1 ×N2

2 , (g, n1, n2) 7→ (gn1, n1, gn2, n2)

by f and consider a compact subset K ⊂ N2
1 ×N2

2 . We need to show that the
preimage f−1(K) is compact. f−1(K) is closed, because f is continuous and K
is closed. Thus, it su�ces to show that f−1(K) is contained in a compact set.
Let pr1 : N2

1 ×N2
2 → N2

1 be the projection onto the �rst two components and
pr2 : N2

1 ×N2
2 → N2 the projection onto the last component. If we denote the

map G×N1 → N2
1 , (g, n1) 7→ (gn1, n1) by f1, we �nd:

f−1(K) ⊂ f−1
1 (pr1(K))× pr2(K).

The compactness of K implies that pr1(K) and pr2(K) are compact. Moreover,
we know that the action on N1 is proper meaning that f1 is proper. Thus,
f−1

1 (pr1(K)) is also compact. This shows that f−1(K) is contained in the
compact set f−1

1 (pr1(K))× pr2(K).
The second statement in (c) follows from the �rst one by applying it to the O∗-
extended space M̃ . To prove the last assertion, we observe that, in the given
setup, G acts freely and properly on µ−1(O∗) and µ̃−1(0), while Gη does so on
µ−1(η). Hence, the quotients inherit a manifold structure by Theorem 3.1.11.
The maps in (c) are clearly bijections and, due to the universal property of
quotient spaces, also immersions. Dimensional reasoning now shows that they
are di�eomorphisms concluding the proof.

We are now ready to describe the process of symplectic reduction6:

4In [May16], this result is only shown for compact groups. However, the same proof still
applies in our case.

5This is just the regular value theorem.
6Symplectic (or Marsden-Weinstein) reduction is a fundamental tool in symplectic geom-

etry and can be found in most introductory books, for instance [AM78] and [MS17]. Even
though Kähler and Hyperkähler reduction are not as standard, they are still known to most
symplectic geometers. [May16] provides an overview over the di�erent kinds of reduction.
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Theorem J.6 (Marsden-Weinstein reduction). Let (M,ω) be a symplectic
manifold, G a Lie group, and G ×M → M a proper Hamiltonian action with
moment map µ : M → g∗. Assume that O∗ ⊂ g∗ is a coadjoint orbit such
that G acts freely on µ−1(O∗). Then, there exists a unique symplectic form
ω̄ on M//G(O∗) := µ−1(O∗)/G such that π∗ω̄ = i∗ω − (µ ◦ i)∗ωKKS, where
π : µ−1(O∗)→ µ−1(O∗)/G is the natural projection, i : µ−1(O∗) ↪→M denotes
the inclusion of µ−1(O∗) into M , and ωKKS is the KKS form on O∗.

Proof. There are two methods to construct the form ω̄: The idea of the �rst one
is to identifyM//G(O∗) with µ̃−1(0)/G (cf. Proposition J.5) and equip it with a
symplectic structure via coisotropic reduction. For the second method, we pick
an element η ∈ O∗ and identify M//G(O∗) with µ−1(η)/Gη as in Proposition
J.5. We then use a slightly generalized reduction procedure to construct the
form ω̄ on µ−1(η)/Gη. The �rst method is well suited to show the properties
of ω̄, while the second method is preferable if we want to construct ω̄ explicitly.
We present both methods here, but focus on the �rst one.

Method 1: M//G(O∗) ∼= µ̃−1(0)/G

Method 1 works in two steps: First, we show Theorem J.6 for the zero orbit
O∗ = {0}. In the second step, we apply the shifting trick (cf. [May16]), i.e.,
we identify µ−1(O∗) with µ̃−1(0) of the modi�ed moment map µ̃ : M×O∗ → g∗,
µ̃(p, η) := µ(p)− η.

Step 1: O∗ = {0}

The idea of Step 1 is based on a simple construction from linear algebra:

Proposition J.7 (Coisotropic reduction). Let (V, ω) be a symplectic vector
space and W ⊂ V a coisotropic subspace, i.e.:

W⊥ω := {v ∈ V | ω(v, w) = 0 ∀w ∈W} ⊂W.

Then, (W/W⊥ω, ω̄) is also a symplectic vector space, where ω̄ is de�ned as
follows:

ω̄([v], [w]) := ω(v, w) ∀v, w ∈W.

Our goal is to construct the form ω̄[p] at each point [p] ∈ µ−1(0)/G by ap-

plying Proposition J.7 to W = Tp(µ
−1(0)) and W⊥ω = Tp(G · p), where

p ∈ µ−1(0), G·p is the orbit of G through p, and we identify T[p](µ
−1(0)/G) with

W/W⊥ω = Tp(µ
−1(0))/Tp(G · p). For this to be possible, we need to show:(

Tpµ
−1(0)

)⊥ω
= Tp(G · p) ⊂ Tp(µ−1(0)). (J.1)

Tp(G·p) ⊂ Tp(µ−1(0)) immediately follows from the fact thatG·p ⊂ µ−1(0) is an

immersed submanifold (cf. Lemma 3.1.13). To prove
(
Tpµ

−1(0)
)⊥ω

= Tp(G ·p),
we compute:

ωp(Xv(p), w) = dµv,p(w) = dµp(w)(v) = 0 ∀v ∈ g ∀w ∈ Tp(µ−1(0)) = ker dµp.
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This implies
(
Tpµ

−1(0)
)⊥ω ⊃ Tp(G · p). Equality now follows from dimensional

reasoning.
A priori, we do not know whether ω̄ constructed this way is well-de�ned, since
multiple points p ∈ µ−1(0) are mapped to the same point [p] ∈ µ−1(0)/G.
However, the G-action on M is symplectic meaning that ω is G-invariant which
takes care of this problem. To conclude the proof of Step 1, we note that,
by Equation (J.1), the G-invariant and closed form i∗ω is also horizontal with

respect to the G-principal7 bundle µ−1(0)
π→ µ−1(0)/G. This allows us to apply

the following proposition8 showing that ω̄ has the desired properties:

Proposition J.8. Let P
π→ B be a G-principal bundle and let ω ∈ Ωk(P )

be G-invariant and horizontal, i.e. ιvω = 0 ∀v ∈ ker dπ. Then, there exists
a unique k-form ω̄ ∈ Ωk(B) with π∗ω̄ = ω. Furthermore, ω̄ is closed if and
only if ω is closed. For k = 2, the two-form ω̄ is non-degenerate if and only if
kerω = ker dπ.

Proof of Proposition J.8. As π is a surjective submersion and ω̄ needs to satisfy
π∗ω̄ = ω, ω̄ is uniquely de�ned by:

ω̄(v1, . . . , vk) := ω(w1, . . . , wk),

where dπ(wj) = vj . ω̄ is well-de�ned, since ω is G-invariant and horizontal.

We can see that ω̄ is smooth by choosing local trivializations of P
π→ B. To

prove the �rst equivalence, we note that dω̄ ∈ Ωk+1(B) is the unique form
satisfying π∗dω̄ = dω. If ω is closed, then 0 ∈ Ωk+1(B) also ful�lls the equation
π∗0 = dω, thus, dω̄ = 0 by uniqueness. The converse direction as well as the
last equivalence are trivial.

Step 2: Shifting trick

By Proposition J.5, the G-action on M̃ is proper and µ−1(O∗) is isomorphic
to µ̃−1(0). Since G acts freely on µ−1(O∗), G also acts freely on µ−1(0). This
allows us to apply Step 1 to the O∗-extended space M̃ with modi�ed moment
map µ̃ yielding a symplectic structure on µ̃−1(0)/G. We can use Proposition
J.5 again to identify µ̃−1(0)/G with µ−1(O∗)/G giving us a symplectic form ω̄
on M//G(O∗). One easily checks that ω̄ possesses all properties stipulated in
Theorem J.6.

Method 2: M//G(O∗) ∼= µ−1(η)/Gη

Ideally, we would like to repeat Step 1 of Method 1 to equip µ−1(η)/Gη with a
symplectic structure. Unfortunately, this is not possible, as Tp(µ

−1(η)) is not a
coisotropic subspace of TpM anymore. To rectify this, we have to improve the
linear reduction process:

7µ−1(0)
π→ µ−1(0)/G is a G-principal bundle, as G acts freely and properly on µ−1(0) (cf.

Remark 3.1.12).
8Even though Proposition J.8 incorporates Proposition J.7, we have listed Proposition J.7

separately for the sake of clarity.
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Proposition J.9 (Generalized linear reduction). Let (V, ω) be a symplectic
vector space and W ⊂ V a subspace. Denote the ω-orthogonal complement of
W by W⊥ω. Then, (W/(W⊥ω ∩W ), ω̄) is also a symplectic vector space, where
ω̄ is de�ned as follows:

ω̄([v], [w]) := ω(v, w) ∀v, w ∈W.

To apply Proposition J.9, we need to show:(
Tpµ

−1(η)
)⊥ω

= Tp(G · p), (J.2)

Tp(G · p) ∩
(
Tpµ

−1(η)
)

= Tp(Gη · p). (J.3)

Equation (J.2) is proven in the same way as Equation (J.1). One easily veri�es
Equation (J.3). Thus, we obtain a non-degenerate two-form on µ−1(η)/Gη.
Under the isomorphism µ−1(η)/Gη ∼= µ−1(O∗)/G from Proposition J.5, this
form coincides with the one from Method 1, as one can check.

Let us apply symplectic reduction to cotangent bundles (cf. Example J.4). First,
we check that the conditions of Theorem J.6 are ful�lled. In Example J.4, we
have seen that the G-action on T ∗G is isomorphic to the following action on
T ∗LG = G× g∗:

G× T ∗LG→ T ∗LG, (g, (h, α)) 7→ (hg−1,Ad∗(g)α).

This action is just the product of the right action on G and the coadjoint action
on g∗. As the right action on G is free and proper, the action on T ∗LG is as well.
Now consider the reduced space T ∗G//G(O∗). µL : T ∗LG → g∗ is just the
projection onto the second component, so we �nd for any η ∈ O∗:

T ∗G//G(O∗) ∼= (µL)−1(η)/Gη ∼= G/Gη ∼= O∗.

We see that the reduced space T ∗G//G(O∗) is just O∗ itself. The form ω̄ on
T ∗G//G(O∗) is also quite familiar. To compute ω̄, we use the second method.
First, note that T ∗G admits another G-action induced by left instead of right
multiplication. On T ∗LG, this action becomes:

AL : G× T ∗LG→ T ∗LG, (g, (h, α)) 7→ (gh, α).

AL descends to a transitive action on T ∗G//G(O∗). In fact, it is just the coad-
joint action on T ∗G//G(O∗) ∼= O∗. In any case, the upshot of this observation
is that it su�ces to consider the fundamental vector �elds associated with AL
to calculate ω̄. They are given by9:

XAL
v (g, α) = (Ad(g−1)v, 0) ∀v ∈ g ∀(g, α) ∈ T ∗LG.

We �x η ∈ O∗ and compute:

ω̄α(X∗v (α), X∗w(α)) = ωL(g,η)(X
AL
v (g, η), XAL

w (g, η))

= ωL(g,η)((Ad(g−1)v, 0), (Ad(g−1)w, 0))

= −η([Ad(g−1)v,Ad(g−1)w])

= −(Ad∗(g)η)([v, w])

= −α([v, w]),

9Here, we identify the tangent spaces of T ∗LG with g× g∗ as in Example J.4.
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where α ∈ O∗ ∼= G/Gη ∼= T ∗G//G(O∗), g ∈ G is chosen such that α = Ad∗(g)η,
v, w ∈ g, andX∗v , X

∗
w are fundamental vector �elds associated with the coadjoint

action. Comparing ω̄ with Equation (3.8), we realize that ω̄ is just the negative
KKS form. This may not come as a surprise, since Theorem J.6 involves the
negative KKS form. Nevertheless, this result is indeed quite remarkable, since
Method 2 from the proof of Theorem J.6, which we employed to compute ω̄,
does not use the KKS structure on O∗.
The Marsden-Weinstein reduction of Example J.4 is, in some sense, a blueprint
for reductions of cotangent bundles of Lie groups: If the cotangent bundle T ∗G
and a coadjoint orbit O∗ of a Lie group G admit a certain structure (symplectic,
Kähler, holomorphic Kähler, Hyperkähler,. . . ), we expect that the structure on
T ∗G transfers to a similar structure on the reduced space T ∗G//G(O∗) via the
shifting trick. As the reduced space is di�eomorphic to O∗, the structure on
T ∗G//G(O∗) should coincide with the one on O∗ used for the reduction. If this
is the case, we say that the structures on T ∗G and O∗ are compatible.
Let us now consider Kähler reductions. As we will see soon, we cannot apply
Method 2 from the proof of Theorem J.6 in the Kähler case. The reason for
this is that the Kähler structure on the reduced space depends on the choice of
Kähler structure on the coadjoint orbit O∗. While the symplectic structure on
O∗ is canonical and unique, the same does not hold for the Kähler structures
on O∗, since they depend on the choice of an Ad-invariant scalar product (cf.
Section 3.2). Method 2 does not �see� the Kähler structures on O∗, so we are
forced to use the shifting trick.
Recall that the shifting trick consists of two steps: One �rst performs the re-
duction at 0 ∈ g∗ and then considers the O∗-extended space M̃ . Step 1 is more
or less the same for all Kähler structures, while Step 2 di�ers for the various
structures (Kähler, holomorphic Kähler,. . . ). We, therefore, separate Step 1
and 2 and list them as their own theorems:

Theorem J.10 (Semi-Kähler reduction at 0 ∈ g∗). Let (M,ω, J) be a semi-
Kähler manifold with semi-Riemannian metric g := ω(·, J ·), G a Lie group, and
G ×M → M a proper Hamiltonian action preserving10 J with moment map
µ : M → g∗. Assume that G acts freely on µ−1(0) and the following condition
is ful�lled:

Tp(µ
−1(0)) ∩ (Tpµ

−1(0))⊥g = {0} ∀p ∈ µ−1(0). (J.4)

Then, the reduced space M//G(0) := µ−1(0)/G admits a unique semi-Kähler
structure given by (M//G(0), ω̄, J̄), where ω̄ is the symplectic form from The-
orem J.6 and J̄ is uniquely determined by:

J̄π(p) ◦ dπp(v) = dπp ◦ Jp(v) ∀v ∈ Hp ∀p ∈ µ−1(0) (J.5)

with H being the Ehresmann connection, i.e. G-invariant horizontal distribu-
tion, of the G-principal bundle µ−1(0)

π→M//G(0) de�ned by:

Hp := Tp(µ
−1(0)) ∩ Jp(Tpµ−1(0)) ∀p ∈ µ−1(0). (J.6)

If (M,ω, J) is Kähler, i.e., g is positive de�nite, then Equation (J.4) is auto-
matically satis�ed and (M//G(0), ω̄, J̄) is also Kähler.
10This means dφg ◦ Jp = Jgp ◦ dφg for every p ∈ M and g ∈ G, where φg : M → M is

de�ned by φg(p) := gp.
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Proof. We know by Theorem J.6 that (M//G(0), ω̄) is a symplectic manifold.
Thus, we only need to construct J̄ and prove that it has the desired properties.
The following proposition shows everything except integrability:

Proposition J.11 (Linear semi-Kähler reduction). Let (V, ω, J) be a semi-
Kähler vector space, i.e., ω ∈ Λ2V ∗ is non-degenerate and J ∈ End(V ) satis�es
J2 = − idV as well as ω(J ·, J ·) = ω. Further, let W ⊂ V be a coisotropic
subspace. Set g := ω(·, J ·) and H := W ∩ JW . Assume that W satis�es
W ∩ W⊥g = {0}. Then, we have the decomposition W = W⊥ω ⊕ H. In
particular, the natural projection π : W →W/W⊥ω restricts to an isomorphism
between H and W/W⊥ω. Moreover, (W/W⊥ω, ω̄, J̄) is a semi-Kähler vector
space, where ω̄ and J̄ are de�ned by π∗ω̄ = ω|W×W and J̄ ◦ π|H = π|H ◦ J |H ,
respectively. If (V, ω, J) is Kähler, i.e. g is positive de�nite, thenW∩W⊥g = {0}
automatically holds and (W/W⊥ω, ω̄, J̄) is also Kähler.

Proof of Proposition J.11. We �rst show W⊥ω ∩H = {0}. Take a vector w̃ ∈
W⊥ω ∩H, then there exists a vector w ∈W such that w̃ = Jw and:

ω(v, Jw) = 0 ∀v ∈W ⇒ g(v, w) = 0 ∀v ∈W.

Thus, w ∈W ∩W⊥g = {0} and w̃ = 0.
To prove W = W⊥ω ⊕H, it now su�ces to show:

dimH = dimW − dimW⊥ω.

Setting 2n := dimV and k := dimW⊥ω, we obtain dimW = dim JW = 2n− k
and compute:

dimH = dimW + dim JW − dim(W + JW ) = 2 dimW − dimV

= 4n− 2k − 2n = 2(n− k) = (2n− k)− k
= dimW − dimW⊥ω,

where we used W ∩W⊥g = {0}, W⊥g = JW⊥ω, and W⊥ω ⊂W to show:

V = W ⊕W⊥g = W ⊕ JW⊥ω = W + JW.

Given the decomposition W = W⊥ω⊕H, it is clear that π|H : H →W/W⊥ω is
an isomorphism. Thus, J̄ is well-de�ned and uniquely determined by
J̄ ◦ π|H = π|H ◦ J |H . ω̄ is obviously well-de�ned. It is now trivial to check
that (W/W⊥ω, ω̄, J̄) is a semi-Kähler vector space.
If g is positive de�nite, then the g-orthogonal complement W⊥g is an actual
complement of W in the sense that V = W ⊕W⊥g implying W ∩W⊥g = {0}.
In this case, ḡ := ω̄(·, J̄ ·) is also positive de�nite, since (π|H)∗ḡ = g|H×H . This
turns (W/W⊥ω, ω̄, J̄) into a Kähler vector space concluding the proof.

Let us return to the proof of Theorem J.10. To construct J̄ , we want to
apply Proposition J.11 at each point [p] ∈ µ−1(0)/G to W = Tp(µ

−1(0)),
W⊥ω = Tp(G · p), and H = Hp, where we identify T[p](µ

−1(0)/G) with

W/W⊥ω = Tp(µ
−1(0))/Tp(G · p). Before we can do this, we have to check

the conditions stipulated in Proposition J.11. We have already checked in the
proof of Theorem J.6 that Tp(µ

−1(0)) is a coisotropic subspace of TpM , while
W ∩W⊥g = {0} is just Equation (J.4).
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As in the proof of Theorem J.6, we do not know yet whether J̄ constructed
this way is well-de�ned. This is the case if H is G-invariant which we can in-
fer directly: Since J and µ−1(0) are G-invariant, it immediately follows from
Equation (J.6) that H is also G-invariant. At this point, we can see that H is
even an Ehresmann connection. By Proposition J.11, Hp is a horizontal, i.e., a
complement of the vertical space Tp(G · p) = (Tpµ

−1(0))⊥ω. This also implies
that the dimension of Hp is independent of p, turning H into a distribution.
The distribution H is smooth, because it is the g-orthogonal complement of the
vertical bundle of µ−1(0) → µ−1(0)/G. Indeed, it is straightforward to check
that the space H from Proposition J.11 satis�es H = (W⊥ω)⊥g|W×W .
The smoothness of H infers that J̄ is also smooth which becomes clear by going
into trivializations of µ−1(0)

π→ µ−1(0)/G. The algebraic properties of ω̄ and
J̄ follow from Proposition J.11. It remains to be shown that J̄ is integrable. J̄
being integrable is equivalent to:

[T (0,1)(µ−1(0)/G), T (0,1)(µ−1(0)/G)] ⊂ T (0,1)(µ−1(0)/G),

i.e., for every vector �eld X̄ and Ȳ on µ−1(0)/G there exists a vector �eld Z̄
such that:

[X̄ + iJ̄X̄, Ȳ + iJ̄ Ȳ ] = Z̄ + iJ̄Z̄. (J.7)

As H is an Ehresmann connection, we can �nd unique horizontal lifts X and
Y of the vector �elds X̄ and Ȳ . J is integrable, hence, there is a vector �eld Z
such that:

[X + iJX, Y + iJY ] = Z + iJZ

In fact, Z is just [X,Y ] − [JX, JY ]. H is J-invariant and the commutator
preserves horizontal vector �elds, thus, Z is also a horizontal vector �eld. This
allows us to identify Z via π with a vector �eld Z̄ on µ−1(0)/G satisfying
Equation (J.7) and concluding the proof.

Remark J.12.

(i) At �rst glance, Equation (J.4) seems to be an unnatural condition and one
wonders why this condition is not always satis�ed. Even though Equa-
tion (J.4) holds for all Riemannian metrics g, the same is not true for semi-
Riemannian metrics g. Consider, for instance, the standard Lorentzian
metric g = dx2

1 − dx2
2 on R2 and the subspace W spanned by v =

(
1 1

)
.

In this case, one has W⊥g = W . There is di�erent, but equivalent formu-
lation of Equation (J.4) which is much more natural: One can show that
Equation (J.4) is satis�ed if and only if g restricts to a semi-Riemannian
metric on µ−1(0).

(ii) We can see now why Method 2 is not applicable for Kähler reductions: In
the symplectic case, we could generalize Proposition J.7 to Proposition J.9
by dropping the condition thatW ⊂ V is a coisotropic subspace. However,
Proposition J.11 completely fails if W ⊂ V is not coisotropic.

To execute Step 2, we have to �nd examples where the O∗-extended space M̃
naturally ful�lls Equation (J.4) in Theorem J.10. Kähler manifolds with com-
pact group actions and holomorphic Kähler manifolds with complex reductive
group actions are among those examples:
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Theorem J.13 (Kähler reduction). Let (M,ω, J) be a Kähler manifold, G a
compact Lie group, and G ×M → M a Hamiltonian action preserving J with
moment map µ : M → g∗. Assume that O∗ ⊂ g∗ is a coadjoint orbit of G such
that G acts freely on µ−1(O∗). Then, the reduced space M//G(O∗) admits a
complex structure J̄〈·,·〉 for every Ad-invariant positive de�nite scalar product
〈·, ·〉 on g such that (M//G(0), ω̄, J̄〈·,·〉) is a Kähler manifold, where ω̄ is the
symplectic form from Theorem J.6.

Remark J.14. By Proposition 3.2.31, a compact group G admits a plethora
of Ad-invariant scalar products 〈·, ·〉.

Proof. Equip O∗ with the (negative11) Kähler structure determined by 〈·, ·〉
(cf. Theorem 3.2.24). This turns M̃ = M × O∗ into a Kähler manifold. We
already know that the G-action on M̃ is Hamiltonian with moment
map µ̃(p, η) = µ(p) − η. As G acts freely on µ−1(O∗), it also acts freely on
µ̃−1(0) ∼= µ−1(O∗). The action is proper, because every compact group action
is proper. The complex structure of M̃ is preserved by the action, since the
G-actions on M and O∗ preserve their respective complex structures. Equa-
tion (J.4) is trivially satis�ed, as the Kähler metric of M̃ is positive de�nite.
Hence, all conditions of Theorem J.10 are ful�lled allowing us to apply it to M̃
and µ̃ which concludes the proof.

As in the symplectic case, we wish to apply Theorem J.13 to Example J.4. To
do this, we �rst have to construct a Kähler structure on T ∗G. The (various)
Kähler structures on (double) cotangent bundles are studied thoroughly in Sec-
tion 3.4. Here, a quick summary shall su�ce: Take a compact Lie group G and
a positive de�nite Ad-invariant scalar product 〈·, ·〉 on g. To de�ne a complex
structure on T ∗G, we identify T ∗G with TG using the bi-invariant Riemannian
metric induced by 〈·, ·〉 (cf. Section 3.1). TG is isomorphic to the universal
complexi�cation GC of G and, as such, inherits the complex structure from
GC. The di�eomorphism between TG and GC is given by left trivialization and
subsequent polar decomposition12:

TG→ TLG := G× g → GC,

v ∈ TgG 7→ (g, w = dLg−1,gv) 7→ g exp(iw).

Using the identi�cation TG ∼= T ∗G, the complex structure on TG becomes a
complex structure on T ∗G. One can check13 that this complex structure is
compatible with the (negative14) canonical symplectic form giving us a Kähler
structure on T ∗G.
We expect that the Kähler structures on T ∗G and O∗ determined by 〈·, ·〉 are
compatible in the following sense: If we apply Theorem J.13 to the Kähler struc-
ture on T ∗G determined by 〈·, ·〉, then the reduction procedure using 〈·, ·〉 should
yield the (negative) Kähler structure on O∗ determined by 〈·, ·〉. Unfortunately,

11For the shifting trick, the symplectic form of this Kähler structure should be −ωKKS,
hence, the complex structure picks up an additional sign as well.
12If one is unsure why polar decomposition gives rise to a di�eomorphism, one can confer

Lemma 3.4.19.
13A similar computation is done, for instance, in [Bre00]. Confer the last subsection of

Section 3.4 for details.
14In [Bre00], they use the convention g := ω(J ·, ·), while we use the convention g := ω(·, J ·).
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this computation is quite tedious, as the explicit formula for the complex struc-
ture on T ∗G is rather long and cumbersome (cf. [Bre00]). Therefore, we stop
the discussion of Kähler reduction here and move on to the holomorphic Kähler
case instead.
To describe the reduction process for holomorphic Kähler manifolds, we need
to impose additional conditions on the G-action. To be precise, we require that
the action is compatible with the underlying real structures (cf. Appendix A):

De�nition J.15 (Action compatible with real structures). Let X be a holo-
morphic symplectic manifold with real structure ρ and G a complex Lie group
with real structure σ. A Hamiltonian G-action on X is called holomorphic
if the map G × X → X, (g, p) 7→ gp and the moment map µ : X → g∗ are
holomorphic. We say a holomorphic Hamiltonian action is compatible with ρ
and σ if:

ρ(gp) = σ(g)ρ(p) ∀g ∈ G∀p ∈ X, and µ ◦ ρ = dσ∗e ◦ µ,

where dσ∗e : g∗ → g∗ is the map dual to dσe : g→ g.

We can now formulate the reduction theorem for holomorphic Kähler manifolds:

Theorem J.16 (Holomorphic Kähler reduction). Let (X,ω, J, I) be a holo-
morphic Kähler manifold with real form M , G a complex reductive group with
real form GR, and G × X → X a holomorphic (w.r.t. I) Hamiltonian action
with moment map µ : X → g∗. Assume that the Hamiltonian action is proper,
preserves J , and is compatible with the real structures on X and G. Assume
further that O∗ ⊂ g∗ is a coadjoint orbit of G such that µ−1(O∗) ∩M 6= ∅ and
G acts freely on µ−1(O∗). Then, µ−1(O∗) is an immersed complex submanifold
of (X, I) with real structure. The reduced space X//G(O∗) = µ−1(O∗)/G in-
herits a complex (Ī) and real structure from µ−1(O∗). For every GR-invariant
positive de�nite scalar product 〈·, ·〉R on gR, there exists an open neighborhood
U〈·,·〉R ⊂ X//G(O∗) ofM//GR(O∗∩g∗R) and a complex structure J̄〈·,·〉R on U〈·,·〉R
such that (U〈·,·〉R , ω̄, J̄〈·,·〉, Ī) is a holomorphic Kähler manifold, where ω̄ is the
symplectic form from Theorem J.6.

Proof. By Proposition J.5, µ : X → g∗ is a holomorphic (w.r.t. I) submersion
on an open neighborhood of µ−1(O∗). As in the real case, the preimage of
an immersed complex submanifold under a holomorphic submersion is again
an immersed complex submanifold. Hence, µ−1(O∗) is an immersed complex
submanifold of (X, I). Denote the real structure on X by ρ and the one on G
by σ. We �nd O∗ ∩ g∗R 6= ∅ which follows from µ−1(O∗) ∩M 6= ∅ and the fact
that µ intertwines ρ and dσ∗e . O∗ ∩ g∗R 6= ∅ and dσ∗e ◦Ad∗(g) = Ad∗(σ(g)) ◦ dσ∗e
imply dσ∗e(O∗) = O∗ giving us:

ρ(µ−1(O∗)) = µ−1(dσ∗e(O∗)) = µ−1(O∗),

where we used again that µ intertwines ρ and dσ∗e . The last equation tells us that
ρ restricts to a real structure on µ−1(O∗). By Godement's theorem (Theorem
3.1.11), we know that X//G(O∗) = µ−1(O∗)/G is a smooth manifold and that
the canonical projection π : µ−1(O∗) → X//G(O∗) is a smooth submersion.
One easily checks that X//G(O∗) obtains a well-de�ned and unique complex
structure Ī by requiring π to be holomorphic. In similar fashion, the real struc-
ture ρ on µ−1(O∗) descends to the real structure ρ̄ on X//G(O∗) de�ned by
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ρ̄([p]) := [ρ(p)]. ρ̄ is well-de�ned, since the G-action is compatible with ρ and
σ, speci�cally because of ρ(gp) = σ(g)ρ(p). Now note that the map

M//GR(O∗ ∩ g∗R)→ X//G(O∗), [p]GR 7→ [p]G

is an embedding whose image15 lies in the real form Fix ρ̄. This embedding al-
lows us to view M//GR(O∗ ∩ g∗R) as a subset of X//G(O∗) and an open subset
of Fix ρ̄. In particular, Fix ρ̄ is not empty.
The next step is to construct the semi-Kähler structure on X//G(O∗). For this,
we choose 〈·, ·〉R as speci�ed in the theorem. By Proposition 3.3.8, 〈·, ·〉R gives
rise to a unique G-invariant non-degenerate scalar product 〈·, ·〉 on g. Equip O∗
with the (negative16) semi-Kähler structure determined by 〈·, ·〉 (cf. Theorem
3.2.24). This allows us to put a semi-Kähler structure on X̃ = X×O∗. Note that
X̃ carries, in fact, a holomorphic Kähler structure, since the semi-Kähler struc-
ture on O∗ comes from a holomorphic Kähler structure (cf. Corollary 3.3.14). In
any case, theG-action on X̃ is Hamiltonian with moment map µ̃(p, η) = µ(p)−η.
Ideally, we would apply Theorem J.10 to X̃ and µ̃. It is trivial to check all as-
sumptions except for Equation (J.4). Unfortunately, Equation (J.4) might not
be satis�ed for all points p ∈ µ̃−1(0). We can still apply Theorem J.10 if we
�nd an open and G-invariant subset V〈·,·〉R ⊂ µ−1(O∗) ∼= µ̃−1(0) such that
Equation (J.4) is ful�lled for all points in V〈·,·〉R . In this case, only the space
U〈·,·〉R := π(V〈·,·〉R) carries the semi-Kähler structure. The space V〈·,·〉R we con-

struct shortly contains µ−1(O∗) ∩M implying that U〈·,·〉R ⊂ X//G(O∗) is an
open neighborhood of M//GR(O∗ ∩ g∗R).
We begin the construction of V〈·,·〉R by observing that all points in the real form

µ−1(O∗)∩M of µ̃−1(0) satisfy Equation (J.4) due to the following proposition:

Proposition J.17. Let V be a real vector space with linear maps
I, ρ ∈ End(V ) and non-degenerate scalar product g : V × V → R satisfying:

I2 = −ρ2 = − idV , ρI = −Iρ, g(I·, I·) = −g, g(ρ·, ρ·) = g.

Further, let W ⊂ V be a subspace ful�lling I(W ) = I and ρ(W ) = W . Then,
we have the following equivalence:

Vρ = Wρ ⊕W⊥gρρ ⇔ V = W ⊕W⊥g,

where Vρ := Fix ρ, Wρ := W ∩ Vρ, and gρ := g|Vρ×Vρ .

Proof of Proposition J.17. By assumption, (V, I) is a complex vector space with
real structure ρ and real form Fix ρ = Vρ. Similarly, (W, I|W ) is a complex vec-
tor space with real structure ρ|W and real form Fix ρ|W = W ∩ Vρ = Wρ, as
W satis�es I(W ) = W and ρ(W ) = W . Now note that W⊥g also satis�es
I(W⊥g) = W⊥g due to g(I·, I·) = −g, I2 = − idV , and I(W ) = W . Likewise,
we have ρ(W⊥g) = W⊥g because of g(ρ·, ρ·) = g, ρ2 = idV , and ρ(W ) = W .
Thus, (W⊥g, I|W⊥g ) is also a complex vector space with real structure ρ|W⊥g
and real form Fix ρ|W⊥g = W⊥g∩Vρ. It is easy to show thatW⊥g∩Vρ = W

⊥gρ
ρ .

15One expects that the image of this embedding not only lies in the real form, but is equal
to Fix ρ̄. Often, this is indeed the case. In general, however, there might be obstructions (cf.
Appendix H, particularly the discussion at the end).
16As in the Kähler case, the symplectic and complex structure each pick up an additional

sign.
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�⇒�: Vρ, Wρ, and W
⊥gρ
ρ are the real forms of V , W , and W⊥g, respectively.

Hence, we �nd:

V = Vρ ⊕ I(Vρ), W = Wρ ⊕ I(Wρ), W⊥g = W⊥gρρ ⊕ I(W⊥gρρ ).

This yields:

V = Vρ ⊕ I(Vρ) = Wρ ⊕W⊥gρρ ⊕ I(Wρ)⊕ I(W⊥gρρ )

= Wρ ⊕ I(Wρ)⊕W⊥gρρ ⊕ I(W⊥gρρ )

= W ⊕W⊥g.

�⇐�: Let v ∈ Vρ, then there are unique vectors w1 ∈ W and w2 ∈ W⊥g such
that v = w1 + w2. Applying ρ to this equation yields:

ρ(w1) + ρ(w2) = ρ(v) = v = w1 + w2.

Since w1 and w2 are unique, the last equation implies ρ(w1) = w1 and

ρ(w2) = w2. This shows w1 ∈ Wρ, w2 ∈ W⊥g ∩ Vρ = W
⊥gρ
ρ , and

Vρ = Wρ ⊕W
⊥gρ
ρ concluding the proof.

Let us return to Theorem J.16. For every point p ∈ µ−1(O∗) ∩M ⊂ µ̃−1(0),
we now apply Proposition J.17 to V = TpX̃, W = Tp(µ̃

−1(0)), I being the
complex structure at p, ρ being the di�erential of the real structure at p,
and g being the semi-Kähler metric of X̃ at p. If we pullback the semi-
Kähler metric of X̃ to its real form M × (O∗ ∩ g∗R), it becomes a Kähler
metric (recall that X̃ is a holomorphic Kähler manifold). With the notation
from above, this means that gρ is a positive de�nite scalar product implying

Vρ = Wρ ⊕W
⊥gρ
ρ . By Proposition J.17, we now �nd V = W ⊕W⊥g or, equiva-

lently, W ∩W⊥g = {0}. Hence, we have shown that Equation (J.4) is satis�ed
for every point p ∈ µ−1(O∗) ∩M .
Next, we observe that Equation (J.4) is an open condition, i.e., if Equation (J.4)
holds for a point p ∈ µ̃−1(0), then it also holds on an open neighborhood
Vp ⊂ µ̃−1(0) of p. Furthermore, the G-invariance of the semi-Kähler metric
infers that Equation (J.4) is also G-invariant, i.e., if Equation (J.4) holds for a
point p ∈ µ̃−1(0), then it holds for all points in the orbit G ·p. Combining every-
thing now proves that Equation (J.4) is ful�lled for all points in the G-invariant
and open neighborhood

V〈·,·〉R :=
⋃

p∈µ−1(O∗)∩M

⋃
g∈G

gVp ⊂ µ−1(O∗) ∼= µ̃−1(0)

of µ−1(O∗) ∩M . Applying Theorem J.10 to V〈·,·〉R now gives us a semi-Kähler
structure on U〈·,·〉R = π(V〈·,·〉R). It is straightforward to verify that this semi-

Kähler structure forms together with the complex structure Ī and the real struc-
ture ρ̄ a holomorphic Kähler structure concluding the proof.

As in the symplectic and Kähler case, we want to apply Theorem J.16 to
Example J.4. To do that, we need to construct a holomorphic Kähler struc-
ture on T ∗G for complex reductive groups G. A detailed account of this con-
struction can be found in Section 3.4. For now, it shall su�ce that, given
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a GR-invariant positive de�nite scalar product 〈·, ·〉R on gR and the result-
ing G-invariant scalar product 〈·, ·〉 on g, ω and J17 on T ∗G are obtained
as in the Kähler case. The complex structure I on T ∗G is the one induced
by the complex structure of G. We have already discussed how ω and J
are reduced, so we only need to investigate the reduction of I. First, we
note that both µ−1(O∗) and µ−1(η) (η ∈ O∗) are complex submanifolds of
(T ∗G, I) and that the submersions µ−1(O∗) → µ−1(O∗)/G = T ∗G//G(O∗)
and µ−1(η) → µ−1(η)/Gη ∼= T ∗G//G(O∗) induce the same complex struc-
ture Ī. Recall that µ−1(η) becomes G × {η} ∼= G under the identi�cation
T ∗G ∼= T ∗LG = G × g∗. Given this identi�cation, the complex structure of
µ−1(η) coincides with the complex structure of G. As shown in Appendix H,
G/Gη ∼= O∗ is a biholomorphism, where the complex structure of G/Gη is
induced by the submersion G → G/Gη. Thus, the complex structure Ī of
T ∗G//G(O∗) coincides with the complex structure Ie of O∗ (cf. Theorem
3.3.11) under the identi�cation T ∗G//G(O∗) ∼= O∗. In particular, the holo-
morphic Kähler structures on T ∗G and O∗ determined by 〈·, ·〉 are compatible
if the Kähler structures of T ∗GR and O∗ ∩ g∗R determined by 〈·, ·〉R are compat-
ible (cf. discussion after Theorem J.13).
One noteworthy aspect of Example J.4 is that we can choose
U〈·,·〉R = T ∗G//G(O∗). To prove this, it su�ces to show that Equation (J.4)

holds for every point p ∈ µ−1(O∗). Recall that T ∗G ∼= T ∗LG = G × g∗ admits
two G-actions:

AL(g, (h, α)) = (gh, α), AR(g, (h, α)) = (hg−1,Ad∗(g)α).

AR is the Hamiltonian action, while the left action AL conserves the moment
map µL(g, α) = α. Both actions preserve the holomorphic Kähler structure
of T ∗G. Therefore, the G × G-action obtained by combining AL and AR also
preserves the holomorphic Kähler structure. Note further that the G×G-action
is transitive on (µL)−1(O∗) = G × O∗. Thus, if Equation (J.4) is ful�lled for
one point, it is satis�ed for every point p ∈ µ−1(O∗). In the proof of Theorem
J.16, we have really shown that Equation (J.4) is satis�ed for at least one point
proving U〈·,·〉R = T ∗G//G(O∗).
For the sake of brevity, we will not discuss the Hyperkähler case in detail. The
idea is the same as for the other reduction theorems: First, one performs Hyper-
kähler reduction18 for the zero orbit O∗ = {0}. Afterwards, one should be able
to apply the shifting trick19, where the Hyperkähler structures of O∗ introduced
in Appendix I are used to equip M̃ = M × O∗ with a Hyperkähler structure.
As before, we expect compatibility meaning that the Hyperkähler quotient of
T ∗G, where T ∗G carries the Hyperkähler structure from Appendix I, gives us
the Hyperkähler structure of O∗.
One remarkable circumstance is that Hyperkähler reduction needs three moment

17To be precise, J also needs to be twisted with a di�eomorphism φ : T ∗G → T ∗G (cf.
Conjecture 3.4.9).
18Hyperkähler reduction for the zero orbit was �rst introduced by Hitchin, Karlhede, Lind-

ström, and Ro£ek in 1987 [Hit+87]. Confer [May16] for a more modern approach.
19The shifting trick for Hyperkähler quotients was already proposed by Kronheimer in his

original paper on Hyperkähler structures of coadjoint orbits (cf. Section 4(b) in [Kro90]).
Even though several similar constructions have been developed throughout the years (cf.
Section 4 and 5 in [May19] for a selection, in particular Proposition 4.9), nobody expanded
on Kronheimer's idea to the author's extent of knowledge.
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maps, one for each symplectic form ωI , ωJ , ωK associated with the Hyperkähler
manifold (M, g, I, J,K). At �rst glance, this may strike the reader as odd, since
all our previous reduction theorems only need one moment map. Nevertheless,
this is actually in line with the spirit of our reduction theorems: In the sym-
plectic and Kähler case, we only have one symplectic form ω and, consequently,
only one moment map µ. In the holomorphic Kähler case, however, we have two
symplectic forms, the real and imaginary part of Ω = ω−iω(I·, ·). Decomposing
g∗ into g∗R ⊕ ig∗R also gives us two moment maps20, the real and imaginary part
of µ : X → g = g∗R ⊕ ig∗R. Consequently, Hyperkähler manifolds should have
three moment maps, as is the case.

20We are a bit sloppy with our wording here: The real and imaginary part of µ are moment
maps with respect to GR, not G. However, the three moment maps used for Hyperkähler
reduction are also just moment maps with respect to the compact group GR (cf. [Hit+87] and
[May16]).
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