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We consider the homogenisation of the instationary Stokes equations in a porous 
medium with an a priori given evolving microstructure. In order to pass to the 
homogenisation limit, we transform the Stokes equations to a domain with a fixed 
periodic microstructure. The homogenisation result is a Darcy-type equation with 
memory term and has the form of an integro–differential equation. The evolving 
microstructure leads to a time- and space-dependent permeability coefficient and 
the local change of the porosity causes an additional source term for the pressure.
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1. Introduction

Understanding the behaviour of fluid flow in complex porous media or heterogeneous materials is crucial in 
various scientific and engineering disciplines such as materials science, chemical engineering and geophysics. 
In many practical scenarios, the porous medium exhibits a heterogeneous microstructure which evolves 
over time owing to processes such as phase transitions, chemical reactions or mechanical deformation. The 
prediction of flow properties in such evolving microstructures poses significant challenges, necessitating 
advanced mathematical models.

The Stokes equations govern the motion of a viscous fluid. They have been extensively studied in the 
context of flow through porous media by means of homogenisation. So far most of the homogenisation results 
are derived for fixed microstructure.
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Fig. 1. Illustration of a microscopically evolving geometry at two different points in time. 

1.1. Goal of this work

In this work, we consider the homogenisation of the instationary Stokes equations in a porous medium 
with evolving microstructure at small Reynolds number. We consider a time interval (0, T ) for T > 0. Let 
d ∈ N with d ≥ 2, we denote the ε-scaled pore space at time t ∈ (0, T ) by Ωε(t) ⊂ Rd. We denote the 
interface of the pore space with the solid matrix domain at t ∈ (0, T ) by Γε(t) and the boundary of the pore 
space at the outer boundary at t ∈ (0, T ) by Λε(t). Such evolving geometry is illustrated in Fig. 1. 

At the interface Γε(t), we assume a non-homogeneous Dirichlet boundary condition with given boundary 
values vΓε

, which can model a no-slip boundary condition for the evolving domain. At the outer boundary 
Λε(t) of the porous medium, we assume a normal stress boundary condition with normal stress pb,ε, which 
models fluid in- and ouflow.

Let μ > 0 be the fluid viscosity, fε the density of the bulk force and ν the unit outer normal vector of 
Ωε(t). We consider the fluid velocity vε and the pressure pε as the solution of:

∂tvε − με2 div(∇vε + (∇vε)�) + ∇pε = fε in Ωε(t), t ∈ (0, T ) , (1a)

div vε = 0 in Ωε(t), t ∈ (0, T ) , (1b)

vε = vΓε
on Γε(t), t ∈ (0, T ) , (1c)(

−με2(∇vε + (∇vε)�) + pε1
)
ν = pb,ε on Λε(t), t ∈ (0, T ) , (1d)

vε(0) = vin
ε in Ωε(0) . (1e)

We show that the extension of the fluid velocity vε by zero and some extension of the pressure pε converges 
weakly as ε → 0 to the solution (v, p) of the Darcy-type law with memory (2). The effective equations are 
dfined on the macroscopic limit domain Ω. The domain Ω is approximated by Ωε(t) in the sense that Ω is the 

interior of the support of the weak limit of the characteristic function of Ωε(t), i.e. Ω = int
(
supp

(
1Ωε(t)

))
, 

where 1U denotes the characteristic function for a measurable set U . A precise definition of Ω is given below.

1.2. Homogenisation result

The homogenisation result is a Darcy-type law with memory and is given by the following integro--
differential equation:

v(t, x) = ain(t, x) + 1 
μ

t ∫
0 

K(s, t, x)(f(s, x) −∇p(s, x)) ds in (0, T ) × Ω , (2a)
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div(v) = − d 
dtΘ in (0, T ) × Ω , (2b)

p = pb on (0, T ) × ∂Ω . (2c)

The permeability-type coefficient K and the initial velocity ain can be computed by means of the solutions 
of the cell problems (4) and (6). In (2b), the right-hand side of the divergence condition is formulated for the 
case of a no-slip boundary condition at the fluid–solid interface in the microscopic model, i.e. for the case 
that the velocity vΓε

and thus the fluid velocity at the interface Ωε(t) is equal the velocity of the interface. 
For this model, we obtain the simplfied right-hand side of (2b) given by − d 

dtΘ, where Θ is the porosity of 
the local reference cell Y ∗(t, x) at the macroscopic position x ∈ Ω at time t ∈ (0, T ). For a general velocity 
field v̂Γε

, the right-hand side depends on its two-scale limit and is formulated in (44).
The cell problems are dfined on the local evolving reference cells Y ∗(t, x), where Y ∗(t, x) ⊂ (0, 1)d is 

given by the two-scale limit of Ωε(t) in the sense that 1Ωε(t)(x) two-scale converges to 1Y ∗(t,x)(y), where 
the periodic extension of Y ∗(t, x) is, for a.e. (t, x) ∈ Ω × (0, T ), a Lipschitz set.

The permeability tensor K(s, t, x) is dfined for a.e. (t, x) ∈ (0, T ) × Ω and every s ∈ (0, t) and i, j ∈
{1, . . . , d} by

Kji(s, t, x) :=
∫

Y ∗(t,x)

ζi(s, t, x, y) · ej dy , (3)

where (ζi(s, x, t, y), πi(s, x, t, y)) for i ∈ {1, . . . , d} are the solutions of the cell problems (4). The parameters 
(s, x) ∈ (0, T ) × Ω denote the initial time for the cell problem and the macroscopic position, respectively,

∂tζi − Δyyζi + ∇yπi = 0 in Y ∗(t, x), t ∈ (s, T ) , (4a)

divy ζi = 0 in Y ∗(t, x), t ∈ (s, T ) , (4b)

ζi = 0 on Γ(t, x), t ∈ (s, T ) , (4c)

ζi = ei in Y ∗(s, x) . (4d)

The initial value ain is given by

ain(t, x) :=
∫

Y ∗(t,x)

ζ0(t, x) dy, (5)

where (ζ0(x, t, y), π0(x, t, y)) is the solution of the following cell problem (6):

∂tζ0 − μΔyyζ0 + ∇yπ0 = 0 in Y ∗(t, x), t ∈ (0, T ) , (6a)

divy ζ0 = 0 in Y ∗(t, x), t ∈ (0, T ) , (6b)

ζ0 = 0 on Γ(t, x), t ∈ (0, T ) , (6c)

ζ0 = vin
0 in Y ∗(0, x) (6d)

and vin
0 is the two-scale limit of the initial values vin

ε of the Stokes problem (1).

1.3. Homogenisation approach

In order to homogenise (1), we transform the evolving domain to a periodically perforated fixed reference 
domain. We homogenise the resulting substitute equations on this substitute domain. This leads to two
pressure Stokes equations in the (time-cylindrical) two-scale substitute domain. Separating the microscopic 
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Fig. 2. Two-scale transformation method. 

and macroscopic spatial variable leads to a Darcy law with memory for evolving microstructure comple
mented by cell problems. We transform the two-pressure Stokes equations, the Darcy law with memory for 
evolving microstructure and the associated cell problems back to the evolving local reference cell. This leads 
in particular to the transformation-independent homogenisation result (2). This approach is illustrated in 
Fig. 2. 

In [50], it is shown that the transformation and homogenisation commute and, thus, the Darcy law with 
memory for evolving microstructure (2) is also the limit result for the Stokes equations (1).

1.4. Literature overview

Based on the results of experiments, Henry Darcy presented a fundamental principle of fluid mechanics 
in porous media [18]. Darcy’s law states that the rate of flow through porous media is directly proportional 
to the negative hydraulic gradient and inversely proportional to the viscosity of the fluid with the perme
ability coefficient as proportionality factor. It can be derived mathematically by means of homogenising 
the (Navier–)Stokes equations in a perforated domain. In particular, this mathematical approach provides 
a better understanding of the effects of the microscopic geometry on the permeability coefficient. First 
upscaling approaches used formal two-scale asymptotic expansion and are presented in [25,28,44].

The main difficulty in the rigorous homogenisation of the Stokes equations lies in the uniform a pri
ori estimate of the pressure. Tartar overcame this problem by constructing a restriction operator [47] 
and provided a rigorous proof of the homogenisation procedure. This operator was extended by Allaire 
to allow the homogenisation in the case where the solid space of the porous medium is also connected 
[2]. A modfication of this restriction operator [29] allowed the consideration of different boundary con
ditions at the pore interfaces. Furthermore, an extension of the restriction operator from H1 to W 1,p

integrability enables the homogenisation of the Navier–Stokes equations [33]. A different approach for the 
derivation of the a priori estimates was presented by Zhikov in [54], who constructed a family of ε-scaled 
operators, which are right-inverses of the divergence operator. In particular, these operators enable a con
struction of a restriction operator in the sense of [47] with weaker estimates, which are still sufficient in 
order to show the strong convergence of the pressure [35]. For the construction of these right-inverse di
vergence operators, the extension operators of [1] are used. Such ε-scaled right-inverse operators become 
useful for the homogenisation of the compressible (Navier–)Stokes equations [31] or in our case, where 
the domain evolution motivates inhomogeneous Dirichlet boundary conditions leading to an inhomoge
neous divergence condition. While these works considered Dirichlet or periodic boundary conditions at 
the boundary of the macroscopic domain, the case of normal stress boundary conditions is considered 
in [20].

The upscaling of the instationary Stokes equations was first studied by formal two-scale asymptotic 
expansion in [28] and rigorous homogenisation results are proven in [6] and [34]. The result is a Darcy 



D. Wiedemann, M.A. Peter / J. Math. Anal. Appl. 546 (2025) 129222 5

law with memory, which is an integro–differential equation and can be approximated for large times and 
constant force by the classical Darcy law [34]. However, the ε-scaling of the viscosity becomes crucial and, 
for different scaling, the time derivative can vanish in the homogenisation limit leading directly to the 
stationary Darcy equation [33].

The above-mentioned works considered the case where the porosity remains constant for ε → 0. For the 
case of isolated obstacles, it is possible to scale the obstacles asymptotically smaller than the periodicity 
size ε, i.e. the obstacles are of size εα for α > 1 [4,3]. The homogenisation result depends on the exact value 
of α and leads for asymptotically small obstacles to the Stokes equations itself, for critically scaled obstacles 
to the Brinkman equation and for asymptotically large obstacles to a Darcy law. The permeability tensor 
for the Darcy law differs from the case of obstacles of size ε, see [5].

The above-mentioned homogenisation results deal with the case of a fixed microstructure. For an evolving 
domain, the quasi-stationary Stokes equations have recently been homogenised in [52]. There, the geometrical 
setting is the same as in the work presented here, but the Stokes equations are considered without the time
derivative term.

The consideration of an evolving microstructure is motivated by many different physical, chemical and 
biological applications. For example, for dissolution and precipitation in a porous medium, a precipitate layer 
may be added to or be dissolved from the pore walls, implying that the overall solid part (and, implicitly, 
the void space) is evolving. In [49,41,42,12,43,45,46,13], such processes are modelled as free boundaries by 
means of a level-set function or phas-field approaches. However, these models are only formally upscaled 
by asymptotic two-scale expansions. A numerical computation of the effective permeability and porosity for 
a parameterised microstructure in the context of evolving microstructures is presented in [11].

For given or one-way coupled microstructure evolution, reaction–diffusion models are transformed to a 
periodic substitute domain and then rigorously homogenised in [38--40]. This approach is also used in the con
text of elasticity in [19], for an advection–reaction--diffusion equation in [22] and the for the quasi-stationary 
Stokes flow in [52]. For a general class of transformations, it was shown in [50] that the homogenisation and 
the transformation commutes, which justfies this transformation approach. Moreover, it was shown how the 
two-scale limit equations and the cell problems can be transformed back into a transformation-independent 
limit result. We refer also to [53] for a more detailed overview on this transformation approach. In [52], the 
quasi-stationary Stokes equations for evolving microstructure are homogenised. There, as in this work, the 
transformation to the fixed periodically perforated substitute domain leads to transformation matrices in 
the symmetrised gradient in the substitute equations. A uniform Korn-type inequality for such two-scale 
transformed symmetric gradients is derived in [52]. We use this Korn-type inequality also for the derivation 
of the a priori estimates here. This two-scale transformation approach was further used in [21,51] for the 
rigorous homogenisation of a reaction–diffusion problem with free boundary, where the evolution of the 
domain is coupled with the unknown concentration. In [23], the reaction–diffusion is extended by advective 
transport, where the advection velocity is modelled by quasi-stationary Stokes flow as in [52].

The homogenisation of fluid flow in evolving porous media is also important for problems in poroe
lasticity. The first linear theory was developed by Biot (cf. [8,9]). Starting with a description of the 
microporomechanics by equations of elasticity and fluid flow, effective equations can also be derived by 
means of homogenisation, cf. [27], [16] or, in the context of thermo-poroelasticity [15,48]. However, in order 
to pass rigorously to the homogenisation limit, the Stokes problem was linearised by assuming that the fluid 
domain is constant in time (cf. [32]). Recently, the corresponding non-linear model received considerable 
attention and micro–macro transformations are used for the formal upscaling of Stokes flow [14,17,36] and 
other transport processes in deformable media [26]. In this paper, we provide a rigorous homogenisation 
result for the decoupled Stokes problem, which is also a step towards the homogenisation of the fully coupled 
fluid–structure interaction problem.
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1.5. Organisation of this paper

This paper is organised as follows: In Section 2, we formulate the ε-scaled problem, the instationary Stokes 
equations in the evolving domain. We present the assumptions on the domain and its evolution by means of 
the periodically perforated reference domain and the existence of transformation mappings. In Section 3, we 
transform the Stokes equations to the substitute domain. For the resulting substitute problem, we show the 
existence and uniqueness of a solution as well as uniform a priori estimates in Section 4. Having the a priori 
estimates at hand, we can pass to the homogenisation limit ε → 0 for the substitute equations in Section 5. 
This leads to a system of two-pressure Stokes equations in the in-time-cylindrical two-scale domain. In 
Section 6, we separate the micro- and macroscopic spatial variable in the limit equations and derive a Darcy 
law with memory with cell problems dfined on the fixed substitute cell but with transformation coefficients. 
We transform the two-pressure Stokes equations and the Darcy law with its cell problems back to the actual 
evolving domain in Section 7. The result is the Darcy law with memory for evolving microstructure (2). 
This homogenised equation as well as the cell problems are formulated without transformation quantities 
in the evolving domain and, hence, are transformation-independent.

1.6. Notations

Let d, n,m ∈ N and U ⊂ Rd. For a function u : U → R, a vector field v : U ⊂ Rn and a matrix-valued 
function M : U → Rm×n, we use the following notation for its derivatives. For x ∈ U , we write ∇u(x) ∈ Rd

for the gradient of u at x ∈ U , i.e. (∇u)i(x) := ∂xi
u(x), and ∂xu(x) := ∇u�(x) ∈ R1×d for its transposed. 

We denote the Jacobian matrix of v at x ∈ U by ∇�v(x) := ∂xv(x) ∈ Rn×d i.e. ∂xv(x)ij := ∂xj
vi(x)

and its transposed by ∇v(x) = ∂xv
�(x). Moreover, for v : U ⊂ Rd, we dfine the divergence div v(x) =∑d

i=1 ∂xi
vi(x). For a matrix-valued function M , we write ∂xM(x) ∈ R(m×n)×d for its derivative at x ∈ U , 

i.e. ∂xA(x)jki := ∂xi
Ajk(x) and ∇A(x) := (∂xA(x))� ∈ Rd×(m×n), where the transposed is dfined by 

∇A(x)ijk := ∂xA(x)jki = ∂xi
Ajk(x). Moreover, for a matrix-valued function M : U → Rd×n, we dfine 

the divergence by its columns, i.e. div(A(x)) ∈ Rn with div(A(x))j := div((A(x)ij)di=1). Having the above 
notations, we can dfine the scalar- and vector-valued Laplace operator, i.e. for u : U → R and v : U → Rn, 

we dfine Δu := div∇u(x) =
d ∑

i=1
∂xi

∂xi
u(x) and Δv(x) := div∇v(x) = (

∑d
i=1 ∂xi

∂xi
vj(x))nj=1 for x ∈ U , 

which gives (Δv(x))j = Δvj(x).
For these notations, we have the following product rules ∂x(uv) = v∂xu+ u∂xv, ∂x(uA) = a∂xu+ u∂xA, 

∂x(Av) = v�∂xA+A∂xv, div(uv) = u div(v)+∇u·v, div(uA) = u div(A)+A� : ∇u, div(Av) = div(A)·v+A :
∇v.

We write 1 for the identity matrix and Adj(A) for the adjugate matrix of A, i.e. Adj(A)A = det(A)1. 
With the above notation for derivatives, the Piola identity is written as div(Adj(∂xv)) = 0.

We use the subscript # to denote the periodicity of a function space, i.e. for a domain U ⊂ (0, 1)d, 
C#(U) denotes the subset of continuous functions on Rn, which are Y -periodic. Similarly, we write H1

#(U)
to indicate the periodicity. Moreover, for a V ⊂ ∂U , we write CV (U) and H1

V (U) for the restriction of 
functions which are zero on V or have zero trace on V , respectively. We combine these subscripts in order 
to indicate the restriction to the intersection of the corresponding subsets, i.e. H1

#V (U) := H1
#(U)∩H1

V (U). 
We denote by L2

0(U) the subset of functions in L2(U) with zero mean.
We use C > 0 as generic constant which can change during estimates but is independent of ε.

2. The ε-scaled problem

2.1. Geometry

We describe the evolution of the geometry by means of a family of time-dependent and ε-scaled diffeo
morphisms ψε, which map a periodically perforated reference domain Ωε onto the actual domain Ωε(t) at 
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time t ∈ [0, T ]. We formulate the assumptions on the domains Ωε(t) indirectly by means of assumptions on 
the reference domain Ωε and the diffeomorphisms ψε.

Let (εn)n∈N be a positive sequence converging to zero, as for instance εn = n−1. In what follows, we 
write ε = (εn)n∈N .

2.2. Reference structure

Macroscopic domain We assume that the macroscopic domain Ω ⊂ Rd is open and bounded and con
sists of entire ε-scaled cells Y = (0, 1)d, i.e. let Kε := {k ∈ Zd | ε(k + Y ) ⊂ Ω}, we assume that 

Ω = int
( ⋃

k∈Kε

ε(k + Y )
)

.

Reference pore geometry We denote the open reference pore space in the periodicity cell by Y ∗ ⊂ Y

and its complementary solid part by Y s := Y \ Y ∗. We denote the periodic extensions of Y ∗ and Y s by 

Y ∗
# := int

( ⋃
k∈Zd

k + Y ∗

)
and Y s

# := int
( ⋃

k∈Zd

k + Y s

)
, respectively. We denote the interface of the pore 

and solid domain by Γ := ∂Y ∗
# ∩ ∂Y s

# ∩ [0, 1]d.
We assume that:

• 0 < |Y ∗|, |Y s| < 1,
• Y ∗

# and Y s
# are open sets with C1-boundary, which are locally located on one side of their boundary,

• Y ∗
# is connected.

For a detailed discussion of these assumptions, see [2].

The ε-scaled reference domains The ε-scaled reference pore space Ωε, the ε-scaled reference solid space 
Ωs

ε, their interface Γε and the reference outer boundary Λε are given by

Ωε := Ω ∩ εY ∗
# , Ωs

ε := Ω ∩ εY s
# , Γε := Ω ∩ ∂Ωε , Λε := ∂Ω ∩ ∂Ωε .

2.3. Evolving microdomain

In order to dfine the domains Ωε(t), we use a family of mappings ψε : [0, T ]×Ω → Ω. At time t ∈ [0, T ], 
we dfine the pore space Ωε(t), the solid space Ωs

ε(t), their interface Γε(t) and the outer boundary Λε(t) by

Ωε(t) := ψε(t,Ωε) , Ωs
ε(t) := ψε(t,Ωs

ε) , Γε(t) := ψε(t,Γε) , Λε(t) := ψε(t,Λε) .

We dfine the time–space sets by

ΩT
ε :=

⋃
t∈[0,T ]

{t} × Ωε(t) , ΩsT
ε :=

⋃
t∈[0,T ]

{t} × Ωs
ε(t) ,

ΓT
ε :=

⋃
t∈[0,T ]

{t} × Γε(t) , ΛT
ε :=

⋃
t∈[0,T ]

{t} × Λε(t) .

Assumptions on the transformations

Assumption 2.1 (Assumptions on the transformations). We assume that ψε has the following regularity:
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(R1) ψε ∈ C1([0, T ];C2(Ω;Rd)),
(R2) ψε(t, · ) is a C2-diffeomorphism from Ω onto Ω for every t ∈ [0, T ].

We assume that ψε satifies the following uniform bounds:

(B1) εl−1‖ψε − x‖C1([0,T ];Cl(Ω)) ≤ C for l ∈ {0, 1, 2},
(B2) det(∂xψε(t, x)) ≥ cJ for all (t, x) ∈ [0, T ] × Ω and some constant cJ > 0.

For the asymptotic behaviour of ψε, we assume that there exists a limit function ψ0, which satifies the 
following regularity conditions

(L1) ψ0 ∈ L∞(Ω;C1([0, T ];C2(Y ;Rd))),
(L2) ψ0(t, x, ·) : Y → Y is, for every t ∈ [0, T ] and a.e. x ∈ Ω, a C2-diffeomorphism,
(L3) the displacement mapping y 
→ ψ0(t, x, y)−y can be extended Y -periodically, i.e. (y 
→ ψ0(t, x, y)−y) ∈

L∞(Ω;C1([0, T ];C2
#(Y ;Rd)))

and we assume that the following strong two-scale convergences hold

(A1) ε−1(ψε(t, x) − x) 2, 2−−→−−−→ ψ0(t, x, y) − y,

(A2) ∂xψε
2, 2−−→−−−→ ∂yψ0,

(A3) ε∂x∂xψε
2, 2−−→−−−→ ∂y∂yψ0

(A4) ε−1∂tψε
2, 2−−→−−−→ ∂tψ0,

(A5) ∂x∂tψε
2, 2−−→−−−→ ∂y∂tψ0,

(A6) ε∂x∂x∂tψε
2, 2−−→−−−→ ∂y∂y∂tψ0.

The notation 
2, 2−−→−−−→ in Assumption 2.1(A1)--(A6) denotes the strong two-scale convergence (see Defini

tion A.1). Due to the uniform essential boundedness, which is given by Assumption 2.1(B1), the strong 
two-scale convergences in Assumption 2.1(A1)--(A6) hold also for arbitrary p ∈ (1,∞) instead of 2.

We use the following notation for the transformation quantities:

Ψε := ∂xψε , Jε := det(Ψε) , Aε := Adj(Ψε) ,

Ψ0 := ∂yψ0 , J0 := det(Ψ0) , A0 := Adj(Ψ0) .

We note that the above assumptions ensure that Jε ≥ cJ and, thus, Ψε is invertible and it holds Aε = JεΨ−1
ε . 

The uniform bound of Jε from below can be transferred to J0 via the strong two-scale convergence of ∂xψε

and one gets J0 ≥ cJ and, thus, also A0 = J0Ψ−1
0 .

For clarfication, we note that the uniform bounds in Assumption 2.1(B1) give

ε−1‖ψε − x‖L∞((0,T )×Ω) + ‖∂xψε‖L∞((0,T )×Ω) + ε‖∂x∂xψε‖L∞((0,T )×Ω) ≤ C ,

ε−1‖∂tψε‖L∞((0,T )×Ω) + ‖∂x∂tψε‖L∞((0,T )×Ω) + ε‖∂x∂x∂tψε‖L∞((0,T )×Ω) ≤ C .

Remark 2.2. The regularity assumptions on ψε allow us to transform the Stokes equations to the reference 
domain. The uniform estimates on ψε and its derivatives are crucial for the derivation of the uniform a 
priori estimates on the fluid velocity and the pressure. The asymptotic behaviour of ψε ensures that the 
coefficients in the transformed Stokes equations strongly two-scale converge and, hence, we can pass to the 
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homogenisation limit. Moreover, it guarantees that the homogenisation of the actual problem is equivalent 
to the homogenisation of the transformed problem, see [50].

Two-scale limit domain The two-scale limit domain of ΩT
ε should not be understood as a domain in 

(0, T ) × Ω × Y but rather as family of domains Y ∗(t, x) ⊂ Y with parameters (t, x) ∈ (0, T ) × Ω. In 
particular, for our homogenisation task it is not even necessary that Y ∗(t, x) is dfined for every x ∈ Ω. 
Indeed, it suffices that it is dfined for a.e. x ∈ Ω, where the null-set has to be chosen independent of the 
time t ∈ [0, T ]. Nevertheless, at some points it simplfies the notation if one dfines Y ∗(t, x) for every x ∈ Ω
and dfines the measurable set ΩT

0 as

ΩT
0 :=

⋃
(t,x)∈(0,T )×Ω

{t} × {x} × Y ∗(t, x) .

The set ΩT
0 and the domains Y ∗(t, x) can be obtained by means of the two-scale convergence of the char

acteristic function of ΩT
ε . In this sense, we obtain the reference domain Ωε as two-scale limit Y ∗ for every 

t ∈ [0, T ] and a.e. x ∈ Ω. The two-scale limit of the characteristic function 1Ωε
is given by the function 

1Ω×Y ∗ , which is an element of Lp(Ω × Y ) and, thus, it does not dfine the domain uniquely. Indeed, for 
a.e. x ∈ Ω, 1Ω×Y ∗(x, ·) provides only the domain Y ∗ \ N1(x) ∪ N2(x) up to null sets N1(x), N2(x) ⊂ Y . 
The non-uniqueness can be addressed by requiring that for a.e. x ∈ Ω the periodic extension of the do
main is a Lipschitz domain and we get Y ∗ = Y ∗ \ N1(x) ∪ N2(x). We address the non-uniqueness of 
the two-scale limit representative of 1Ωε(t) in the same way. This provides the sets Y ∗(t, x) for every 

t ∈ [0, T ] and a.e. x ∈ Ω. Lemma A.8 shows that 1(0,T )×Ωε
(t, x) 2, 2−−→−−−→ 1(0,T )×Ω×Y ∗(t, x, y) if and only 

if 1[0,T ]×Ωε
(t, x, ψ−1

ε (t, x)) 2, 2−−→−−−→ 1Ω×Y ∗(t, x, ψ−1
0 (t, x, y)). Thus, we can determine the two-scale limit for 

Ωε(t) and Ωs
ε(t) by

Y ∗(t, x) = ψ0(t, x, Y ∗) for every t ∈ [0, T ] and a.e. x ∈ Ω ,

Y s(t, x) = ψ0(t, x, Y s) for every t ∈ [0, T ] and a.e. x ∈ Ω .

Their interface, is given by

Γ(t, x) = ψ0(t, x,Γ) for every t ∈ [0, T ] and a.e. x ∈ Ω 

and we dfine analogously to ΩT
0 the solid region ΩsT

0 by

ΩsT
0 :=

⋃
(t,x)∈(0,T )×Ω

{t} × {x} × Y s(t, x) .

2.4. Weak formulation of the ε-scaled problem

We introduce the weak formulation for (1). We assume that the Dirichlet boundary values vΓε
and the 

normal pressure at the outer boundary can be extended to Ωε(t). We subtract these extensions from the 
unknowns vε and pε and dfine

wε := vε − vΓε
, win

ε := vin
ε − vΓε

(0) , qε := pε − pb,ε .

We use this substitution in (1), multiply the resulting equation by ϕ and integrate it over Ωε(t) and (0, T ). 
Integrating the divergence terms as well as the term with qε by parts and using the normal stress boundary 
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condition (1d) leads to the following weak form (7): Find (wε, qε) ∈ L2(0, T ;H1
Γε(t)(Ωε(t);Rd)) × L2(ΩT

ε )
with ∂twε ∈ L2(ΩT

ε ;Rd) such that

T∫
0 

∫
Ωε(t)

∂tvε · ϕ + ε2μ2∇swε : ∇ϕ− qε div(ϕ) dx dt

=
T∫

0 

∫
Ωε(t)

fε · ϕ− ∂tv̂Γε
· ϕ− ε2μ2∇sv̂Γε

: ∇ϕ−∇pb,ε · ϕ dx dt ,

(7a)

T∫
0 

∫
Ωε(t)

div(wε)φ dx dt = −
T∫

0 

∫
Ωε(t)

div(vΓε
)φ dx dt , (7b)

wε(0) = win
ε in Ωε(0) (7c)

holds for all (ϕ, φ) ∈ L2(0, T ;H1
Γε(t)(Ωε(t);Rd)) × L2(ΩT

ε ).
The space L2(0, T ;H1

Γε(t)(Ωε(t);Rd)) has to be understood as the subset of L2(0, T ;H1(Ω;Rd)) of func
tions which are zero in ((0, T )× Ω) \ ΩT

ε . The time-derivative in L2(ΩT
ε ) has to be understood in the sense 

that the extension of vε by 0 to Ω is in H1(0, T ;L2(Ω;Rd)) and ∂tvε is zero in ((0, T ) × Ω) \ ΩT
ε .

2.5. Assumptions on the data

Let fε ∈ L2(ΩT
ε ;Rd), vΓε

∈ H1(0, T ;H1(Ω);Rd), pb,ε ∈ L2(ΩT
ε ) with ∇xpb,ε ∈ L2(ΩT

ε ;Rd) and 
vin
ε ∈ H1(Ωε(0)). We assume that the initial values vin

ε and boundary values vΓε
are compatible, 

i.e. div(win
ε )) = − div(vΓε

(0)) and win
ε |Γε(0) = 0 for win

ε = vin
ε − vΓε

(0).
We assume that the data satisfy the following uniform bounds:

‖fε‖L2(ΩT
ε ) + ‖vin

ε ‖L2(Ωε(0)) + ε‖∇vin
ε ‖L2(Ωε(0)) ≤ C , (8a)

ε−1‖vΓε
‖L2((0,T )×Ω) + ‖∂xvΓε

‖L2((0,T )×Ω) + ε‖∂x∂xvΓε
‖L2((0,T )×Ω) ≤ C , (8b)

ε−1‖∂tvΓε
‖L2((0,T )×Ω) + ‖∂x∂tvΓε

‖L2((0,T )×Ω) + ε‖∂x∂x∂tvΓε
‖L2((0,T )×Ω) ≤ C . (8c)

The uniform estimates for vΓε
and its derivatives give the uniform estimate for the trace at t = 0

ε−1‖v̂Γε
(0)‖L2(Ω) + ‖∇v̂Γε

(0)‖L2(Ω) ≤ C

and, thus,

‖win
ε ‖L2(Ωε(0)) + ε‖∇win

ε ‖L2(Ωε(0)) ≤ C .

In order to state the assumptions on their asymptotic behaviour, we extend fε, pb,ε and vin
ε as well as their 

derivatives by zero to (0, T )×Ω and Ω, respectively, which we denote by ̃·. We assume that there exists f ∈
L2((0, T ) × Ω;Rd), vΓ ∈ L2(Ω;H1(0, T ;H2

#(Y ;Rd))), pb ∈ L2(0, T ;H1(Ω)), pb,1 ∈ L2((0, T ) × Ω;H1
#(Y )), 

vin
0 ∈ L2(Ω;H1

#(Y ;Rd))) with vin
0 (x, y) = 0 for y ∈ Y s(0, x) such that
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f̃ε
2, 2−−⇀−−−⇀ 1ΩT

0
f , ε−1vΓε

2, 2−−⇀−−−⇀ vΓ , ∂xvΓε

2, 2−−⇀−−−⇀ ∂yvΓ , ε∂x∂xvΓε

2, 2−−⇀−−−⇀ ∂y∂yvΓ , 

ε−1∂tvΓε

2, 2−−⇀−−−⇀ ∂tvΓ , ∂x∂tvΓε

2, 2−−⇀−−−⇀ ∂y∂tvΓ , ε∂x∂x∂tvΓε

2, 2−−⇀−−−⇀ ∂y∂y∂tvΓ ,

p̃b,ε
2, 2−−⇀−−−⇀ 1ΩT

0
pb , ̃∇pb,ε

2, 2−−⇀−−−⇀ 1ΩT
0
(∇xpb + ∇ypb,1) ,

ṽin
ε (x) 2, 2−−⇀−−−⇀ 1Y ∗(0,x)(y)vin

0 (x, y) , ε̃∂xvin
ε (x) 2, 2−−⇀−−−⇀ 1Y ∗(0,x)(y)∂yvin

0 (x, y) .

(9)

We note that vΓε
(0) is of order ε and ∇vΓε

(0) is of order 1. Thus, their contribution in the limit of the 
initial values win

ε vanishes and we get

w̃in
ε (x) 2, 2−−⇀−−−⇀ 1Y ∗(0,x)(y)ŵin

0 (x, y) , ε̃∂xwin
ε (x) 2, 2−−⇀−−−⇀ 1Y ∗(0,x)(y)∂yŵin

0 (x, y) 

for ŵin
0 = v̂in

0 .

3. Transformation of the micromodel

In this section, we transform the Stokes equations to the reference domain (0, T ) × Ωε by means of 
the Piola transformation and ψε. Moreover, we transform the data and the assumptions on their uniform 
bounds and convergence to the reference domain. We denote the transformed quantities by ·̂, i.e. we have 
the transformed unknowns

v̂ε(t, x) := Aε(t, x)vε(t, ψε(t, x)) , ŵε(t, x) := Aε(t, x)wε(t, ψε(t, x)) ,

p̂ε(t, x) := pε(t, ψε(t, x)) , q̂ε(t, x) := qε(t, ψε(t, x))

and the transformed data

f̂ε(t, x) := fε(t, ψε(t, x)) ,

v̂Γε
(t, x) := Aε(t, x)vΓε

(t, ψε(t, x)) , p̂b,ε(t, x) := pb,ε(t, ψε(t, x)) ,

v̂in
ε (x) := vin

ε (ψε(0, x)) , ŵin
ε (x) := win

ε (ψε(0, x)) .

The multiplication by A−1
ε becomes useful for the derivation of the existence results of the microscopic 

transformed problem since it avoids time-dependent coefficients in the divergence condition. Moreover, for 
the limit process it becomes useful since it avoids microscopically oscillating coefficients in the divergence 
condition.

For the transformation of the normal stress boundary condition at Λ(t), we note the following relation 
between the outer unit normal vector ν(ψε(t, x)) of Ωε(t) and the outer unit normal vector ν̂(x) of the 
reference coordinates Ωε.

‖Ψ−�
ε (t, x)ν̂(x)‖−1Ψ−�

ε (t, x)ν̂(x) = ν(ψε(t, x)) for every t ∈ [0, T ] and a.e. x ∈ ∂Ωε .

Transforming (1a) to the reference coordinates gives

∂t(A−1
ε v̂ε) −∇�(A−1

ε v̂ε)Ψ−1
ε ∂tψε − J−1

ε με2 div(Aε2∇̂s
εv̂ε) + Ψ−�

ε ∇p̂ε = f̂ε in (0, T ) × Ωε , (10a)

J−1
ε div(v̂ε) = 0 in (0, T ) × Ωε , (10b)

v̂ε = v̂Γε
on (0, T ) × Γε , (10c)(

−με22∇̂s
εv̂ε + p̂ε1

)
‖Ψ−�

ε (t, x)ν̂(x)‖−1Ψ−�
ε ν̂ = pb,ε‖Ψ−�

ε (t, x)ν̂(x)‖−1Ψ−�
ε ν̂ on (0, T ) × Λε , (10d)
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v̂ε(0) = v̂in
ε in Ωε , (10e)

∇̂s
εv̂ε := (Ψ−�

ε ∇(A−1
ε v̂ε) + (Ψ−�

ε ∇(A−1
ε v̂ε))�)/2 in (0, T ) × Ωε . (10f)

In order to derive the weak form, we multiply (10a) by Ψ�
ε , (10b) by Jε and (10d) by ‖Ψ−�

ε (t, x)ν̂(x)‖. 
We rewrite the resulting first term of (Ψ�

ε (10a)) by

Ψ�
ε (∂t(A−1

ε v̂ε) = ∂t(Ψ�
ε A

−1
ε v̂ε) − ∂tΨ�

ε (A−1
ε v̂ε)

and we get

∂t(Ψ�
ε A

−1
ε v̂ε) − ∂tΨ�

ε (A−1
ε v̂ε) − Ψ�

ε ∇�(A−1
ε v̂ε)Ψ−1

ε ∂tψε

−A�
ε με

2 div(Aε2∇̂s
εv̂ε) + ∇p̂ε = Ψ�

ε f̂ε in (0, T ) × Ωε .

Proceeding as in the derivation of the weak form for the untransformed equation, we obtain the following 
weak form:

Find (ŵε, q̂ε) ∈ L2(0, T ;H1
Γε

(Ωε;Rd))×L2((0, T )×Ωε) with ∂t(Ψ−�
ε A−1

ε ŵε), ∂tŵε ∈ L2((0, T )×Ωε;Rd)
such that ∫

(0,T )

∫
Ωε

∂t(Ψ�
ε A

−1
ε ŵε) · ϕ−

(
∂tΨ�

ε A
−1
ε ŵε − Ψ�

ε ∇�(A−1
ε ŵε)Ψ−1

ε ∂tψε

)
· ϕ

+ με2Aε2∇̂s
εŵε : ∇ϕ− q̂ε div(ϕ) dx dt 

=
∫

(0,T )

∫
Ωε

Ψ�
ε f̂ε · ϕ− ∂t(Ψ�

ε A
−1
ε v̂Γε

) · ϕ−∇p̂b,ε · ϕ

+
(
∂tΨ�

ε A
−1
ε v̂Γε

− Ψ�
ε ∇�(A−1

ε v̂Γε
)Ψ−1

ε ∂tψε

)
· ϕ− με2Aε2∇̂s

ε : v̂Γε
∇ϕ dx dt ,

(11a)

∫
(0,T )

∫
Ωε

φ div(ŵε) dx dt = −
∫

(0,T )

∫
Ωε

φ div(v̂Γε
) dx dt , (11b)

ŵε(0) = ŵin
ε (11c)

for all (ϕ, φ) ∈ L2(0, T ;H1
Γε

(Ωε;Rd)) × L2(0, T ;L2(Ωε)).

Transformation of the data For the transformed data f̂ε, v̂Γε
, p̂b,ε and v̂in

ε , we can transfer the uniform 
bounds with Lemma A.6 and obtain:

Lemma 3.1 (Uniform bounds of the transformed data). Let f̂ε, v̂Γε
, p̂b and win

ε be given as above. Then, 
there exists a constant C > 0 such that

‖f̂ε‖L2((0,T )×Ωε) + ‖ŵin
ε ‖L2(Ωε) + ε‖∇ŵin

ε ‖L2(Ωε) ≤ C , (12a)

ε−1‖v̂Γε
‖L2((0,T )×Ωε) + ‖∂xv̂Γε

‖L2((0,T )×Ωε) + ε‖∂x∂xv̂Γε
‖L2((0,T )×Ωε) ≤ C , (12b)

ε−1‖∂tv̂Γε
‖L2((0,T )×Ωε) + ‖∂x∂tv̂Γε

‖L2((0,T )×Ωε) ≤ C . (12c)

Moreover, ŵin
ε is compatible i.e. ŵin

ε ∈ H1
Γε

(Ωε;Rd) and div(ŵin
ε ) = − div(v̂Γε

).

Proof. The uniform estimates for f̂ε, ŵin
ε and ∇ŵin

ε can be deduced with Lemma A.6 and Remark A.9.
To derive the uniform estimates on v̂Γε

, we note that the uniform estimates on vΓε
and Lemma A.6 pro

vide a uniform estimate for ε−1‖vΓε
(t, ψε(t, x))‖L2((0,T )×Ω), ‖∂xvΓε

(t, ψε(t, x))‖L2((0,T )×Ω) and ε‖∂x∂xvΓε
(t, 
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ψε(t, x))‖L2((0,T )×Ω). We apply the product rule on v̂Γε
and, together with the estimates on Aε and its 

spatial derivatives given in Lemma A.5, we get (12b).
In order to derive (12c), we note that

∂tv̂Γε
(t, x) =∂tAε(t, x)vΓε

(t, ψε(t, x)) + Aε(t, x)∂tvΓε
(t, ψε(t, x)) + Aε(t, x)∂xvΓε

(t, ψε(t, x))∂tψε(t, x) 

and, hence, the estimates on Aε given in Lemma A.5 together with the estimates on v̂Γε
provide the uniform 

bound on ε−1∂tv̂Γε
. Taking the derivative with respect to x in the previous equation and employing the 

product rule, one can similarly deduce the uniform estimate on ∂x∂tv̂Γε
.

The compatibility of the initial values, i.e. div(ŵin
ε )) = − div(v̂Γε

(0)) and ŵin
ε |Γε(0) = 0 for ŵin

ε = v̂in
ε −

v̂Γε
(0) is preserved under the transformation. �
With Lemma A.8, we can also transform the two-scale convergences of the data arguing similarly as in 

the proof of Lemma 3.1. We get for f̂ = f ∈ L2((0, T ) × Ω;Rd), v̂Γ ∈ H1(0, T ;L2(Ω;H1
#(Y ;Rd))) with 

v̂Γ(t, x, y) = vΓ(t, x, ψ0(t, x, y)), p̂b = pb ∈ L2(0, T ;H1(Ω)), p̂b,1 ∈ L2((0, T ) × Ω;H1
#(Y )) with p̂b,1 =

pb,1(t, x, ψ0(t, x, y)) + (ψ0(t, x, y) − y) · ∇pb, v̂in
0 ∈ L2(Ω;H1(Y ) with v̂in

0 (x, y) = vin
0 (x, ψ0(0, x, y)) that

˜̂
fε

2, 2−−⇀−−−⇀ 1Y ∗f , ε−1v̂Γε

2, 2−−⇀−−−⇀ 1Y ∗ v̂Γ , ∂xv̂Γε

2, 2−−⇀−−−⇀ 1Y ∗∂y v̂Γ , ε∂x∂xvΓε

2, 2−−⇀−−−⇀ ∂y∂yvΓ ,

ε−1∂tv̂Γε

2, 2−−⇀−−−⇀ ∂tv̂Γε
, ∂x∂tvΓε

2, 2−−⇀−−−⇀ ∂y∂tvΓ , εv̂Γε

2, 2−−⇀−−−⇀ v̂Γ ,

p̂b,ε
2, 2−−⇀−−−⇀ 1Y ∗ p̂b, ̃∇p̂b,ε

2, 2−−⇀−−−⇀ 1Y ∗(∇xp̂b + ∇yp̂b,1) ,

˜̂win
ε (x) 2, 2−−⇀−−−⇀ 1Y ∗(y)ŵin

0 (x, y) , ̃ε∂xŵin
ε (x) 2, 2−−⇀−−−⇀ 1Y ∗(y)∂yŵin

0 (x, y) .

(13a)

As in the untransformed case, we get ŵin
0 = v̂in

0 .

4. Existence and a priori estimates for the microscopic problem

In this section, we show the existence and uniqueness of a solution of (11). Moreover, we derive the 
uniform a priori estimates (14) for the solution.

Theorem 4.1 (Existence, uniqueness and a priori estimates of the solution of the Stokes equations). For 
every ε > 0, there exists a unique solution (ŵε, q̂ε) ∈ L2(0, T ;H1

Γε
(Ωε;Rd)) × L2((0, T ) × Ωε) with ∂tŵε ∈

L2((0, T ) × Ωε;Rd) of (11). Moreover, there exists a constant C > 0 such that for every ε > 0

‖ŵε‖L2((0,T )×Ωε) + ε‖∇ŵε‖L2((0,T )×Ωε) + ‖q̂ε‖L2((0,T )×Ωε) ≤ C . (14)

4.1. Abstract results for differential–algebraic equations

In order to derive the existence and uniqueness of a solution of (11), we use a generic existence result 
for differential–algebraic operator equations from [55], which is given in Proposition 4.5. For Banach spaces 
X,Y , we denote by L(X,Y ) the linear continuous operators from X to Y and by ‖ · ‖L(X,Y ) the operator 
norm. We use the following notation of [55, Definition 4.3] based on [24, p. 74].

Definition 4.2 (Measurability). Let X be a Banach space. An abstract function u : [a, b] → X is called 
Bochner measurable if a sequence (un)n∈N of simple functions exists such that un(t) → u(t) in X as n → ∞
at almost every t ∈ [a, b].

Moreover, let A : [0, T ] → L(X,Y ) be an operator-valued function.
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• It is called uniformly measurable if t 
→ A(t) is Bochner measurable in L(X,Y ).
• It is called strongly measurable if, for every x ∈ X, t 
→ A(t)x is Bochner measurable in Y .

We consider the set of operator-valued functions following [55, Definition 4.8].

Definition 4.3 (The space Lp[0, T ;L(X,Y )]). For Banach spaces X, Y with X separable, we say A : [0, T ] 
→
L(X,Y ) belongs to Lp[0, T ;L(X,Y )] for p ∈ [1,∞] if A is strongly measurable, t 
→ ‖A(t)‖L(X,Y ) is Lebesgue 
measurable and ‖A‖Lp[0,T ;L(X,Y )] := ‖‖A(·)‖L(X,Y )‖Lp(0,T ) < ∞.

Note that Lp[0, T ;L(X,Y )] does not coincide with the Bochner space Lp(0, T ;L(X,Y )) since elements 
A ∈ Lp(0, T ;L(X,Y )) have to satisfy the more restrictive uniform measurability in L(X,Y ). We refer to [55, 
p. 23f] and [10, p. 75] for a more detailed discussion and note that, in particular, L(X,Y ) is not necessarily 
separable even if X and Y are separable.

Similarly to the concept of strong measurability, we consider the derivative for operator-valued functions 
in Lp[0, T ;L(X,Y )] by fixing x ∈ X as in [55, Definition 4.13].

Definition 4.4 (The space W k,p[0, T ;L(X,Y )]). Let X, Y be Banach spaces, X separable and A : [0, T ] →
L(X,Y ) be strongly measurable. Assume that t 
→ A(t)x has a k-th generalised derivative d 

dt(A(·)x) for 
some k ∈ N and every x ∈ X, i.e. the distributional derivative d 

dt (A(·)x) is in L1
loc(0, T ;Y ). Then, the k-th 

derivative A(k) : [0, T ] → L(X,Y ) of A is A(k)(t)x := dk

dtk (A(·)x).
For p ∈ [1,∞], we say A : [0, T ] 
→ L(X,Y ) belongs to W k,p[0, T ;L(X,Y )], if A(i) ∈ Lp[0, T ;L(X,Y )] for 

every i ∈ {0, . . . , k}. We write Hk[0, T ;L(X,Y )] := W k,2[0, T ;L(X,Y )].

Proposition 4.5 (Existence result for operator differential–algebraic equations). Let V , H, Q be separable 
Hilbert spaces. Assume V , H, V ∗ form a Gelfand triple with embedding constant CV ↪→H of V in H. Let 
T > 0, M ∈ H1[0, T ;L(H,H∗)], A ∈ L∞[0, T ;L(V, V ∗)], B ∈ L(V,Q∗) and F = F (1) + F (2) for F (1) ∈
L2(0, T ;H∗), F (2) ∈ W 1,1(0, T ;V ∗), G ∈ H1(0, T ;Q∗) and vin ∈ V with Bvin = G(0). Assume that M is 
self-adjoint and uniformly elliptic with constant μM > 0, i.e. for every t ∈ [0, T ] and every v ∈ H

M(t)(v, v) ≥ μM‖v‖2
H ,

assume A can be decomposed in A = A(1) + A(2) with A(1) ∈ L∞[0, T ;L(V ;V ∗)] and A(2) ∈
L∞[0, T ;L(V ;H∗)] such that A(1) is self-adjoint and there exist constants μA(1) , κA(1) such that for 
a.e. t ∈ (0, T ) and every v ∈ ker(B)

A(1)(t)(v, v) ≥ μA(1)‖v‖2
V − κA(1)‖v‖2

H . (15)

Moreover, we assume that B is inf–sup stable with constant μB, i.e.

inf
q∈M\{0}

sup
v∈V \{0}

B(v, q) 
‖q‖Q‖v‖V

≥ μB .

Then, there exists a unique (v, p) ∈ C([0, T ];V ) ∩H1(0, T ;H) × L2(0, T ;Q) such that for a.e. t ∈ (0, T )

d 
dt (M(t)v(t))) + (A(t) − 1

2
. 
M(t))v(t)) − B∗p(t) = F (t) in V ∗ , (16a)

Bv(t) = G(t) in Q∗ , (16b)

v(0) = vin in V . (16c)
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Moreover, there exists a constant C, which depends only on T , ‖M‖H1[0,T ;L(H,H∗)], ‖A(1)‖L∞[0,T ;L(V,V ∗)], 
‖A(2)‖L∞[0,T ;L(V,H∗)], μM, μA(1) , κA(1) , μB, CV ↪→H such that

‖v‖C([0,T ];V )+‖v‖H1(0,T ;H) + ‖q‖L2(0,T ;Q)

≤ C(‖F (1)‖L2(0,T ;H∗) + ‖F (2)‖W 1,1(0,T ;V ∗) + ‖G‖H1(0,T ;Q∗) + ‖u0‖V ) .

Proof. For the case that A(1) is uniformly elliptic and F2 = 0 the result is shown in [55, Theorem 7.24]. 
Remark [55, Theorem 7.25] extends it to the case F2 
= 0. The case that A(1) satifies only the weaker Gårding 
inequality (15) can be reduced to this case by reformulating and rescaling (16a) (see [55, Remark 7.1]). �
4.2. Application to the microscopic problem

We reformulate the weak form of the Stokes equations (11) in the generic setting of Proposition 4.5. We 
account for the ε-parameter by means of the subscript ε.

Let Vε := H1
Γε

(Ωε;Rd), Hε := L2(Ωε;Rd), Qε := L2(Ωε) with the norms

‖v‖Vε
:= ε‖∇v‖L2(Ωε) for v ∈ Vε ,

‖v‖Hε
:= ‖v‖L2(Ωε) for v ∈ Hε ,

‖q‖Qε
:= ‖q‖L2(Ωε) for q ∈ Qε .

We dfine the operators Mε ∈ H1[0, T ;L(Hε, H
∗
ε )], Aε ∈ L∞[0, T ;L(Vε, V

∗
ε )] with Aε = A(1)

ε + A(2)
ε for 

A(1)
ε ∈ H1[0, T ;L(Vε, V

∗
ε )] and A(2)

ε ∈ H1[0, T ;L(Vε, H
∗
ε )], Bε ∈ L(Vε, Q

∗
ε) as well as the right-hand sides 

F
(1)
ε ∈ L2(0, T ;H∗

ε ), F (2)
ε ∈ W 1,1(0, T ;V ∗

ε ) and Gε ∈ H1(0, T ;Q∗
ε) by

Mε(t)(u, v) :=
∫
Ωε

Ψ−�
ε (t)A−1

ε (t)u · v dx for u, v ∈ Hε ,

Aε(t)(u, v) := A(1)
ε (t)(u, v) + A(2)

ε (t)(u, v) for u, v ∈ Vε ,

A(1)
ε (t)(u, v) :=

∫
Ωε

με2Aε(t)2∇̂s
ε(t)v : ∇(A−1

ε (t)v) dx for u, v ∈ Vε ,

∇̂s
ε(t)u := (Ψ−�

ε (t)∇(A−1
ε (t)u) + (Ψ−�

ε (t)∇(A−1
ε (t)u))�)/2 for u ∈ Vε ,

A(2)
ε (t)(u, v) := −

∫
Ωε

(
∂tΨ�

ε (t)A−1
ε (t)u− Ψ�

ε (t)∇�(A−1
ε (t)u)Ψ−1

ε (t)∂tψε(t)
)
· v dx dt 

+ 1
2

. 
Mε(t)(u, v) for u ∈ Vε, v ∈ Hε ,

Bε(v, q) :=
∫

(0,T )

∫
Ωε

q div(v) dx dt for v ∈ Vε, q ∈ Qε ,

F (1)
ε (t)(ϕ) :=

∫
(0,T )

∫
Ωε

(Ψ�
ε (t)f̂ε(t) −∇p̂b,ε(t)) · ϕ dx−Mε(t)(v̂Γε

(t), ϕ) for ϕ ∈ Hε ,

F (2)
ε (t)(ϕ) := −Aε(t)(v̂Γε

(t), ϕ) for ϕ ∈ Vε ,

Gε(t)(q) := −Bε(v̂Γε
(t), q) for q ∈ Qε .

Thus, we have rewritten the weak form (11) in the generic setting of Proposition 4.5:
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d 
dt (Mε(t)ŵε(t)) + (Aε(t) − 1

2

. 
Mε(t))ŵε(t)) − B∗

ε q̂ε(t) = Fε(t) in V ∗
ε (17a)

Bεŵε(t) = Gε(t) in Q∗
ε , (17b)

ŵε(0) = ŵin
ε in V ∗

ε . (17c)

In order to deduce the uniform bounds (14) from Proposition 4.5, it is essential that we estimate the 
embedding constant CV ↪→H , the Gårding inequality constants μA(1)

ε
and κA(1)

ε
as well as the inf–sup constant 

μBε
uniformly.

We obtain a uniform estimate for the embedding constant CV ↪→H from the following ε-scaled Poincaré 
inequality.

Lemma 4.6 (ε-scaled Poincaré inequality). There exists a constant cP such that for every v ∈ H1
Γε

(Ωε;Rd)

‖v‖L2(Ωε) ≤ εcP‖∇v‖L2(Ωε) .

Proof. Lemma 4.6 is a standard result and can be shown by covering Ωε with ε-scaled copies of Y ∗. Scaling 
them on Y ∗ and applying the Poincaré inequality for piecewise zero boundary values there and scaling back 
yields the estimate. �

The uniform inf–sup constant can be deduced from the following ε-scaled right-inverse of the divergence 
operator.

Lemma 4.7 (ε-scaled right-inverse of the divergence operator). There exists a family of linear continuous op
erators div−1

ε : L2(Ωε) → H1
Γε

(Ωε;Rd), which are right inverse to the divergence, i.e. div ◦ div−1
ε = idL2(Ωε), 

and there is a constant C > 0 such that for all f ∈ L2(Ωε)

‖ div−1
ε (f)‖L2(Ωε) + ε‖∇(div−1

ε (f))‖L2(Ωε) ≤ ‖f‖L2(Ωε) .

Lemma 4.8. Lemma 4.7 is shown in [52, Lemma 3.12] employing the extension operators of [47,2].

For the Gårding inequality (15), it becomes crucial to estimate the symmetrised gradient ∇̂s
ε. Here we 

use the following Korn inequality

Lemma 4.9 (Korn-type inequality for two-scale transformations). There exists a constant α such that for 
every ε > 0, a.e. t ∈ (0, T ) and every v ∈ H1

Γε
(Ωε;Rd)

α‖v‖2
L2(Ωε) ≤ ‖Ψ−�

ε (t)∇v + Ψ−�
ε (t)∇v‖2 .

Proof. A proof is given in [52, Lemma 3.6]. �
Proof of Theorem 4.1. We show Theorem 4.1 by means of Proposition 4.5. In order to derive the estimate 
(14), we show a uniform estimate for the continuity constant CV ↪→H of the embedding Vε → Hε, uniform 
bounds for the operators Mε, Aε, A(1)

ε , A(2)
ε , the right-hand sides F (1)

ε , F (2)
ε and Gε, the initial value vε as 

well as the ellipticity constant μMε
of Mε, the Gårding inequality constants μA(1)

ε
and κA(1)

ε
of A(1)

ε and 
the inf–sup constant of μBε

of Bε.
For the following estimates on the operators, the uniform estimate for the transformation coefficients 

becomes crucial, which is given in Lemma A.5.

• Embedding constant CV ↪→H : The Poincaré estimate from Lemma 4.6 provides a uniform embedding 
constant CV ↪→H , i.e. for every v ∈ Vε, it holds



D. Wiedemann, M.A. Peter / J. Math. Anal. Appl. 546 (2025) 129222 17

‖v‖Hε
= ‖v‖L2(Ωε) ≤ CV ↪→Hε‖∇v‖L2(Ωε) = CV ↪→H‖v‖Vε

. (18)

• Operator Mε: Noting that A−1
ε = J−1

ε Ψε, we obtain for every t ∈ [0, T ] that Mε(t) is self-adjoint from

Mε(t)(v, w) =
∫
Ωε

Ψ�
ε (t)A−1

ε (t)v · w dx =
∫
Ωε

v · (Ψ�
ε (t)J−1

ε Ψε(t))�w dt =

=
∫
Ωε

v · Ψ�
ε (t)A−1

ε (t)w dt = Mε(t)(w, v) .

We note that for a.e. t ∈ [0, T ] and u, v ∈ Hε

. 
Mε(t)(u, v) =

∫
Ωε

∂t(Ψ−�
ε (t)A−�

ε (t))u · v dx .

Since Ψ−�
ε , A−�

ε and ∂tΨ−�
ε , ∂tA−�

ε are bounded in L∞((0, T ) × Ωε)d×d, we can estimate with the 
Hölder inequality

‖Mε‖L2[0,T ;L(Hε,H∗
ε )] ≤ C‖Ψ−�

ε ‖L∞((0,T )×Ωε)‖A−�
ε ‖L∞((0,T )×Ωε) ≤ C ,

‖
. 

Mε‖L2[0,T ;L(Hε,H∗
ε )] ≤ C

(
‖Ψ�

ε ‖L∞((0,T )×Ωε)‖∂tA−�
ε ‖L∞((0,T )×Ωε)

+ ‖∂tΨ�
ε ‖L∞((0,T )×Ωε)‖A−�

ε ‖L∞((0,T )×Ωε)
)
≤ C .

In order to show the ellipticity of Mε(t), we rewrite

Mε(t)(v, v) = (Ψ�
ε (t)J−1

ε (t)Ψε(t)v · v)Hε
= (J−1/2

ε (t)Ψε(t)v · J−1/2
ε (t)Ψε(t)v)Hε

= ‖J−1/2
ε (t)Ψε(t)v‖2

Hε

for v ∈ Hε and use the uniform essential bounds of Jε and Ψ−1
ε to deduce with the Hölder inequality

‖v‖2
Hε

≤ ‖J1/2
ε (t)Ψ−1

ε (t)J−1/2
ε (t)Ψε(t)v‖2

L2(Ωε)

≤ ‖J1/2
ε (t)Ψ−1

ε (t)‖2
L∞(Ωε)‖J

−1/2
ε (t)Ψε(t)v‖2

Hε
≤ CMε(t)(v, v) .

Choosing μMε
= C−1 gives a uniform estimate for the ellipticity constant.

• Operators A(1)
ε and A(2)

ε : We can estimate with the Hölder inequality, the product rule and the uniform 
bounds of the coefficients and the Poincaré estimate (18)

‖A(1)
ε (t)(u, v)‖L∞(0,T )

= μ2‖Aε‖L∞((0,T )×Ωε)‖Ψ−�
ε ‖L∞((0,T )×Ωε)ε‖∇(A−1

ε u)‖L∞(0,T ;L2(Ωε))‖∇v‖L2(Ωε)

≤ C
(
ε‖∇A−1

ε ‖L∞((0,T )×Ωε)‖u‖L2(Ωε) + ε‖A−1
ε ‖L∞((0,T )×Ωε)‖∇u‖L2(Ωε)

)
ε‖∇v‖L2(Ωε)

≤ C‖u‖Vε
‖v‖Vε

.

We note that for a symmetric matrix A and a non symmetric matrix B it holds A : B = A : (B +B�)/2
and, thus, we can rewrite
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A(1)
ε (t)(u, v) =

∫
Ωε

με2Jε2∇̂s
ε(t)u : Ψ−�

ε (t)∇(A−1
ε (t)v) dx

=
∫
Ωε

με2Jε2∇̂s
ε(t)u : ∇̂s

ε(t)v dx = A(1)
ε (t)(v, w) ,

which shows that A(1)
ε (t) is self-adjoint. Using this reformulation and the Hölder inequality, we get

ε2‖∇̂s
ε(t)v‖2

L2(Ωε) ≤ ε2 1
2‖J

−1/2
ε (t)‖2

L∞(Ωε)‖J
1/2
ε (t)

√
2∇̂s

ε(t)v‖2
L2(Ωε)

= μ−1 1
2‖J

−1/2
ε (t)‖2

L∞(Ωε)A
(1)
ε (t)(v, v) .

We apply the Korn-type inequality of Lemma 4.9 on (A−1
ε (t)v) in order to estimate the left-hand side 

from below and get

αε2‖∇(A−1
ε (t)v)‖2

L2(Ωε) ≤ ε2‖∇̂s
ε(t)v‖2

L2(Ωε) ≤ μ−1 1
2‖J

−1/2
ε (t)‖2

L∞(Ωε)A
(1)
ε (t)(v, v) .

Moreover, with the Hölder inequality, the uniform essential boundedness of Aε(t) and ε∂xAε and the 
Young inequality, we get a constant δ > 0 such that

ε2‖∇v‖2
L2(Ωε) = ε2‖∇(Aε(t)A−1

ε (t)v)‖2
L2(Ωε) ≤ ε2‖∇(Aε(t)A−1

ε (t)v)‖2
L2(Ωε)

≤ (ε‖(Aε(t)∂x(A−1
ε (t)v))‖L2(Ωε) + ε‖(A−1

ε (t)v)�∂xAε(t))‖L2(Ωε))
2

≤ (Cε‖∇(A−1
ε (t)v))‖L2(Ωε) + C‖(A−1

ε (t)v))‖L2(Ωε))
2

≤ ε2δ‖∇(A−1
ε (t)v))‖2

L2(Ωε) + C
δ ‖v‖

2
L2(Ωε) .

Choosing δ = 2‖J−1/2
ε (t)‖−2

L∞(Ωε) and combining the last two equations gives

α‖v‖2
Vε

− C‖v‖2
Hε

≤ α‖∇v‖2
L2(Ωε) −

C
δ ‖v‖

2
L2(Ωε) ≤ A(1)

ε (t)(v, v) ,

which shows that A(1)
ε (t) satifies a uniform Gårding inequality with time- and ε-independent constants.

The uniform estimate on A(2)
ε (t) can be shown by similar computations as for the estimate of A(1)

ε (t)
above. One only has to be aware of the fact that ∂tψε ≤ εC and, thus, one can compensate the factor 
ε−1 which arises in the estimates of ∂xA−1

ε and ∇u.
• Operator Bε: Lemma 4.7 provides the uniform inf–sup constant μB. Moreover, we get

|Bε(v, q)| =
∫
Ωε

q div(v) dx ≤ C‖q‖L2(Ωε)‖∇v‖L2(Ωε) = ε−1‖q‖Hε
‖v‖Vε

.

Indeed, this does not provide a uniform estimate on |Bε(v, q)‖L(V,Q∗); however, the bounds on the solu
tions are independent of ‖Bε(v, q)‖L(V,Q∗).

• Estimates for the right-hand sides F (1)
ε , F (2)

ε and Gε: The estimates for the right-hand side F (1)
ε and F (2)

ε

can be deduced from the uniform bound of f̂ε, the uniform bounds of v̂Γε
and its derivatives, which are 

given in (12), together with similar estimates as above for the operators.
The estimate for Gε can be deduced from the estimate on |Bε(v, q)| from above and the uniform bound 

of ε∇v̂Γε
, which compensates the factor ε−1, which arises in the estimate of |Bε(v, q)|.

• Initial values: The estimates and compatibility of the initial values is shown in Lemma 3.1. �
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5. Homogenisation of the substitute problem

In this section, we pass to the homogenisation limit for the solution (ŵε, q̂ε) of (11). In order to state the 
convergence, we extend ŵε and q̂ε to Ω. We extend ŵε by 0, which we denote by w̃ε and q̂ε by its cell-wise 
mean value, which we denote by Q̂ε, i.e.

Q̂ε(t, x) :=

⎧⎪⎨⎪⎩
q̂ε(t, x) for x ∈ Ωε ,

1 
|εY ∗|

∫
ε(k+Y ∗)

q̂ε(t, x) for x ∈ Ω ∩ ε(k + Y s) for k ∈ Kε .
(19)

The physically more relevant quantity is v̂ε and not ŵε. It is given by v̂ε = ŵε + v̂Γε
in Ωε and extended 

by 0 in the solid domain Ωs
ε, which we denote by ˜̂vε. This extension of v̂ε is not H1-regularity preserving, 

but corresponds to the physically meaningful interpretation that there is no fluid flow in Ωs
ε. We also extend 

∇v̂ε by 0 to Ω, which we denote by ∇̃v̂ε Since v̂Γε
is of order ε, it vanishes in the limit ε → 0 and v̂ε and 

ŵε have the same two-scale limit. We denote the two-scale limit of v̂ε and ŵε by v̂0 because v̂ε corresponds 
with the physically meaningful quantity.

In a first step, we show that v̂ε and some extension of the pressure q̂ε two-scale converge to solutions of 
the two-scale limit system, which is given by the following instationary two-pressure Stokes system:

∂t(A−1
0 v̂0) −∇�

y (A−1
0 v̂0)Ψ−1

0 ∂tψ0 − J−1
0 μ divy(A−1

0 Ψ−�
0 ∇y(A−1

0 v̂0)

+Ψ−�
0 ∇xp̂ + Ψ−�

0 ∇yp̂1 = f̂ in (0, T ) × Ω × Y ∗ , (20a)

J−1
0 divy(v̂0) = 0 in (0, T ) × Ω × Y ∗ , (20b)

divx

⎛⎝∫
Y ∗

v̂0 dy

⎞⎠ = −
∫
Y ∗

divy(v̂Γ) dy in (0, T ) × Ω , (20c)

v̂0 = 0 on (0, T ) × Ω × Γ , (20d)

p̂ = q̂b on (0, T ) × Ω , (20e)

y 
→ v̂0, p̂1 Y -periodic , (20f)

v̂0 = v̂in
0 in Ω × Y ∗ . (20g)

For further information on the macroscopic divergence condition (20c), see Lemma 6.2 and (44).
In order to formulate the weak form of (20), one can proceed as in the ε-scaled case. One has to multiply 

(20a) by Ψ�
0 and to employ the product rule for the time-derivative term. The weak form is given by: Find 

(v̂0, q̂, q̂1) ∈ L2((0, T )×Ω;H1
Γ#(Y ∗;Rd))×L2(0, T ;H1

0 (Ω))×L2((0, T )×Ω;L2
0(Y ∗)) with ∂tv̂0, ∂t(Ψ�

0 A
−1
0 v̂0) ∈

L2((0, T ) × Ω × Y ∗;Rd) such that∫
(0,T )

∫
Ω 

∫
Y ∗

∂t(Ψ�
0 A

−1
0 v̂0) · ϕ−

(
∂tΨ�

0 A
−1
0 v̂0 − Ψ�

0 ∇�(A−1
0 v̂0)Ψ−1

0 ∂tψ0
)
· ϕ dy dx dt

+
∫

(0,T )

∫
Ω 

∫
Y ∗

μA0Ψ−�
0 ∇y(A−1

0 v̂0) : ∇y(A−1
0 ϕ) + ∇xq̂ · ϕ− q̂1 divy(ϕ) dy dx dt

=
∫

(0,T )

∫
Ω 

∫
Y ∗

Ψ�
0 f̂ · ϕ− (∇xp̂b + ∇yp̂b,1) · ϕ dx dt ,

(21a)

∫
(0,T )

∫
Ω 

∫
Y ∗

φ1 divy(v̂0) dx dt = 0 , (21b)
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∫
(0,T )

∫
Ω 

φ divx

⎛⎝∫
Y ∗

v̂0 dy

⎞⎠ dx dt = −
∫

(0,T )

∫
Ω 

φ

∫
Y ∗

divy(v̂Γ) dy dx dt , (21c)

v̂0(0) = v̂in
0 (21d)

for all (ϕ, φ, φ1) ∈ L2((0, T ) × Ω;H1
Γε

(Y ∗;Rd)) × L2((0, T ) × Ω) × L2((0, T ) × Ω × Y ∗).

Theorem 5.1 (Convergence result for the solutions of the substitute problem). Let (ŵε, q̂ε) be the solution of 
(11) and ˜̂wε and Q̂ε their extensions as dfined above. Then,

ŵε
2, 2−−⇀−−−⇀ v̂0 , Q̂ε

2, 2−−⇀−−−⇀ q̂ ,

where (v̂0, q̂, q̂1) ∈ L2((0, T ) × Ω;H1
Γ#(Y ∗;Rd)) × L2(0, T ;H1

0 (Ω)) × L2((0, T ) × Ω;L2
0(Y ∗)) are the unique 

solution of the instationary two-pressure Stokes equations (21).

Proof. Since ˜̂wε and ε∇̃ŵε,̃∂tŵε are bounded, standard two-scale compactness arguments provide a sub
sequence and v̂0 ∈ L2((0, T ) × Ω;H1

#(Y ;Rd)) with ∂tv̂0 ∈ L2((0, T ) × Ω × Y ;Rd) such that ˜̂wε, ε∇̃ŵε

and ̃∂tŵε two-scale converge weakly to v̂0, ∇y v̂0 and ∂tv̂0, respectively, where v̂0 is zero on Y \ Y ∗

and, thus, can be identfied with an element in L2((0, T ) × Ω;H1
Γ#(Y ∗;Rd)). With the two-scale con

vergence of ŵε(0) to v̂in
0 , we get v̂0(0) = v̂in

0 . Testing the divergence condition (11b) with φ
(
t, x, x

ε 
)

for 
φ ∈ C∞([0, T ];C∞

c (Ω;C∞
# (Y ))) yields the microscopic incompressibility condition (21b). Testing the diver

gence condition (11b) with φ ∈ C∞([0, T ];C∞
c (Ω)) yields the macroscopic divergence condition (21c). For 

a detailed derivation of the divergence conditions, we refer to [52, Lemma 4.9] where the quasi-stationary 
case is considered.

Using the boundedness of Q̂ε, we can pass to a further subsequence and get Q̂ ∈ L2((0, T )×Ω×Y ) such 
that Q̂ε two-scale converges to q̂. In order to show that q̂ is constant on Y , we test (11a) by εϕ(t, x, x

ε ) for 
ϕ ∈ C∞([0, T ]×Ω;C∞

# (Y )). Due to this ε-factor, all the terms converge to 0 besides the pressure term and, 
thus, we get

0 = lim
ε→0

∫
(0,T )

∫
Ωε

q̂ε(t, x) divy

(
ϕ
(
t, x, x

ε 
))

dx dt

=
∫

(0,T )

∫
Ω 

∫
Y ∗

q̂(t, x, y) divy (ϕ(t, x, y)) dx dt

and, consequently, ∇y q̂ = 0 on Y ∗. By the construction of the extension Q̂ε, one can deduce further ∇y q̂ = 0
on Y and, thus, q̂ ∈ L2((0, T ) × Ω).

We test (11a) by ϕ(t, x, xε ) for ϕ ∈ C∞([0, T ] × Ω;H1
Y #(Y ∗;Rd)) with divy(ϕ) = 0. To pass to the limit 

ε → 0, we employ the two-scale convergences of the unknowns ŵε and q̂ε as well as of the coefficient and 
data given by Lemma A.7 and (13), respectively. Moreover, we note that v̂Γε

, ∂tv̂Γε
and ε∇v̂Γε

are of order 
ε and, thus, the terms with them vanish in the limit of (11a) and we get
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(0,T )

∫
Ω 

∫
Y ∗

∂t(Ψ�
0 A

−1
0 v̂0) · ϕ−

(
∂tΨ�

0 A
−1
0 v̂0 − Ψ�

0 ∇�(A−1
0 v̂0)Ψ−1

0 ∂tψ0
)
· ϕ

+ μA0(Ψ−�
0 ∇y(A−1

0 v̂0) + Ψ−�
0 ∇y(A−1

0 v̂0)�) : ∇y(A−1
0 ϕ)

− q̂ divx(ϕ) dy dx dt

=
∫

(0,T )

∫
Ω 

∫
Y ∗

Ψ�
0 f̂ · ϕ− (∇xp̂b + ∇yp̂b,1) · ϕ dx dt .

(22)

We test (22) with ϕ0ϕi for ϕ0 ∈ C∞([0, T ] × Ω) and ϕi ∈ H1
Γ#(Y ∗;Rd) such that 

∫
Y ∗

ϕ1 dy = ei for 

i ∈ {1, . . . , d}. Such functions ϕi can be constructed similarly to the proof of [7, Lemma 2.10]. For these test 
functions, we can rewrite the pressure term as 

∫
(0,T )

∫
Ω 

∫
Y ∗

q̂ divx(ϕ0ϕ1) dy dx dt =
∫

(0,T )

∫
Ω 
q̂∂xi

ϕ0 dy dx dt, while 

we interpret the remaining terms as functional for ϕ ∈ L2((0, T ) × Ω). Consequently, q̂ ∈ L2(0, T ;H1(Ω))
and we can integrate the macroscopic pressure term in (22) by parts. By a density argument, the resulting 
equation holds for all ϕ ∈ L2((0, T ) × Ω;H1

Y #(Y ∗;Rd)) with divy(ϕ) = 0.
In order to satisfy the equation for all test functions ϕ ∈ L2((0, T ) × Ω;H1

Γ#(Y ∗;Rd)), we add a mi
croscopic pressure q̂1. For this, we note that the Bogovskii operator provides the surjectivity of divy from 
L2((0, T )×Ω;H1

Γ#(Y ∗;Rd)) onto L2((0, T )×Ω;L2
0(Y ∗)). Consequently, divy has closed range and the closed 

range theorem provides q̂1 such that∫
(0,T )

∫
Ω 

∫
Y ∗

∂t(Ψ�
0 A

−1
0 v̂0) · ϕ−

(
∂tΨ�

0 A
−1
0 v̂0 − Ψ�

0 ∇�(A−1
0 v̂0)Ψ−1

0 ∂tψ0
)
· ϕ

+ μA0(Ψ−�
0 ∇y(A−1

0 v̂0) + Ψ−�
0 ∇y(A−1

0 v̂0)�) : ∇y(A−1
0 ϕ)

+ ∇xq̂ · ϕ− q̂1 divy(ϕ) dy dx dt

=
∫

(0,T )

∫
Ω 

∫
Y ∗

Ψ�
0 f̂ · ϕ− (∇xp̂b + ∇yp̂b,1) · ϕ dx dt

(23)

holds for all test functions ϕ ∈ L2((0, T ) × Ω;H1
Γ#(Y ∗;Rd)).

To deduce (21a), it remains to show that

∫
Y ∗

μA0(Ψ−�
0 ∇y(A−1

0 v̂0) + Ψ−�
0 ∇y(A−1

0 v̂0)�) : ∇y(A−1
0 ϕ) dy = 0

for a.e. (t, x) ∈ Ω×Y ∗. This can be done following the argumentation in the end of the proof of [52, Theorem 
4.7].

Since this argumentation holds also after passing to an arbitrary subsequence before and the fact that 
the solution of (21) is unique (see Lemma 5.2 below), the convergence holds for the whole sequence. �
Lemma 5.2 (Existence and uniqueness of the solution of the two-pressure Stokes equations). There exists a 
unique solution (v̂0, q̂, q̂1) ∈ L2((0, T ) × Ω;H1

Γ#(Y ∗;Rd)) × L2(0, T ;H1
0 (Ω)) × L2((0, T ) × Ω;L2

0(Y ∗)) with 
∂tv̂0, ∂t(Ψ�

0 A
−1
0 v̂0) ∈ L2((0, T ) × Ω × Y ∗) of (21).

Proof. Indeed, the existence of the solution is already secured by the homogenisation process. In order 
to show the uniqueness, one can reformulate (21) in the abstract setting of Proposition 4.5 similarly as 
in the ε-scaled case. The construction and the estimates of M and A corresponds to the ε-scaled case 
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and become even simpler since there is no Korn-type inequality required. We dfine the operator B ∈
L(L2(Ω;H1

Γ#(Y ∗;Rd)), (H1(Ω) × L2(Ω;L2
0(Y ∗)))∗) by

B(v, (p, p1)) :=
∫
Ω 

∫
Y ∗

∇p1 · ϕ− p1 divy(v)) dy dx .

Its inf–sup stability can be shown as in Lemma [52, Lemma 4.10].
For the compatibility of the initial values v̂in

0 , we note that v̂0 ∈ L2((0, T )×Ω;H1
Γ#(Y ∗;Rd)). Moreover, 

one can show B(v̂in
0 , (φ, φ1)) =

∫
Ω 
φ
∫
Y

divy(v̂Γ) dy arguing as in the derivation of (21b)--(21c) by employing 

the compatibility of the ε-scaled initial values. �
6. A Darcy law with memory for evolving microstructure

In (21), the macroscopic pressure term ∇xp̂ contributes as source term similarly to Ψ�
0 f̂ . These two 

terms differ in their microscopic structure, i.e. ∇xp̂ is independent of y while Ψ�
0 f̂ has the y-dependence 

arising from Ψ�
0 . Thus, one would have to construct two different cell problems in order to account for this 

coefficient. The following computation shows that the difference between the source terms ∇xq̂ and Ψ�
0 ∇xq̂

leads only to an additive difference of the microscopic pressure term. Let ϕ ∈ H1
Γ#(Y ∗,Rd), then we get by 

integrating by parts∫
Y ∗

Ψ�
0 ei · ϕ dy =

∫
Y ∗

(∇y(ψ0 − y) + 1)ei · ϕ dy =
∫
Y ∗

(∇y(ψ0 − y)i + 1)ei · ϕ dy

=
∫
Y ∗

ei · ϕ dy −
∫
Y ∗

(ψ0 − y)i divy(ϕ) dy ,

where the boundary term of the integration by parts vanishes since ϕ is zero on Γ and ϕ and ψ0(t, x, y)− y

are Y -periodic. This computation allows us to rewrite the macroscopic pressure terms in (21a) leading to∫
(0,T )

∫
Ω 

∫
Y ∗

∂t(Ψ�
0 A

−1
0 v̂0) · ϕ−

(
∂tΨ�

0 A
−1
0 v̂0 − Ψ�

0 ∇�(A−1
0 v̂0)Ψ−1

0 ∂tψ0
)
· ϕ

+ μA0Ψ−�
0 ∇y(A−1

0 v̂0) : ∇y(A−1
0 ϕ) + Ψ�

0 ∇xq̂ · ϕ− q̂′1 divy(ϕ) dy dx dt

=
∫

(0,T )

∫
Ω 

∫
Y ∗

Ψ�
0
(
f̂ − (∇xp̂b + ∇yp̂

′
b,1)

)
· ϕ dx dt ,

(24)

for

q̂′1 = q̂1 − (ψ0 − y) · ∇xq̂ p̂′b,1 = p̂b,1 − (ψ0 − y) · ∇xq̂

instead of (21a). The same substitution but in the strong form (20a), i.e.

p̂′1 = p̂1 − (ψ0 − y) · ∇xp̂ ,

cancels the coefficient Ψ−�
0 in front of the macroscopic pressure ∇xp̂, i.e. one can replace (20a) by

∂t(A−1
0 v̂0) −∇�

y (A−1
0 v̂0)Ψ−1

0 ∂tψ0 − J−1
0 μ divy(A−1

0 Ψ−�
0 ∇y(A−1

0 v̂0)

+∇xp̂ + Ψ−�
0 ∇yp̂

′
1 = f̂ in (0, T ) × Ω × Y ∗ .

(25)
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Having this reformulation, it suffices to consider only one type of cell problem for the contribution of the 
macroscopic bulk term. The cell problem and its solutions (ζ̂i, π̂i) are parametrised over the initial times 
s ∈ (0, T ) and the macroscopic position x ∈ Ω and the direction ei for the initial values with i ∈ {1, . . . , d}. 
It is given by: For given (s, x) ∈ (0, T ) × Ω, find ζ̂i(s, x, t, y) and π̂i(s, x, t, y) such that

∂t(A−1
0 ζ̂i) −∇�

y (A−1
0 ζ̂i)Ψ−1

0 ∂tψ0

−J−1
0 divy(A−1

0 Ψ−�
0 ∇y(A−1

0 ζ̂i) + ∇yπ̂i = 0 in (s, T ) × Y ∗ , (26a)

J−1
0 divy(ζ̂i) = 0 in (s, T ) × Y ∗ , (26b)

ζ̂i = 0 on (s, T ) × Γ , (26c)

y 
→ ζ̂i,p̂1 Y -periodic , (26d)

A−1
0 (s)ζ̂i(s) = ei in Y ∗ . (26e)

The second cell problem and its solution (ζ̂ in, π̂in) accounts for the contribution of the initial value of 
(20). It is parametrised over the macroscopic position x ∈ Ω and is given by

∂t(A−1
0 ζ̂ in) −∇�

y (A−1
0 ζ̂ in)Ψ−1

0 ∂tψ0

−J−1
0 μ divy(A−1

0 Ψ−�
0 ∇y(A−1

0 ζ̂ in) + Ψ−�
0 ∇yπ̂

in = 0 in (0, T ) × Y ∗ , (27a)

J−1
0 divy(ζ̂ in) = 0 in (0, T ) × Y ∗ , (27b)

ζ̂ in = 0 on (0, T ) × Γ , (27c)

y 
→ ζ̂ in,π̂in Y -periodic , (27d)

A−1
0 (0)ζ̂ in(0) = v̂in

0 in Y ∗ . (27e)

Comparing these two cell problems with (25), (20b)--(20g) leads to

v̂0(t, x, y) = ζ̂ in(t, x, y) + 1 
μ

t ∫
0 

d ∑
i=1 

ζ̂i(s, x, t, y)
(
f̂i − ∂xi

p̂
)
, (28)

q̂′1(t, x, y) + p̂′b,1(t, x, y) = π̂0(t, x, y) + 1 
μ

t ∫
0 

d ∑
i=1 

π̂i(s, x; t, y)
(
f̂i − ∂xi

p̂
)
. (29)

Remark 6.1. Note that the bulk source terms in (25) become an initial value in the cell problem (26). Thus, 
the solution of the cell problem does not have the same physical unit, namely ζ̂i are accelerations of the 
fluid and not velocities. This is also addressed in (28) by the time integration. This reformulation leads 
to incompatible initial data in (26), i.e. the initial values do not satisfy the zero boundary values at Γ. 
Thus, it does not satisfy the assumptions of Proposition 4.5. Therefore, we have to use a weaker solution 
concept, which provides the time derivative and the pressure only in a distributional sense. For this, one 
can reformulate (26) in an operator formulation for which [55, Theorem 7.14] provides the existence and 
[55, Theorem 7.19] the uniqueness of a solution.

For the case of a stationary domain one can integrate the first cell problem over the time and consider 
there an inhomogeneous right-hand side in the momentum equation and a homogeneous initial value (see 
[6]). Then, one has to integrate over the time derivative of the cell problem in order to identify the two-scale 
limit of the velocity. In our case of an evolving domain, this integration of the cell problems would lead to 
additional terms due to the time-dependent coefficients and thus complicate the structure.
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In order to compute the effective fluid velocity, we dfine

v̂ :=
∫
Y ∗

v̂0 dy .

Separating the macroscopic and microscopic variable in (28) and in (20c) gives the following integro--
differential equation as homogenised system

v̂(t, x) = v̂in +
t ∫

0 

K̂(s, t, x)(f̂ −∇p̂)(s, x) ds in (0, T ) × Ω , (30a)

divx(v̂(t, x)) = −
∫
Y ∗

divy(v̂Γ)(t, x, y) dy in (0, T ) × Ω , (30b)

p̂(t, x) = p̂b(t, x) on (0, T ) × Ω , (30c)

where the permeability-type tensor K̂(s, t, x) is given by

K̂(s, t, x)ji :=
∫
Y ∗

ζ̂i(s, t, x, y) · ej dy

and the initial value v̂in by

v̂in(t, x) =
∫
Y ∗

ζ̂0(t, x, y) dy .

In order to give v̂ a physical interpretation, we consider the back-transformation of the limit equations 
in the following section.

In the case that we model a no-slip boundary condition at vΓε
, one has vΓε

(t, x) = ∂tψε(t, ψ−1
ε (t, x)), 

which gives v̂Γε
= Aε∂tψ and allows the following simplfication.

Lemma 6.2 (Macroscopic divergence condition for a microscopic no-slip boundary condition). Assume that 
vΓε

(t, x) = ∂tψε(t, ψ−1
ε (t, x)) for x ∈ Γε(t). Then, one can simplify the right-hand side of the macroscopic 

divergence condition (21c) to

∫
(0,T )

∫
Ω 

φ divx

⎛⎝∫
Y ∗

v̂0 dy

⎞⎠ dx dt = −
∫

(0,T )

∫
Ω 

φ

∫
Y ∗

divy(v̂Γ) dy dx dt

= −
∫

(0,T )

∫
Ω 

φ
d 
dtΘ dx dt

(31)

for Θ(t, x) = |Y ∗(t, x)| and every φ ∈ L2((0, T ) × Ω).

Proof. The Jacobi formula states that almost everywhere

d 
dt det(A(t)) = tr(Adj(A(t))∂tA(t)) = det(A(t))A−1(t) : ∂tA�(t)

for every A ∈ W 1,∞(0, T )n×n. With the Leibniz rule, the Jacobi formula applied to ∂yψ0 and the Piola 
identity, we infer
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divy(A0(t, x, y)∂tψ0(t, x, y))

= A0(t, x, y) : ∇∂tψ0(t, x, y) + divy(A0(t, x, y))∂tψ0(t, x, y)

= ∂tJ0(t, x, y) + 0 · ∂tψ0(t, x, y) = ∂tJ0(t, x, y) .

Hence, we obtain∫
Y ∗

divy(A0(t, x, y)v̂Γε
(t, x, y)) dy =

∫
Y ∗

∂tJ0(t, x, y) dy = ∂t

∫
Y ∗

J0(t, x, y) dy

= d 
dtΘ(t, x). �

As consequence of Lemma 6.2, we can simplify the right-hand side of (30b) to

divx(v̂(t, x)) = − d 
dtΘ(t, x) in (0, T ) × Ω . (32)

7. Back-transformation of the two-pressure Stokes system

In the last step, we transform the two-pressure Stokes equations (20) and the cell problems (26) and (27)
back to the actual moving cell domains. We separate again the macro- and microscopic variable, which leads 
to the Darcy law with memory (2). We note that a priori it is even from a formal point of view not clear 
that v̂ = v =

∫
Y ∗(t,x)

v0 dy, due to the transformation coefficient Ψ−1
0 in v̂0 = A0v0 = J0Ψ−1

0 v0. Nevertheless, 

we can employ the microscopic incompressibility condition in order to identify v̂ with v. Moreover, we show 
that K̂ = K.

Let

v0(t, x, y) := A−1
0 (t, x, ψ−1

0 (t, x, y))v̂0(t, x, ψ−1
0 (t, x, y)) ,

v̂0(t, x, y) = A0(t, x, y)v0(t, x, ψ0(t, x, y)) .

This choice is motivated by Lemma A.8, since it gives

vε
2, 2−−⇀−−−⇀ v0 if and only if v̂ε

2, 2−−⇀−−−⇀ v̂0 . (33)

We use this substitution in the two-pressure Stokes equations (20) with the version (25) for the momentum 
equation. The resulting equation can be transformed to the moving domain by means of ψ0 similarly to the 
transformation of the ε-scaled Stokes equations leading to (38). However, one has to be careful with the 
transformation of the pressure terms and the macroscopic divergence condition. The macroscopic pressure 
term in (20) has the coefficient Ψ−�

0 , which does not cancel in the back-transformation since there is no 
y-derivative. This can be circumvented by the substitution of (20) by (25), where this coefficient is cancelled 
by the substitution of the microscopic pressure q̂′1. For the weak form, one has to use analogously (24)
instead of (21a).

A similar problem arises in the back-transformation of the left-hand side of the macroscopic divergence 
condition, where the factor Ψ−1

0 of A0 = J0Ψ−1
0 does not cancel since there is no y-derivative involved, i.e.∫

Y ∗

v̂0 dy =
∫
Y ∗

A0(t, x, y)v0(t, x, ψ0(t, x, y)) dy =
∫

Y ∗(t,x)

Ψ−1
0 (t, x, ψ−1

0 (t, x, y))v0(t, x, y) dy .
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As for the pressure, we separate the microscopic oscillating part of the coefficient. But instead of shifting 
it to a microscopic term, we show that it cancels in this term due to the microscopic incompressibility of 
v̂0, i.e. we rewrite v̂0(t, x, y) = A0(t, x, y)v0(t, x, ψ0(t, x, y)) and use Lemma 7.1, which is given below, for 
u(t, x, y) = v0(t, x, ψ0(t, x, y)) to deduce∫

Y ∗

v̂0 dy =
∫
Y ∗

A0(t, x, y)v0(t, x, ψ0(t, x, y)) dy

=
∫
Y ∗

J0(t, x, y)v0(t, x, ψ0(t, x, y)) dy =
∫

Y ∗(t,x)

v0 dy .
(34)

Lemma 7.1. Let u ∈ L2(Ω;H1
Γ#(Y ∗;Rd)) with

divy(A0(x, y)u(x, y)) dy = 0 (35)

for a.e. x ∈ Ω. Then, ∫
Y ∗

A0(x, y)u(x, y) dy =
∫
Y ∗

J0(x, y)u(x, y) dy (36)

for a.e. x ∈ Ω.

Proof. For ξ ∈ Rd, we note that

A0ξ = J0Ψ−1
0 ξ = J0ξ + (1− Ψ0)J0Ψ−1

0 ξ = J0ξ + ∂y(y − ψ0)A0ξ

= J0ξ +

⎛⎜⎝∇y((y − ψ0)1) ·A0ξ
...

∇y((y − ψ0)d) ·A0ξ

⎞⎟⎠ .
(37)

We set ξ = u for u ∈ L2(Ω;H1
Γ#(Y ∗;Rd)) with divy(A0(x, y)u(x, y)) = 0. Then, we integrate the second 

summand on the right-hand side of (37) over Y ∗, subsequently integrate by parts and use the microscopic 
incompressibility condition (35). This shows∫

Y ∗

∇y(yi − ψ0(x, y)i) ·A0(x, y)u(x, y) dy

= −
∫
Y ∗

(yi − ψ0(x, y)i) · divy(A0(x, y)u(x, y)) dy = 0

for every i ∈ {1, . . . , d}, where the boundary integral of the integration by parts vanishes on Γ since u is 
zero on Γ and vanishes on ∂Y ∩∂Y ∗ since y−ψ0, A0 and u are Y -periodic. Therefore, the second summand 
on the right-hand side of (37) has mean value zero and vanishes after integrating over Y ∗, which yields 
(36). �

The strong form of the back-transformed two-pressure Stokes equations is given by

∂tv0 − μΔyy(v0) + ∇xp + ∇yp1 = f for (t, x) ∈ (0, T ) × Ω , y ∈ Y ∗(t, x) , (38a)

divy(v0) = 0 for (t, x) ∈ (0, T ) × Ω , y ∈ Y ∗(t, x) , (38b)
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divx

⎛⎜⎝ ∫
Y ∗(t,x)

v0 dy

⎞⎟⎠ = −
∫

Y ∗(t,x)

divy(vΓ) dy for (t, x) ∈ (0, T ) × Ω , (38c)

v0 = 0 for (t, x) ∈ (0, T ) × Ω , y ∈ Γ(t, x) , (38d)

p = pb on (0, T ) × Ω , (38e)

y 
→ v0, p1 Y -periodic , (38f)

v0 = vin
0 for x ∈ Ω , y ∈ Y ∗(0, x) . (38g)

Similarly, one can transform-back the weak form of the two-pressure Stokes equations, which leads to: 
Find (v0, q, q1) ∈ L2((0, T ) ×H1

#Γ(t,x)(Y ∗(t, x);Rd)) × L2(0, T ;H1
0 (Ω)) × L2((0, T ) × Ω;L2

0(Y ∗(t, x))) with 

∂tv0 ∈ L2({(t, x, y) ∈ (0, T ) × Ω × Y | y ∈ Y ∗(t, x)};Rd) such that∫
(0,T )

∫
Ω 

∫
Y ∗(t,x)

∂tv0 · ϕ + μ∇yv0 : ∇yϕ + ∇xq · ϕ− q1 divy(ϕ) dy dx dt

=
∫

(0,T )

∫
Ω 

∫
Y ∗(t,x)

f · ϕ− (∇xpb + ∇ypb,1) · ϕ dx dt ,
(39a)

∫
(0,T )

∫
Ω 

∫
Y ∗(t,x)

φ1 divy(v0) dx dt = 0 , (39b)

−
∫

(0,T )

∫
Ω 

∇xφ

∫
Y ∗(t,x)

v0 dy dx dt = −
∫

(0,T )

∫
Ω 

∫
Y ∗

φ divy(vΓ) dx dt , (39c)

v0(0) = vin
0 (39d)

for all (ϕ, φ, φ1) ∈ H1
Γ(t,x)(Y ∗(t, x);Rd)) × L2(0, T ;H1

0 (Ω)) × L2((0, T ) × Ω;L2
0(Y ∗(t, x))).

The space L2((0, T ) × H1
#Γ(t,x)(Y ∗(t, x);Rd)) has to be understood as the subspace of L2((0, T ) ×

H1
#(Y ;Rd)) of functions that are zero in Y s(t, x) for a.e. (t, x) ∈ (0, T ) × Ω. We understand ∂tv0 ∈

L2({(t, x, y) ∈ (0, T ) × Ω × Y | y ∈ Y ∗(t, x)};Rd) in the sense that ∂tv0 ∈ L2((0, T ) × Ω × Y ;Rd) and 
∂tv0 = 0 in Y s(t, x) for a.e. (t, x) ∈ (0, T ) × Ω.

We note that (39c) shows that divx(
∫

Y ∗(t,x)
v0 dy) ∈ L2((0, T ) × Ω).

By transforming the weak forms, one obtains the equivalence of the weak form (39) to the weak form 
(21b)--(21d) with (24) in the sense that (v̂0, q̂, q̂

′
1) solves (21b)--(21d) with (24) if and only if (v0, q, q1) solves 

(39), where

v̂0(t, x, y) = A0(t, x, y)v0(t, x, y, ψ0(t, x, y)) , q̂(t, x) = q(t, x) ,

q̂′1(t, x, y) = q1(t, x, ψ0(t, x, y)) .

The latter identity is equivalent to

q̂1(t, x, y) − (ψ0(t, x, y) − y) · ∇xq̂(t, x) = q̂′1(t, x, y) = q1(t, x, ψ0(t, x, y))

and, hence, q̂1(t, x, y) = q1(t, x, ψ0(t, x, y)) + (ψ0(t, x, y) − y) · ∇xq̂(t, x), which corresponds with back
transformation rules of the correctors of the gradients derived in [50].

Having the equivalence of the ε-scaled problems and the two-pressure Stokes problem, we can transfer 
also the two-scale convergence of ŵε, v̂ε and q̂ε to wε, vε and qε, respectively. We note that we have to 
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extend the functions in order to dfine the (two-scale) convergence. We extend wε and vε by zero as we 
have already done for the transformed functions ŵε, v̂ε, i.e. we denote by w̃ε and ˜̂vε their extension by zero 
to Ω. Since the transformation mapping ψε is dfined on all of Ω, we have ˜̂wε(t, x) = w̃ε(t, ψε(t, x)) and ˜̂vε(t, x) = ṽε(t, ψε(t, x)) for a.e. (t, x) ∈ (0, T ) × Ω. For the extension Q̂ε of the pressure q̂ε, we have used 
the extension by its cell-wise mean value. Consequently, in Ωs

ε this extension depends on the chosen ψε. In 
order to formulate the convergence result independently of ψε, we dfine analogously the extension Qε of 
qε to Ω by

Qε(t, x) :=

⎧⎪⎨⎪⎩
qε(t, x) for t ∈ (0, T ), x ∈ Ωε(t) ,

1 
|Ωε∩ε(k+Y )|

∫
ε(k+Y ∗)

q̂ε(t, x) for t ∈ (0, T ), x ∈ Ωs
ε ∩ ε(k + Y ) for k ∈ Kε .

(40)

We note that Q̂ε(t, x) = Qε(t, ψε(t, x)) holds for (t, x) ∈ (0, T )×Ωε but not necessarily for (t, x) ∈ (0, T )×Ωs
ε. 

Nevertheless, this equivalence suffices in order to translate the convergence of ˜̂Qε to the convergence of Q̃ε.

Theorem 7.2. Let (wε, qε) be the solution of (7) and w̃ε the extension of wε by zero, Qε the extension of qε
dfined by (40) and ṽ0 the extension of v0 by zero to Y . Then,

w̃ε
2, 2−−⇀−−−⇀ ṽ0 Qε

2, 2−−⇀−−−⇀ q , (41)

and, thus, in particular,

wε ⇀ v =
∫

Y ∗(t,x)

v0 dy in L2((0, T ) × Ω) , Qε ⇀ q in L2((0, T ) × Ω) , (42)

where (v0, q, q1) is the solution of (39).

Proof. Lemma A.8 gives the two-scale convergence of wε and Q̂ε(t, ψ−1
ε (t, x)) to (v0, q) with v0(t, x, y) =

v̂0(t, x, ψ−1
0 (t, x, y)) and q = q̂, where (v̂0, q̂) are the two-scale limits of ŵε and Q̂ε. Arguing similarly to [52], 

one can deduce from the weak convergence of Q̂ε(t, ψ−1
ε (t, x)) to q the weak convergence of Qε to q. Since 

(v̂0, q̂) is the first part of the solution of (21b)--(21d) with (24), (v0, q) is the first part of the solution of 
(39). �

In the case of a no-slip boundary condition at Γε(t), i.e. in the case that vΓε
= ∂tψε(t, ψ−1

ε (t, x)), one 
can again simplify the right-hand side of the macroscopic divergence condition as in Lemma 6.2 to

divx

( ∫
Y ∗(t,x)

v0(t, x, y) dy
)

= − d 
dtΘ(t, x) in (0, T ) × Ω .

In order to separate the micro- and macroscopic variable in (38), we dfine

v(t, x) :=
∫

Y ∗(t,x)

v0(t, x, y) dy (43)

and note that (34) shows v̂ = v.
Separating the micro- and macroscopic variable in (38) for the case of the no-slip boundary condition 

leads to the Darcy law (2), with the permeability tensor (3), the initial value (5) and the cell problems (4)
and (6). For the general case, one gets the same result but with (44) instead of (2b), where
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divx v(t, x) = −
∫

Y ∗(t,x)

divy(vΓ(t, x, y)) dy = −
∫

Γ(t,x)

vΓ(t, x, y) · n dy . (44)

In particular, the macroscopic velocity is divergence-free if the integral of the normal component of the 
boundary values over Γ(t, x) vanishes for all x ∈ Ω and for each time.
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Appendix A. Two-scale convergence

For the limit process, we use the notion of two-scale convergence, which was introduced in [37,7], see also 
[30].

Since we consider a time-dependent problem, we use the following with time parametrised version of 
two-scale convergence. In what follows, let Y = (0, 1)d.

Definition A.1 (Two-scale convergence). Let p ∈ [1,∞), q ∈ (1,∞) and 1 
p + 1 

p′ = 1, 1
q + 1 

q′ = 1. A sequence 
uε ∈ Lp(0, T ;Lq(Ω)) two-scale converges to u0 ∈ Lp(0, T ;Lq(Ω × Y )) if

lim
ε→0

∫
(0,T )

∫
Ω 

uε(t, x)ϕ
(
t, x,

x

ε 

)
dx dt =

∫
(0,T )

∫
Ω 

∫
Y

u0(t, x, y)ϕ(t, x, y) dy dx dt

for all ϕ ∈ Lp′(0, T ;Lq′(Ω;C#(Y ))). In this case, we write uε
p, q−−⇀−−−⇀ u0, or uε(t, x) p, q−−⇀−−−⇀ u0(t, x, y) if we 

want to emphasize the dependence on the variables.
For p, q ∈ (1,∞), we say that uε strongly two-scale converges to u0 ∈ Lp(0, T ;Lq(Ω × Y )) if and only 

if uε
p, q−−⇀−−−⇀ u0 and lim

ε→0
‖uε‖Lp(0,T ;Lq(Ω)) = ‖u0‖Lp(0,T ;Lq(Ω×Y )). In this case, we write uε

p, q−−→−−−→ u0, or 

uε(t, x) p, q−−→−−−→ u0(t, x, y) if we want to emphasize the dependence on the variables.

Moreover, we have the following well-known compactness result.

Lemma A.2 (Two-scale compactness). Let p, q ∈ (1,∞) and uε a bounded sequence in Lp(0, T ;Lq(Ω)). 
Then, there exist a subsequence uε and u0 ∈ Lp(0, T ;Lq(Ω × Y )) such that for this subsequence 

uε
p, q−−⇀−−−⇀ u0. Moreover, if also ε∇xûε is bounded in Lp(0, T ;Lq(Ω), there exist a subsequence uε and 

u0 ∈ Lp(0, T ;Lq(Ω;W 1,q
# (Y ))) such that uε

p, q−−⇀−−−⇀ u0 and ε∇uε
p, q−−⇀−−−⇀ ∇yû0.

Due to the transformation of the equations in the reference coordinates, we obtain coefficients which 
strongly two-scale converge. For those, the following two product results become useful. They can be derived 
for instance using the unfolding operator.
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Lemma A.3. Let p, q, q1, p2, q2, p, q ∈ [1,∞) with 1 
p1

+ 1 
p2

= 1 
p , 

1 
q1

+ 1 
q2

= 1
q and uε be a sequence 

in Lp1(0, T ;Lq1(Ω)) and u0 ∈ Lp1(0, T ;Lq1(Ω × Y )) such that uε
p1, q1−−→−−−→ u0. Let vε be a sequence in 

Lp2(0, T ;Lq2(Ω)) and v0 ∈ Lp2(0, T ;Lq2(Ω × Y )) such that vε
p2, q2−−⇀−−−⇀ v0. Then, uεvε

p, q−−⇀−−−⇀ u0v0.
Moreover, if also p, q ∈ (1,∞) and vε

p2, q2−−→−−−→ v0 one has vε
p, q−−→−−−→ v0.

In the case that the sequence uε is also essentially bounded, one can preserve the integrability.

Lemma A.4. Let p, q ∈ (1,∞). Let uε be a bounded sequence in L1((0, T ) × Ω) ∩ L∞((0, T ) × Ω) and 

u0 ∈ L1((0, T ) × Ω) ∩ L∞((0, T ) × Ω) such that uε
2, 2−−→−−−→ u0. Let vε be a sequence in Lp(0, T ;Lq(Ω)) and 

v0 ∈ Lp(0, T ;Lq(Ω× Y )) such that vε
p, q−−⇀−−−⇀ v0 (resp. vε

p, q−−→−−−→ v0). Then, uεvε
p, q−−⇀−−−⇀ u0v0 (resp. uεvε

p, q−−→−−−→
u0v0).

A.1. Transformation and two-scale convergence

Following [50], we obtain the following result on two-scale convergence in the context of the microscopic 
coordinate transformation.

Lemma A.5 (Bounds for the Jacobians). Let ψε satisfy Assumption 2.1(R1)--(R2), Assumption 2.1(B1) for 
l = 1. Then, there exists a constant C such that

‖Ψε‖L∞((0,T )×Ω) + ‖Ψ−1
ε ‖L∞((0,T )×Ω) + ‖Jε‖L∞((0,T )×Ω) ≤ C ,

‖J−1
ε ‖L∞((0,T )×Ω) + ‖Aε‖L∞((0,T )×Ω) + ‖A−1

ε ‖L∞((0,T )×Ω) ≤ C ,

‖∂tΨε‖L∞((0,T )×Ω) + ‖∂tΨ−1
ε ‖L∞((0,T )×Ω) + ‖∂tJε‖L∞((0,T )×Ω) ≤ C ,

‖∂tJ−1
ε ‖L∞((0,T )×Ω) + ‖∂tAε‖L∞((0,T )×Ω) + ‖∂tA−1

ε ‖L∞((0,T )×Ω) ≤ C .

Assume that additionally Assumption 2.1(B1) is satified for l = 2. Then, there exists a constant C such 
that

ε‖∂xΨε‖L∞((0,T )×Ω) + ε‖∂xΨ−1
ε ‖L∞((0,T )×Ω) + ε‖∂xJε‖L∞((0,T )×Ω) ≤ C ,

ε‖∂xJ−1
ε ‖L∞((0,T )×Ω) + ε‖∂xAε‖L∞((0,T )×Ω) + ε‖∂xA−1

ε ‖L∞((0,T )×Ω) ≤ C ,

ε‖∂t∂xΨε‖L∞((0,T )×Ω) + ε‖∂t∂xΨ−1
ε ‖L∞((0,T )×Ω) + ε‖∂t∂xJε‖L∞((0,T )×Ω) ≤ C ,

‖ε∂x∂tJ−1
ε ‖L∞((0,T )×Ω) + ε‖∂x∂tAε‖L∞((0,T )×Ω) + ε‖∂x∂tA−1

ε ‖L∞((0,T )×Ω) ≤ C .

Proof. Lemma A.5 can be shown by rewriting all quantities in terms of polynomials in ∂xψε, ∂x∂tψε, 
ε∂x∂xψε, ε∂x∂x∂tψε and J−1

ε which are bounded by the assumption. We refer to [50], [51], [52] for a more 
detailed proof. �
Lemma A.6 (Bounds under transformations). Let ψε satisfy Assumption 2.1(R1)--(R2), Assumption 2.1(B1)
for l = 1. Let p, q ∈ [1,∞) and uε be a sequence of functions and ûε(t, x) := uε(t, ψε(t, x)). Then,

uε ∈ Lp(0, T ;Lq(Ωε(t))) if and only if ûε ∈ Lp(0, T ;Lq(Ωε)) ,

uε ∈ Lp(0, T ;W 1,q(Ωε(t))) if and only if ûε ∈ Lp(0, T ;W 1,q(Ωε)) ,

uε ∈ H1(ΩT
ε ) if and only if ûε ∈ H1((0, T ) × Ωε) .

Moreover, in all three cases, uε is uniformly bounded if and only if ûε is uniformly bounded.
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The space Lp(0, T ;Lq(Ωε(t))) can be understood as the measurable functions on ΩT
ε such that 

‖‖u(·)‖Lq(Ωε(t))‖Lp(0,T ) is finite. The space Lp(0, T ;W 1,q(Ωε(t))) has to be understood as the subset of 
Lp(0, T ;Lq(Ωε(t))) such that u(t) ∈ W 1,q(Ωε(t)) for a.e. t ∈ Ω and ∂xu ∈ Lp(0, T ;Lq(Ωε(t))).

Proof of Lemma A.6. Lemma A.6 follows directly from coordinate transformation and the uniform essential 
bounds for the Jacobians of ψε. �

For the Jacobians of the transformations, we obtain the following asymptotic behaviour:

Lemma A.7 (Two-scale convergence of the Jacobians). Let ψε satisfy Assumption 2.1(R1)--(R2), Assump
tion 2.1(B1) for l = 1 and Assumption 2.1(A1)--(A2), 2.1(A4)--(A5) Then, for every p ∈ (1,∞),

Ψε
p, p−−→−−−→ Ψ0 , Ψ−1

ε

p, p−−→−−−→ Ψ−1
0 , Jε

p, p−−→−−−→ J0 , J−1
ε

p, p−−→−−−→ J−1
0 , 

Aε
p, p−−→−−−→ A0 , A−1

ε

p, p−−→−−−→ A−1
0 , ∂tΨε

p, p−−→−−−→ ∂tΨ0 , ∂tΨ−1
ε

p, p−−→−−−→ ∂tΨ−1
0 , 

∂tJε
p, p−−→−−−→ ∂tJ0 , ∂tJ

−1
ε

p, p−−→−−−→ ∂tJ
−1
0 , ∂tAε

p, p−−→−−−→ ∂tA0 , ∂tA
−1
ε

p, p−−→−−−→ ∂tA
−1
0 . 

Assume that additionally Assumption 2.1(B1) is satified for l = 2 and 2.1(A3), (A6). Then, one has 
additionally

ε∂xΨε
p, p−−→−−−→ ∂yΨ0 , ε∂xΨ−1

ε

p, p−−→−−−→ ∂yΨ−1
0 , ε∂xJε

p, p−−→−−−→ ∂yJ0 , 

ε∂xJ
−1
ε

p, p−−→−−−→ ∂yJ
−1
0 , ε∂xAε

p, p−−→−−−→ ∂yA0 , ε∂xA
−1
ε

p, p−−→−−−→ ∂yA
−1
0 , 

ε∂x∂tΨε
p, p−−→−−−→ ∂y∂tΨ0 , ε∂x∂tΨ−1

ε

p, p−−→−−−→ ∂y∂tΨ−1
0 , ε∂x∂tJε

p, p−−→−−−→ ∂y∂tJ0 , 

ε∂x∂tJ
−1
ε

p, p−−→−−−→ ∂y∂tJ
−1
0 , ε∂x∂tAε

p, p−−→−−−→ ∂y∂tA0 , ε∂x∂tA
−1
ε

p, p−−→−−−→ ∂y∂tA
−1
0 . 

Proof. The first part was shown for the time-independent case in [50], the time-dependent case can be 
deduced by the same argumentation and is given also in [51]. The second part becomes relevant for the 
Stokes problem and is presented for the time-independent case in [52], while the time-dependent case can 
be deduced by the same argumentation. �

Moreover, we can translate the two-scale convergence between the transformed and untransformed setting 
as follows.

Lemma A.8 (Transformation and two-scale convergence). Let ψε satisfy Assumption 2.1(R1)--(R2), As
sumption 2.1(B1) for l = 1 and let ψ0 satisfy Assumption 2.1(L1)--(L3) such that the convergence of 
Assumption 2.1(A1)--(A2) is satified. Let p, q ∈ (1,∞) and uε ∈ Lp(0, T ;Lq(Ω)) be a sequence of functions, 
ûε(t, x) := uε(t, ψε(t, x)) and u0 ∈ Lp(0, T ;Lq(Ω × Y )). Then,

uε
p, q−−⇀−−−⇀ u0 if and only if ûε

p, q−−⇀−−−⇀ û0 ,

uε
p, q−−→−−−→ u0 if and only if ûε

p, q−−→−−−→ û0 ,

where û0(t, x, y) = u0(t, x, ψ0(t, x, y)).
Moreover, if uε ∈ Lp(0, T ;W 1,q(Ω)), u0 ∈ Lp(0, T ;W 1,q(Ω)), u1 ∈ Lp(0, T ;Lq(Ω;W 1,q

# (Y ))) one has

∇uε
p, q−−⇀−−−⇀ ∇xu0 + ∇yu1 if and only if ∇ûε

p, q−−⇀−−−⇀ û0∇xû0 + ∇yû1
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for u0 = û0 and û1(t, x, y) = u1(t, x, ψ0(t, x, y)) + ∇xu0(t, x) · (ψ0(t, x, y) − y). If uε ∈ Lp(0, T ;W 1,q(Ω)), 
u0 ∈ Lp(0, T ;Lq(Ω;W 1,q

# (Y ))) one has

ε∇uε
p, q−−⇀−−−⇀ ∇yu0 if and only if ε∇ûε

p, q−−⇀−−−⇀ ∇yû0

for û0(t, x, y) = u0(t, x, ψ0(t, x, y)).

Proof. For the proof of the time-independent case, see [50]. The time-dependent case can be deduced by 
the same argumentation. �
Remark A.9. Lemma A.5--Lemma A.8 are formulated for the two-scale convergence with the time as pa
rameter. Since Assumption 2.1 provides also a uniform control of the time derivative of ψε, the two-scale 
convergence of ψε and its spatial derivatives holds also for every fixed point in time, in particular for the 
initial time. Thus, one can also deduce Lemma A.5--Lemma A.8 for a fixed point in time, which becomes 
useful for the investigation of the initial values.

References

[1] E. Acerbi, V. Chiadò Piat, G. Dal Maso, D. Percivale, An extension theorem from connected sets, and homogenization in 
general periodic domains, Nonlinear Anal. 18 (1992) 481--496, https://doi.org/10.1016/0362-546X(92)90015-7.

[2] G. Allaire, Homogenization of the Stokes flow in a connected porous medium, Asymptot. Anal. 2 (1989) 203--222.
[3] G. Allaire, Homogenization of the Navier-Stokes equations in open sets perforated with tiny holes. I. and II, Arch. Ration. 

Mech. Anal. 113 (1990) 209--259, https://doi.org/10.1007/BF00375065, 261--298.
[4] G. Allaire, Homogenization of the Navier-Stokes equations with a slip boundary condition, Commun. Pure Appl. Math. 

44 (6) (1991) 605--641, https://doi.org/10.1002/cpa.3160440602.
[5] G. Allaire, Continuity of the Darcy’s law in the low-volume fraction limit, Ann. Sc. Norm. Super. Pisa, Cl. Sci. (4) 18 (4) 

(1991) 475--499.
[6] G. Allaire, Homogenization of the unsteady Stokes equations in porous media, in: C. Bandle (Ed.), Progress in Partial 

Differential Equations: Calculus of Variations, Applications, Longman Higher Education, 1992, pp. 109--123.
[7] G. Allaire, Homogenization and two-scale convergence, SIAM J. Math. Anal. 23 (1992) 1482--1518, https://doi.org/10.

1137/0523084.
[8] M.A. Biot, Theory of elasticity and consolidation for a porous anisotropic solid, J. Appl. Phys. 26 (1955) 182--185.
[9] M.A. Biot, General solutions of the equations of elasticity and consolidation for a porous material, J. Appl. Mech. 23 

(1956) 91--96.
[10] O. Blasco, J. van Neerven, Spaces of operator-valued functions measurable with respect to the strong operator topology, 

in: Vector Measures, Integration and Related Topics, in: Oper. Theory Adv. Appl., vol. 201, Birkhäuser Verlag, Basel, 
2010, pp. 65--78.

[11] C. Bringedal, K. Kumar, Effective behavior near clogging in upscaled equations for non-isothermal reactive porous media 
flow, Transp. Porous Media 120 (3) (2017) 553--577, https://doi.org/10.1007/s11242-017-0940-y.

[12] C. Bringedal, I. Berre, I.S. Pop, F.A. Radu, Upscaling of non-isothermal reactive porous media flow with changing porosity, 
Transp. Porous Media 114 (2016) 371--393, https://doi.org/10.1007/s11242-015-0530-9.

[13] C. Bringedal, L. Von Wolff, I.S. Pop, Phase field modeling of precipitation and dissolution processes in porous media: up
scaling and numerical experiments, Multiscale Model. Simul. 18 (2020) 1076--1112, https://doi.org/10.1137/19M1239003.

[14] D.L. Brown, P. Popov, Y. Efendiev, Effective equations for fluid-structure interaction with applications to poroelasticity, 
Appl. Anal. 93 (2014) 771--790, https://doi.org/10.1080/00036811.2013.839780.

[15] M.K. Brun, I. Berre, J.M. Nordbotten, F.A. Radu, Upscaling of the coupling of hydromechanical and thermal processes 
in a quasi-static poroelastic medium, Transp. Porous Media 124 (1) (2018) 137--158, https://doi.org/10.1007/s11242-018-
1056-8.

[16] R. Burridge, J.B. Keller, Poroelasticity equations derived from microstructure, J. Acoust. Soc. Am. 70 (1981) 1140--1146, 
https://doi.org/10.1121/1.386945.

[17] J. Collis, D.L. Brown, M.E. Hubbard, R.D. O’Dea, Effective equations governing an active poroelastic medium, Proc. A 
473 (2017) 20160755, https://doi.org/10.1098/rspa.2016.0755.

[18] H. Darcy, Les fontaines publiques de la ville de Dijon, 1856.
[19] M. Eden, A. Muntean, Homogenization of a fully coupled thermoelasticity problem for a highly heterogeneous medium with 

a priori known phase transformations, Math. Methods Appl. Sci. 40 (2017) 3955--3972, https://doi.org/10.1002/mma.4276.
[20] J. Fabricius, E. Miroshnikova, P. Wall, Homogenization of the Stokes equation with mixed boundary condition in a porous 

medium, Cogent Math. 4 (2017) 1327502, https://doi.org/10.1080/23311835.2017.1327502.
[21] M. Gahn, I.S. Pop, Homogenization of a mineral dissolution and precipitation model involving free boundaries at the micro 

scale, J. Differ. Equ. 343 (2023) 90--151, https://doi.org/10.1016/j.jde.2022.10.006.
[22] M. Gahn, M. Neuss-Radu, I.S. Pop, Homogenization of a reaction-diffusion-advection problem in an evolving micro-domain 

and including nonlinear boundary conditions, J. Differ. Equ. 289 (2021) 95--127, https://doi.org/10.1016/j.jde.2021.04.013.

https://doi.org/10.1016/0362-546X(92)90015-7
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibBA8D460E27E9452481B781C68195BD59s1
https://doi.org/10.1007/BF00375065
https://doi.org/10.1002/cpa.3160440602
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib7D4B8169DE2EBD1F649AF9D6D2E81FEAs1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib7D4B8169DE2EBD1F649AF9D6D2E81FEAs1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib35A29C5071E8C241F879C8B1F9946B17s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib35A29C5071E8C241F879C8B1F9946B17s1
https://doi.org/10.1137/0523084
https://doi.org/10.1137/0523084
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibE32E399326058C9F21E4DE9E806875C7s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib771F163418FA7A67290B60722DCF40C5s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib771F163418FA7A67290B60722DCF40C5s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib732753B3695E5198A1544D375E5C4BD2s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib732753B3695E5198A1544D375E5C4BD2s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib732753B3695E5198A1544D375E5C4BD2s1
https://doi.org/10.1007/s11242-017-0940-y
https://doi.org/10.1007/s11242-015-0530-9
https://doi.org/10.1137/19M1239003
https://doi.org/10.1080/00036811.2013.839780
https://doi.org/10.1007/s11242-018-1056-8
https://doi.org/10.1007/s11242-018-1056-8
https://doi.org/10.1121/1.386945
https://doi.org/10.1098/rspa.2016.0755
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibC9021AFA845CE4B5140798228B65F9A5s1
https://doi.org/10.1002/mma.4276
https://doi.org/10.1080/23311835.2017.1327502
https://doi.org/10.1016/j.jde.2022.10.006
https://doi.org/10.1016/j.jde.2021.04.013


D. Wiedemann, M.A. Peter / J. Math. Anal. Appl. 546 (2025) 129222 33

[23] M. Gahn, I.S. Pop, M.A. Peter, D. Wiedemann, Rigorous derivation of an effective model for coupled Stokes advection, 
reaction and diffusion with freely evolving microstructure, arXiv:2404.01983, 2024, https://arxiv.org/abs/2404.01983.

[24] E. Hille, R.S. Phillips, Functional Analysis and Semi-Groups, rev. ed., American Mathematical Society Colloquium Pub
lications, vol. 31, American Mathematical Society, Providence, RI, 1957.

[25] J.B. Keller, Darcy’s law for flow in porous media and the two-space method, in: Nonlinear Partial Differential Equations 
in Engineering and Applied Science, Dekker, New York, 1980, pp. 429--443.

[26] J. Knoch, M. Gahn, M. Neuss-Radu, N. Neuß, Multi-scale modeling and simulation of transport processes in an elastically 
deformable perforated medium, Transp. Porous Media 147 (2023) 93--123, https://doi.org/10.1007/s11242-022-01896-z.

[27] T. Lévy, Propagation of waves in a fluid-saturated porous elastic solid, Int. J. Eng. Sci. 17 (1979) 1005--1014, https://
doi.org/10.1016/0020-7225(79)90022-3.

[28] J.-L. Lions, Some Methods in the Mathematical Analysis of Systems and Their Control, Science Press, Gordon & Breach 
Science Publishers, New York, 1981.

[29] R. Lipton, M. Avellaneda, Darcy’s law for slow viscous flow past a stationary array of bubbles, Proc. R. Soc. Edinb., Sect. 
A 114 (1--2) (1990) 71--79, https://doi.org/10.1017/S0308210500024276.

[30] D. Lukkassen, G. Nguetseng, P. Wall, Two-scale convergence, Int. J. Pure Appl. Math. 2 (2002) 35--86.
[31] N. Masmoudi, Homogenization of the compressible Navier-Stokes equations in a porous medium, ESAIM Control Optim. 

Calc. Var. 8 (2002) 885--906, https://doi.org/10.1051/cocv:2002053, a tribute to J.L. Lions.
[32] A. Meirmanov, Mathematical Models for Poroelastic Flows, Atlantis Studies in Differential Equations, vol. 1, Atlantis 

Press, Paris, 2014.
[33] A. Mikelić, Homogenization of nonstationary Navier-Stokes equations in a domain with a grained boundary, Ann. Mat. 

Pura Appl. (4) 158 (1991) 167--179, https://doi.org/10.1007/BF01759303.
[34] A. Mikelić, Mathematical derivation of the Darcy-type law with memory effects, governing transient flow through porous 

media, Glas. Mat. Ser. III 29 (49) (1994) 57--77.
[35] A. Mikelić, Homogenization theory and applications to filtration through porous media, in: Filtration in Porous Media 

and Industrial Application, Cetraro, 1998, in: Lecture Notes in Math., vol. 1734, Springer, Berlin, 2000, pp. 127--214.
[36] L. Miller, R. Penta, Homogenized balance equations for nonlinear poroelastic composites, Appl. Sci. 11 (2021), https://

doi.org/10.3390/app11146611.
[37] G. Nguetseng, A general convergence result for a functional related to the theory of homogenization, SIAM J. Math. Anal. 

20 (1989) 608--623, https://doi.org/10.1137/0520043.
[38] M.A. Peter, Homogenisation in domains with evolving microstructure, C. R., Méc. 335 (2007) 357--362, https://doi.org/

10.1016/j.crme.2007.05.024, https://www.sciencedirect.com/science/article/pii/S1631072107000952.
[39] M.A. Peter, Homogenisation of a chemical degradation mechanism inducing an evolving microstructure, C. R., Méc. 

335 (11) (2007) 679--684, https://doi.org/10.1016/j.crme.2007.09.003, https://www.sciencedirect.com/science/article/pii/
S1631072107001623.

[40] M.A. Peter, Coupled reaction-diffusion processes inducing an evolution of the microstructure: analysis and homogenization, 
Nonlinear Anal. 70 (2009) 806--821, https://doi.org/10.1016/j.na.2008.01.011.

[41] N. Ray, T. van Noorden, F. Frank, P. Knabner, Multiscale modeling of colloid and fluid dynamics in porous media including 
an evolving microstructure, Transp. Porous Media 95 (2012) 669--696, https://doi.org/10.1007/s11242-012-0068-z.

[42] N. Ray, T. Elbinger, P. Knabner, Upscaling the flow and transport in an evolving porous medium with general interaction 
potentials, SIAM J. Appl. Math. 75 (2015) 2170--2192, https://doi.org/10.1137/140990292.

[43] M. Redeker, C. Rohde, I.S. Pop, Upscaling of a tri-phase phas-field model for precipitation in porous media, IMA J. 
Appl. Math. 81 (2016) 898--939, https://doi.org/10.1093/imamat/hxw023.

[44] E. Sánchez-Palencia, Nonhomogeneous Media and Vibration Theory, Lecture Notes in Physics, vol. 127, Springer-Verlag, 
Berlin-New York, 1980.

[45] R. Schulz, P. Knabner, Derivation and analysis of an effective model for biofilm growth in evolving porous media, Math. 
Methods Appl. Sci. 40 (2017) 2930--2948, https://doi.org/10.1002/mma.4211.

[46] R. Schulz, P. Knabner, An effective model for biofilm growth made by chemotactical bacteria in evolving porous media, 
SIAM J. Appl. Math. 77 (2017) 1653--1677, https://doi.org/10.1137/16M108817X.

[47] L. Tartar, Incompressible fluid flow in a porous medium - convergence of the homogenization process, Appendix of [44], 
1979.

[48] C.J. van Duijn, A. Mikelić, M.F. Wheeler, T. Wick, Thermoporoelasticity via homogenization: modeling and formal 
two-scale expansions, Int. J. Eng. Sci. 138 (2019) 1--25, https://doi.org/10.1016/j.ijengsci.2019.02.005.

[49] T.L. van Noorden, Crystal precipitation and dissolution in a porous medium: effective equations and numerical experiments, 
Multiscale Model. Simul. 7 (2008) 1220--1236, https://doi.org/10.1137/080722096.

[50] D. Wiedemann, The two-scale-transformation method, Asymptot. Anal. 131 (2023) 59--82, https://doi.org/10.3233/ASY-
221766.

[51] D. Wiedemann, M.A. Peter, Homogenisation of local colloid evolution induced by reaction and diffusion, Nonlinear Anal. 
227 (2023) 113168, https://doi.org/10.1016/j.na.2022.113168.

[52] D. Wiedemann, M.A. Peter, Homogenisation of the Stokes equations for evolving microstructure, J. Differ. Equ. 396 (2024) 
172--209, https://doi.org/10.1016/j.jde.2024.02.056.

[53] D.M. Wiedemann, Analytical homogenisation of transport processes in evolving porous media, PhD thesis, Universität 
Augsburg, 2024, https://nbn-resolving.org/urn:nbn:de:bvb:384-opus4-1125773.

[54] V.V. Zhikov, On the homogenization of the system of Stokes equations in a porous medium, Russ. Acad. Sci. Dokl. Math. 
49 (1994) 144--147.

[55] C. Zimmer, Temporal discretization of constrained partial differential equations, PhD thesis, Technische Universität Berlin, 
2021, https://nbn-resolving.org/urn:nbn:de:bvb:384-opus4-956378.

https://arxiv.org/abs/2404.01983
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib6ABDBE6380758EA69F295EAACD19CF58s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib6ABDBE6380758EA69F295EAACD19CF58s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibB887AE6E9E6DA7A3599EB309283DA1F9s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibB887AE6E9E6DA7A3599EB309283DA1F9s1
https://doi.org/10.1007/s11242-022-01896-z
https://doi.org/10.1016/0020-7225(79)90022-3
https://doi.org/10.1016/0020-7225(79)90022-3
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibDB5FE512FFE48A154D2A28A22117D765s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibDB5FE512FFE48A154D2A28A22117D765s1
https://doi.org/10.1017/S0308210500024276
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibD188C27D78B67854AFF2E724D9931EE8s1
https://doi.org/10.1051/cocv:2002053
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibD7547BA8664E3724487E3EB282DED519s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibD7547BA8664E3724487E3EB282DED519s1
https://doi.org/10.1007/BF01759303
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib36E3AC009302ABB9A116E0BF1DE03390s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib36E3AC009302ABB9A116E0BF1DE03390s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib3FD1BE6FCDCF5563472C193D35BA726Fs1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib3FD1BE6FCDCF5563472C193D35BA726Fs1
https://doi.org/10.3390/app11146611
https://doi.org/10.3390/app11146611
https://doi.org/10.1137/0520043
https://doi.org/10.1016/j.crme.2007.05.024
https://doi.org/10.1016/j.crme.2007.05.024
https://www.sciencedirect.com/science/article/pii/S1631072107000952
https://doi.org/10.1016/j.crme.2007.09.003
https://www.sciencedirect.com/science/article/pii/S1631072107001623
https://www.sciencedirect.com/science/article/pii/S1631072107001623
https://doi.org/10.1016/j.na.2008.01.011
https://doi.org/10.1007/s11242-012-0068-z
https://doi.org/10.1137/140990292
https://doi.org/10.1093/imamat/hxw023
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibE2837700F695E888EFDA645B0B32A0B5s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibE2837700F695E888EFDA645B0B32A0B5s1
https://doi.org/10.1002/mma.4211
https://doi.org/10.1137/16M108817X
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib9363B441155F5847DE7958E24F1ECAC8s1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bib9363B441155F5847DE7958E24F1ECAC8s1
https://doi.org/10.1016/j.ijengsci.2019.02.005
https://doi.org/10.1137/080722096
https://doi.org/10.3233/ASY-221766
https://doi.org/10.3233/ASY-221766
https://doi.org/10.1016/j.na.2022.113168
https://doi.org/10.1016/j.jde.2024.02.056
https://nbn-resolving.org/urn:nbn:de:bvb:384-opus4-1125773
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibE2C147A9B3DB83F6EDD525907C3956FDs1
http://refhub.elsevier.com/S0022-247X(25)00003-4/bibE2C147A9B3DB83F6EDD525907C3956FDs1
https://nbn-resolving.org/urn:nbn:de:bvb:384-opus4-956378

	A Darcy law with memory by homogenisation for evolving microstructure
	1 Introduction
	1.1 Goal of this work
	1.2 Homogenisation result
	1.3 Homogenisation approach
	1.4 Literature overview
	1.5 Organisation of this paper
	1.6 Notations

	2 The ε-scaled problem
	2.1 Geometry
	2.2 Reference structure
	2.3 Evolving microdomain
	2.4 Weak formulation of the ε-scaled problem
	2.5 Assumptions on the data

	3 Transformation of the micromodel
	4 Existence and a priori estimates for the microscopic problem
	4.1 Abstract results for differential--algebraic equations
	4.2 Application to the microscopic problem

	5 Homogenisation of the substitute problem
	6 A Darcy law with memory for evolving microstructure
	7 Back-transformation of the two-pressure Stokes system
	Funding
	Acknowledgments
	Appendix A Two-scale convergence
	A.1 Transformation and two-scale convergence

	References


