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Abstract
The emergence of new digital technologies in modern work organizations is also changing the way employees and employ-
ers communicate, design work processes and responsibilities, and delegate. This paper takes an interdisciplinary—namely 
sociological and philosophical—perspective on the use of AI in healthcare work organizations. Using this example, structural 
power relations in modern work organizations are first examined from a sociological perspective, and it is shown how these 
structural power relations, decision-making processes, and areas of responsibility shift when AI is used. In the subsequent 
ethical part, opportunities for a fairer organization of work, but also dangers due to possibly changed power relations are 
elaborated and evaluated by presenting a realistic scenario from everyday clinical practice. After combining a proceduralist 
account of organizational ethics with a virtue-ethical approach, it is argued that certain organizational and character disposi-
tions are necessary for employers and employees to meet the challenge of changing structural power relations in the future. 
With the same goal, a summative sociological perspective discusses challenges to workplace co-determination.

Keywords Artificial intelligence · Healthcare work organizations · Structural power relations · Organizational ethics · 
Procedural justice · Virtue ethics

1 Introduction

In the course of the increasing privatization and econo-
mization of the healthcare sector, artificial intelligence 
and other digital solutions (Bär 2011; Marckmann 2021; 
Mohan 2018) offer companies and organizations (such as 

hospitals) promising opportunities to further develop and 
innovate organizational procedures and internal processes, 
as well as services offered (e.g., in prevention, diagnostics or 
treatment of diseases) and business models (van Giffen et al. 
2020). The potential of artificial intelligence to indepen-
dently evaluate and interpret masses of data algorithmically 
(e.g., through artificial neuronal networks) and thus make 
autonomous decisions opens up new paths in operational 
marketing, economic orientation, and quality of care. At the 
same time, new opportunities and obstacles also arise with 
regard to the operational organization and design of work 
environments and processes or the distribution of responsi-
bilities and powers.

In this paper, we attempt to profitably combine a socio-
logical analysis of the power relations and work processes in 
healthcare organizations under the growing influence of AI 
innovations with an ethical-normative analysis. Based on the 
sociological findings, we try to show how power becomes 
ethical by asking which theories are relevant for an ethical 
analysis of the problem of shifting power relations. Power 
is not only understood as a political or sociological concept 
but is also relevant in the context of ethics, e.g., when it 
comes to asking, whether a doctor or a medical AI system, 
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which undoubtedly can take over some sort of epistemic 
authority, has the overriding power and legitimacy to influ-
ence and manipulate social relations and ethical relation-
ships in work organizations. Furthermore, ethics also speaks 
of power when it comes to agency and self-determination. 
Ethical power can thus prove to be a complementary con-
cept to ethical responsibility.1 In such scenarios, it is widely 
held that adopting an organizational ethics framework, par-
ticularly when integrated with aspects of virtue ethics, ena-
bles precise analysis of issues pertaining to evolving power 
dynamics.

In the current literature, there are no studies that exten-
sively deal with the problem of power shifts and power 
imbalances in relation to the specific use of AI in healthcare 
institutions. The issue of power is either focused on prob-
lems of data protection (Bavli et al. 2024) or is solely con-
cerned with the question of how the use of AI changes global 
power structures (Polcumpally 2022), how the state can 
exercise information control (Abbate 2023) or how power 
imbalances between developers and users of AI systems can 
be assessed (Maas 2023). If a few studies deal peripherally 
with the topic of shifting power relations due to the use of 
AI systems, then usually without reference to organizational 
socio-technical causes and ethical issues.2

The following article opens with an exploration of the 
role of AI systems in healthcare, focusing on diagnostics, 
therapy, and decision support. It examines the configura-
tions of power within healthcare organizations, beginning 
with a comprehensive discussion on power as a social con-
struct, influenced by Foucault's theories and its interplay 
with labor. It then probes into the specific power dynamics 
within healthcare, emphasizing the fluidity and variability of 
power relations and AI's influence on these frameworks. The 
role of AI in formalizing, standardizing, and digitizing pro-
cesses is explored, as well as the consequent shifts in power 
dynamics stemming from human-technology interactions.

As a next step, the study explores ethical concerns, specif-
ically the significance of virtue ethics and procedural justice 
within healthcare organizations: It seeks methods to detect 
and mitigate power imbalances by assessing a hypothetical 
yet plausible scenario where a medication recommendation 
system is implemented in a clinical setting. The subsequent 
exposition of three distinct perspectives (restitution, exploi-
tation, and compensation) on addressing the unjust creation 
and allocation of power highlights the essential role of vir-
tues in ethical decision-making and organizational behav-
ior. Our reflections continue to concentrate on achieving 
organizational justice in AI-centric healthcare organizations, 
addressing the need to mitigate new structural imbalances 
introduced by AI. References to Aristotle and Rawls high-
light justice as a societal virtue and the tenets of procedural 
justice. Finally, we discuss the challenges of preserving 
justice amid evolving power dynamics and AI's effects on 
employee autonomy, motivation, and patient well-being.

We conclude that the implementation of AI in healthcare 
should be considered as part of a holistic ecosystem, where 
ethical guidelines need to be put into practice. It is crucial 
that organizational measures are taken for quality assur-
ance and continuous improvement, including collaboration 
between all decision-makers and stakeholders. AI-enabled 
healthcare institutions and tools must maintain organiza-
tional equity and transparency to prevent concentrations of 
power. An appropriate response to unwanted power shifts 
requires a compensatory strategy that promotes innovation 
and is morally justifiable. This can be achieved by promoting 
organizational justice and professional virtues.

2  Power (con)figurations in healthcare 
organizations—a sociological pre‑study

2.1  What is power in general?

In order to approach the question of what effects the use of 
AI can be expected to have on organizational power rela-
tions, or how AI systems will possibly change and influence 
power structures and constellations in and around healthcare 
organizations, we first need to take stock of the underlying 
assumptions and theoretical premises.

Occasionally the term ‘power’ is used synonymously with 
the ‘domination’; there is little that can be said about power 
that would have general and unchallenged validity (Imbusch 
2006). Following Foucault's understanding of power, we do 
not want to define power as a fixable quantity or a clearly 
definable entity. In contrast, power manifests itself in the 
form of different (action) strategies, which in turn can give 
rise to different types of power. By power, Foucault does 
not mean a general system of domination, a governmental 
power with institutions, or a mode of subjugation, but rather 

1 Hans Jonas considers "non-reciprocity" (Jonas 1984, 84) necessary 
for a successful practice of ethics, because it characterizes the formal 
core of the condition of the possibility of responsibility: Responsibil-
ity can only occur where there are asymmetrical power relations; this 
means that the present person has power over the future – but not vice 
versa. Shifts in power relations in health organizations occur because 
people have decided at time X that a new technology will be intro-
duced and thus exert power on those who are forced to work with this 
technology in the future.
2 For example, Ryan et al. 2022 have identified certain value conflicts 
between the various stakeholders and, to address them, have made 
various suggestions for (1) building a culture of trust, (2) distributing 
responsibilities fairly, (3) protecting staff autonomy and (4) encourag-
ing staff to become more ethically literate in these matters. However, 
the authors do not indicate that value conflicts can also arise from 
structural power shifts induced by AI systems and their users.
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the multiplicity of power relations within a social forma-
tion (Foucault 2020). Accordingly, power never exists on its 
own, but only as a social construct in connection with and to 
other people. Power is thus to be understood as a contextual 
quality that only comes to bear in certain socially produced 
frames of reference. For example, the power relationship 
between doctor and patient is always determined by situ-
ational dependence on this particular role configuration. In 
another context, the power relationship between the same 
persons could be completely reversed.

Power can therefore always be understood first and fore-
most as an attribute of social relations and relationships. 
This perspective also reveals an important interaction 
between power and work; because just as power is a feature 
of social relations, the organization of work and the concrete 
design of work also have an indirectly constitutive effect 
on the organizational relations of power and domination in 
which they are embedded. Referring back to Foucault, it 
can thus be stated that power only exists as action (in actu). 
Accordingly, power relations appear as an ensemble of forms 
of action that operate in a (structurally) limited space of pos-
sibilities and are oriented towards further possible actions 
(Foucault 2005). This argument is further supported by the 
fact that social (power) positions are not only formally estab-
lished structurally but can also be established informally 
or undermined in the opposite sense. Accordingly, both 
communicative behaviors, as well as cooperative relations 
among employees, have an impact on social relations, and 
therefore also shape power relations in an organization to 
the same extent.

By switching the levels of analysis from the interactional 
level to the structural level, power can (complementary) be 
understood as an attribute of (complex) social networks. 
Power is distributed in these networks (Foucault 1994), 
whereby the concentrations and the relationships fluctuate 
permanently. Persistent power structures in organizations 
thus require a continuous reproduction of the enabling con-
ditions. As a consequence, it refers only to a relationship of 
dependency within a social relationship itself (or a network 
of social relationships and interdependencies) that, due to 
the reciprocity and temporal dynamics of social relation-
ships, can never be described as static, but also (as with 
Foucault) only as a volatile manifestation of a fluid or unsta-
ble figuration of structures and relations. In this sense, we 
want to understand power as a quality of social structural 
conditions that establishes, interferes with, and institutes the 
behavior of specific people in combination with other socio-
logical and psychological conditions. Based on this, the most 
important power relations in healthcare organizations for our 
analysis will be presented in brief and analyzed with regard 
to their contextuality and variability. On the one hand, our 
considerations are of a theoretical nature, on the other hand, 
we also refer to our empirical data, which consists of more 

than 30 interviews with medical staff as well as one week of 
ethnological field research in two different hospital stations. 
Our empirical data was collected as part of the “VUKIM” 
research project, which is funded by the Federal Ministry of 
Education and Research (BMBF).

In this paper, we do not develop a full theory of power 
about AI. Instead, we like to refer to the work of Mark 
Coeckelbergh, who has elaborated in our sense that “AI has 
power over us. Blurring the line between technology and 
politics, in particular, between AI and power, we can thus 
speak of AI as ‘artificial power’: not because AI is all-pow-
erful, but because power is exercised through AI.” (Coeck-
elbergh 2022, 123f.). However, what is missing or remains 
relatively vague in Coeckelbergh’s work is an answer to the 
question of how the power exercised by AI is concretely 
reflected in social and economic institutions, such as health-
care organizations, and what changes in organizational struc-
tures this power can bring about. We would like to close this 
gap with the following sociological analysis, accompanied 
by a virtue ethics perspective that can be made fruitful for 
the design of just healthcare organizations that want to rely 
more and more on digital solutions.

2.2  Power in healthcare organizations

2.2.1  Dynamic power structures in healthcare 
organizations

Understanding dynamic power structures in healthcare 
organizations is central to the expected impact of AI in the 
healthcare system because it is still not uncommon to get 
the impression of purely rationally acting companies and 
organizations that function and behave according to plan and 
in line with organizational charts and process descriptions 
(Berger 2018). On the other hand, in practice and empiri-
cism, we encounter "living" organizations in which people 
pursue individual interests and goals, make decisions, and 
have needs. The (individual) actions of individual actors in 
the collective also constantly reshape the (social) structures 
of the organization. Accordingly, all actors in organizations 
must first be regarded as participants in decision-making 
processes or as potential decision-makers (Wilz 2010). 
Hence, decision-making competencies, areas of responsi-
bility, and powers are important indicators of the distribution 
of power and power relations in organizations, because the 
ability to make certain decisions and to decide about spe-
cific topics is also the ability to dispose of a state of affairs. 
The question of who may or must decide on what issue, 
thus is always linked to a legitimizing position of power. 
However, it is not only the formal decision-making bodies 
in management that play an important role in organizational 
decision-making processes. If one focuses on the actual 
implementation of decisions, the relevance of employees 
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and the workforce also becomes apparent. Ultimately, this 
is where the course is set for how decisions are dealt with in 
an organization. Are they accepted or rejected? Heeded or 
not heeded? Implemented or undermined? These questions 
are not decided at the management level alone but manifest 
themselves in everyday working practice.

Furthermore, power is not only embedded in social rela-
tions; as an important resource, power, and knowledge form 
two closely intertwined and interdependent concepts (Fou-
cault 2020). Seen in this light, there is no power relation 
"without a corresponding field of knowledge being consti-
tuted and no knowledge that does not at the same time pre-
suppose and constitute power relations" (Foucault 1994). 
This connection elaborated by Foucault also makes clear 
how much power and power potentials are "hidden" in the 
workforce of organizations. It is undisputed that the more 
deeply people are involved in a work process, the more 
knowledge and understanding they accumulate in this con-
text. This knowledge, in turn, enables them to influence the 
work process according to their ideas and needs and within 
the scope of their possibilities. Knowledge (about organi-
zational processes) can therefore also be understood as a 
resource for exercising power.

2.2.2  Healthcare organizations as institutions of power

Being a resource for exercising power is not the only reason 
why hospitals and other medical institutions can be under-
stood as institutions of power in several respects. Healthcare 
organizations such as hospitals can already be described as 
hierarchically structured organizations through their legal 
and formal structure; on the other hand, interpersonal power 
relations within these structures are continuously (re)pro-
duced and institutionalized in the daily actions and com-
munications between the staff on a micropolitical level of 
action. Thus, everyday work in the medical sector is also 
conditioned by the strong hierarchies between the individual 
professions, for example, doctors enjoy extensive autonomy 
of action, while employees in nursing or administration act 
on the basis of doctors' prescriptions or instructions (Meier 
et al. 2020). Finally, these structures and the views on jus-
tice, on the relationship between ethical and non-ethical 
competences, and on the correct coordination of one's own 
and others' decision-making powers, which are weighted 
differently depending on the profession, are integrated into 
the functional logic and action visions of the health system 
as a whole.

While power configurations can also be observed in a 
similar form in organizations outside the health system, the 
characteristic that is special to medicine is, that in these 
institutions, power is exercised over the bodies and health 
of patients by doctors, nurses, and other staff. In this sense, 
hospitals can be understood as an institutional (power) 

configuration. The medical staff are themselves subject to 
the specific figurations of power. At the same time, they 
exercise power in the form of treatments and interventions 
on patients, through which they can be understood as both 
recipients and protagonists of power. This reciprocity is also 
repeatedly evident in our interviews, in which it is explained 
on numerous occasions that you have to come to an arrange-
ment with the requirements and conditions on site in order 
to be able to work successfully. Here, "conditions" explic-
itly refers to the supervisors, the technology used and the 
patients' own will. One nurse interviewed reported: "You 
always have to have it on your mind: What does the doctor 
want me to do? How and when do I do this?" or a colleague 
of her: "[…] and I still have to type it into the programs and 
make sure that it all fits".

Similarly, this exercise of power is not always based 
on the complete consensus of both parties. For example, 
although it can usually be assumed that an unconscious 
emergency patient would approve of his or her treatment, 
certainty in such a case can only be obtained afterwards. As 
previously stated, knowledge can be understood as a power 
resource, which is also evident in the doctor-patient relation-
ship. Accordingly, it can be assumed that there is usually a 
difference in knowledge between the doctor and the patient 
with regard to the treatment. Although it is the doctor's task 
to inform the patient as precisely as possible about the inter-
vention, treatment, side effects, etc. and to inform him or her 
about alternatives, ultimately the doctor always has a knowl-
edge advantage that cannot be eliminated in the shortness of 
a consultation. The extent to which the power relationship 
between doctor and patient can be precisely determined and 
how AI systems affect this will be discussed in more detail 
later on.

For the following considerations of the influences and 
effects of the application of AI systems, three power rela-
tions in particular are therefore relevant: On the one hand, 
this concerns a) the organizational structure already dis-
cussed, i.e., the power structures within the organization 
– in other words, the question of how the social relations 
in the organization change. This figuration is, to a certain 
extent, the field in which it is decided how ethical principles, 
guidelines, standards, and requirements are dealt with. In 
addition, b) the relationship between people and technol-
ogy is relevant, as this also allows conclusions to be drawn 
about the development of medical professions (such as the 
professions of doctors or nurses). At the same time, c) the 
unity of human and technology in health care is an impor-
tant actor, especially with regard to the increasing use of 
AI systems in medicine.3 Since a large part of the scientific 

3 For a better differentiation between human and non-human actors, 
Latour established the concept of the actant in ANT (Latour 2005). 
Accordingly, the actant "doctor-AI" would be recruited from the two 
agents, "doctor" and "AI".
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discussion regarding the ethical challenges, risks, and pos-
sible consequences of the use of AI in medicine focuses 
on AI systems that are used primarily in diagnostic and/or 
therapeutic contexts, we would like to follow this discourse 
in this paper. Accordingly, we focus in particular on those 
AI systems that (in the future) will be used either autono-
mously or as assistance systems or systems for decision sup-
port in prevention, diagnostics, or therapy and which are 
thus directly integrated into the work, responsibility, and 
decision-making area of the medical or nursing profession.4 
So, whenever AI is mentioned in this paper without further 
information, it usually refers to AI systems that are used in 
a diagnostic or therapeutic context.

2.2.3  AI‑specific nodes of power within health 
organizations

2.2.3.1 Human‑technology interaction With regard to 
the relationship between people and technology, it can be 
argued that new technologies as well as ongoing technologi-
cal developments and their dissemination have always been 
factors that shape social relations of power (Popitz 1995). 
However, technology not only shapes specific relations of 
power; moreover, technology and technologies themselves 
have always been sources, resources, instruments, and means 
for the exercise of power and domination (Imbusch and Steg 
2022). This observation can also be applied to the use of AI 
in the health sector. Since the implementation of AI involves 
both comprehensive and far-reaching effects on the respec-
tive power configurations (for example, with regard to deci-
sion-making competences in certain work-related contexts). 
The question of how far-reaching the consequences of these 
developments will be on the (working) relationship between 
human and machine cannot be answered without further 
ado, however, as this is not a monocausal relationship. The 
relationship between humans and technology can neither be 
determined statically nor universally but is in turn dynamic 
over time and varies from case to case or constellation to 
constellation. Regardless of the specific form, technologies 
and technology, such as AI in this case, are undoubtedly to 
be understood as entities that affect social relations as well 
as the power structures within which they are used.

With increasing digitalization and especially the introduc-
tion of AI, two different (work-related) developments can be 

expected in healthcare organizations. It can be assumed that 
the introduction of AI will further increase the degree of for-
malization, standardization, and datafication (Timmermans 
and Epstein 2010; Timmermans et al. 2017; Jansen 2019) in 
healthcare organizations. After all, artificial intelligences as 
data-processing algorithms are ultimately based on princi-
ples of stochastic (relational) and statistical aggregation and 
evaluation. AI systems are therefore not only dependent on 
the data that are fed in, but are also ultimately strictly limited 
in their output. The growing importance of data that is suit-
able for analysis and evaluation with AI and its increasing 
use, is also accompanied by the fact that a certain, data-
centered model of medical practice is preferred, or rather the 
power to define this medical perspective is becoming more 
and more valid. This assumption can also be justified from a 
technical point of view by considering that the implementa-
tion of sociotechnical AI solutions gets easier, the more the 
social environment adapts to the needs of the AI system. 
In this, the latent tendency toward standardization of the 
social can also be identified, whether in terms of the spe-
cific use of AI or by creating the structural (formal-legal) 
and social (institutional) conditions. This standardization 
and norming of behavior and knowledge takes place as AI 
generates certain standardization effects of knowledge and 
action in social practices, e.g., in the work process. However, 
this is accompanied by the possibility of far-reaching shifts 
in power within organizations. On the one hand, standards 
offer security against arbitrariness; on the other hand, their 
implementation always requires adaptation on the part of 
the actors. Beyond this, there arises the question of who 
defines the standards and how they are implemented. The 
trends described here can also be found in the same form in 
our empirical material. For example, many of the physicians 
and nurses we interviewed as part of our research project, 
emphasize the increase in documentation work (volume as 
well as level of detail) in conjunction with the advancing 
digitization of work processes.

Furthermore, from a power-analytical perspective, the 
spread of AI and standardization in the professional field 
of physicians could also cause a conflict between develop-
ers of AI and practicing medical staff regarding interpre-
tive sovereignty and expertise, for example, over questions 
regarding work practice or definitions of health, normality, 
and deviations (Laufenberg 2016; Huber 2020). The same 
can be said for implicit, uncertain knowledge and subjec-
tive working capacity. In other words, experiential knowl-
edge, skills and abilities that depend on the individual per-
son and are inscribed in the body or mind and are therefore 
difficult to quantitatively depict qua natura or completely 
elude adequate detectability and thus algorithmic evaluation 
(Pfeiffer 2014). This circumstance accordingly also affects 
the relationship between humans and technology, for exam-
ple in that subjective characteristics may be more difficult 

4 For a comprehensive and more holistic technology assessment, it 
would be necessary to cover the broad spectrum of the different forms 
of application of AI with regard to their tasks and roles in the work 
process (i.e., also AI applications that are used "behind the scenes", 
e.g. in logistics). Only in this way can the different requirements 
regarding the regulation and transparency of AI as well as the frame-
work conditions for the participation and empowerment of employees 
in an organisation be determined. (Albrecht and Kellermann 2020).
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to acquire in a system that is geared towards the generation 
and processing of (standardized) quantifiable data but will 
undoubtedly differ as a "skill-set" from the current status 
quo. Moreover, the more extensively a workflow is stand-
ardized, the less room there is for individual deviations and 
adaptations, regardless of whether these have a positive or 
negative impact on the work process or the outcome of the 
work.

This context highlights the importance of developing AI 
systems in line with the work processes in which they will 
be used and in collaboration with the people who will use 
them later on (Herrmann and Pfeiffer 2023; Pfeiffer 2020; 
von Richthofen et al. 2022). After all, AI systems are also 
human-designed programs, a fact that is also relevant with 
regard to decision-making processes, both for autonomous 
AI systems and for so-called decision support systems. Thus, 
in the case of autonomous decision-making systems, it must 
be taken into account that even before the algorithmic deci-
sion, there were a multitude of human influences on the 
effective function of the AI. For example, in the form of the 
selection of applied criteria or training data, or generally 
in the course of prioritization, assignment, classification, 
and filtering processes (Diakopoulos and Deussen 2017). 
The same applies in reverse, of course, to AI assistance sys-
tems that do not make (action) decisions in the sense of an 
acting actor, but ‘only’ present recommendations for action 
or research results. For the development and use of these 
AI assistance systems, however, it is a prerequisite to have 
already made an almost immeasurable number of constitu-
tive decisions in advance. These range from the conception 
of the functional scope and the determination of the applica-
tion area of the AI system, to data collection and evaluation, 
up to the design of the user interface and the interpretation 
of the data. If one considers everything that is needed for 
the production of AI systems, namely the number of peo-
ple and interests involved, the required coordination pro-
cesses, decision dependencies, access to training data, etc., it 
becomes apparent that applications of artificial intelligence 
are already involved in complex power relationships during 
their production, quite independently of their later function 
and area of application (Bray 2007; Mellström 2009). This 
observation ultimately also concerns the technical-authori-
tative claim to neutrality that can be ascribed to AI systems, 
which, however, are not to be understood as neutral technical 
tools, but always as a product of the (social, economic, legal, 
and ethical) contextual conditions of their production and 
which can therefore also be understood as manifestations of 
power relations and their negotiation processes.

2.2.3.2 Intertwinings between  system, organization, 
and  individual In general, many social science studies on 
AI in healthcare refer primarily to the question of the sub-
stitutability of human labor. For AI applications in clinical 

psychiatry, a study conducted by Doraiswamy et  al. 2020 
among psychiatrists (registered with Sermo, a global net-
work platform open to verified and licensed physicians) 
concludes that only a minority of less than 4% believe that 
AI could make their own work redundant in the future. Also, 
only 17% think AI could replace humans, even in empa-
thetic care. In contrast, 75% of respondents expect support 
in documenting and updating medical records and 54% in 
synthesizing information (Doraiswamy et  al. 2020). To a 
certain extent, such study results also reflect the develop-
ment status of a large number of current AI systems, which 
already achieve the same level of competence as doctors in 
certain isolated tasks (Heyen and Salloch 2021), but are still 
far from being able to replace holistic professional profiles. 
Nevertheless, it seems foreseeable that this relationship may 
develop further in the direction of AI systems in the future. 
From an ethical perspective, the relationship of decision-
making authority between the AI system and the doctor is 
of particular importance. For example, around 60% of the 
participants in a study are of the opinion that doctors should 
not rely on an AI system to make a diagnosis (Buchkre-
mer et  al. 2020). In line with the often-assumed substitu-
tion potential of AI applications, it is rather apparent that, 
at least for now, substitution (at least by doctors) is neither 
desired nor possible. On the contrary, the current state of 
knowledge regarding the acceptance of AI systems makes it 
clear that decision-making competence is mostly desired in 
human hands. At least for the moment, the question of how 
the expected changes in the distribution of important (work-
related) resources and the changing social relations (within 
healthcare organizations) will affect work in the healthcare 
system and thus healthcare provision seems much more 
urgent.

However, it does remain important not to examine the 
latter change and transformation processes independently 
of the surrounding environment. Thus, hospitals and other 
healthcare organizations cannot be thought of as organiza-
tions without their environment, within which they act and 
behave as a part of the system. The health system as an over-
arching political-economic regime thus not only determines 
the formal legal constitution of many healthcare organiza-
tions, but individual organizations are also strongly inte-
grated into the path dependency of the entire system and 
dependent on it in their perspective of action and develop-
ment. This aspect also reflects a special characteristic of 
medicine in general, which, viewed as a social practice con-
stitutively intertwined with political and economic rationali-
ties, is always looking for a suitable control and utilization 
of life (Laufenberg 2016). In this context, the economization 
and the associated introduction of private-sector control and 
allocation procedures are also have an important influence 
on organizations (Endreß and Matys 2010). These, in turn, 
can have an impact on the functional logic of the health care 
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system as a whole as well as on the organization and practice 
of work in detail.

2.2.3.3 The doctor‑patient‑relationship In continuation of 
digitalization processes that have already taken place, the 
strong and unreflected orientation towards AI data can lead 
to a shift or reduction of human competencies in a specific 
work context. As already mentioned in the previous para-
graph, concerning the medical staff, for example, a gradual 
shift in competences can be expected, that could also turn 
out to be a loss of certain qualities. As in other professions, 
knowledge gained from experience is an important pillar of 
professional competence in the medical field (Vogd 2004). 
However, experiential knowledge can only be acquired in 
practice and through actual "doing". If certain tasks are 
increasingly taken over by artificial intelligence, it is fore-
seeable that less experiential knowledge can be acquired, 
at least for these specific tasks. It is still unclear to what 
extent the routine use of AI systems has a negative impact 
on the abilities and skills (or skillsets) of users and possi-
bly narrows their horizon of experience. This risk is all the 
more important from an "ethical point of view, as a triad of 
personal abilities, skills, and experience at the level of the 
human-to-human relationship between the treating person 
and the person being treated is of essential importance for 
decisions to become responsible" (Liedtke/Langanke 2021). 
The problem described by Liedtke and Langanke can also 
be extended by two additional dimensions. On the one hand, 
people and staff are increasingly dependent on the technol-
ogy used; on the other hand, it raises the question of what 
right patients should or must be given to have a say in their 
treatment. Furthermore, this raises the question of how the 
role of doctors and medical staff will change in the future 
health system.

These questions are also relevant regarding the hopes 
of democratization and the possibility of breaking up tra-
ditional power relations in the healthcare sector, which are 
also associated with digitalization and the accompanying 
standardization processes. Indeed, there is the possibility 
that digital transformation could sustainably strengthen the 
power position of patients vis-à-vis the healthcare provider 
(Haring 2019). By gaining easier access to information 
through the internet, patients can independently reduce the 
knowledge advantage of medical staff and strengthen their 
own knowledge/negotiation base. In addition, there are pos-
sibilities for collecting the interests of certain patient groups 
or for exchanging information on health services and service 
providers. In this way, several areas of responsibility that 
traditionally fall within the area of competence of medi-
cal staff are, to a certain extent, made available for patients 
or can be accomplished by them. However, these findings 
cannot be transferred to artificial intelligence applications 
without further ado. In contrast to everyday technologies 

such as the internet or certain gadgets for recording simple 
biomarkers, the evaluation of AI-generated results in some 
cases requests considerable demands on the understanding 
and typing abilities of the interpreting users (Vogd 2018). 
In collaboration with artificial intelligence, medical staff 
could thus increasingly take on the role of interpreting, com-
municating, or, if necessary, relativizing the results. In this 
respect, AI applications can also be compared with other 
highly technical workflows in medicine, e.g., laboratory 
tests. Samples can be mixed up or labeled incorrectly, or the 
laboratory chemistry can be influenced by certain drugs and 
produce incorrect results. Accordingly, the primacy of medi-
cal interpretation applies here as well. The more the techni-
cally conveyed (laboratory) information is based on complex 
preparation processes, the more a critical contextualization 
by an experienced professional is needed, who is able to put 
the relevance of the technically generated data into perspec-
tive again if necessary (Klinke and Kadmon 2018).

Accordingly, it cannot be assumed that AI systems will 
lead to a change in the power relationship between medical 
staff and patients in favor of the latter in the short or medium 
term. As this relationship is already diverse and contextually 
different, AI applications can also have very different effects. 
In this respect, it can rather be argued that the manufactur-
ers of corresponding AI systems represent a new important 
authority in the healthcare system, who also have the cor-
responding responsibility in the design of future treatment 
methods and working practices in the medical field. With the 
increased use of AI systems for the diagnosis and treatment 
of patients, particular consideration must be given to "the 
risk of perpetuating incorrect clinical practices contained in 
the training data" (Heyen and Salloch 2021).

2.3  Provisional conclusion

Taking these interrelations into account when consider-
ing changing power relations, decision-making processes, 
and areas of responsibility is therefore an important level 
of context and analysis. It can be concluded that macro-
political decisions and system-inherent requirements, as well 
as the resulting organizational adaptation and compensation 
efforts, have a profound effect on actual working practice. 
Furthermore, it becomes apparent that medical practice and 
the associated decision-making processes in the course of 
treatment are not solely based on medical factors, but also 
include a large number of social factors. From this fact, con-
clusions can be drawn about the dependencies and freedoms 
in the field of medical practice. This circumstance must also 
be taken into account when introducing and using AI sys-
tems. As shown, a multitude of influencing factors can be 
listed, all of which have a more or less powerful effect on 
the working practice of medical staff, whether they are of a 
social, economic, legal, or normative nature. Organization 
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and structure can accordingly be seen not only as a space of 
power distribution (power distribution system) but also as a 
space of preventing injustice and enabling ethical conduct.

We can thus state as an interim result that sociological 
analysis has identified numerous key aspects to which ethi-
cal analysis can now be applied. The next step is to explain 
how power becomes organizational in order to be a matter 
of ethical inquiry. The following three steps are intended to 
build a bridge to the ethical analysis that follows.

1. The “power” of organizational structures: Healthcare 
institutions are not only places of individual fates and 
encounters, but also institutions with systems of rules 
in which work is standardized, decision-making paths 
and hierarchies are ordered, and the distribution of com-
petencies, means, and rights is determined (Burmeister 
et al. 2021). These conditions are currently subject to 
massive changes, especially due to technological change, 
and fundamentally influence the ethical actions of all 
persons working in these institutions.

2. The (new) power of AI technologies: Healthcare institu-
tions are naturally also susceptible to the fact that the 
introduction of new, and in the future probably even 
more AI-driven, technologies in the field of therapy, 
diagnosis, data management, communication, etc., 
change the power relations, decision-making processes, 
and responsibilities within an organizational unit or the 
entire organization. Especially with regard to AI, it must 
always be taken into account that a matter of technology 
is also a matter of power (cf. Coeckelbergh 2022, ch. 5).5

3. The need for transforming these powers into ethical ser-
vice for people working in healthcare organizations: a) 
and b) can fundamentally change the balance of justice 
and the general working atmosphere for the better or the 
worse; ways must be sought to take positive account of 
the new situation in individual and collective action.

3  How power becomes ethical in the clinic: 
a normative approach

3.1  AI‑induced shifts of power relations: scenarios 
and ethical challenges

The sociological findings have identified nodes at which 
shifts in power relations are possible and which allow an 
ethical analysis to start. Based on a contrafactual case study 

or scenario, we would like to conduct an ethical inquiry that 
allows us to draw conclusions about incorrect ethical designs 
of AI-driven health organizations. The analysis is carried out 
according to the following guiding questions: Who gains 
more or less power in a healthcare institution through the 
use of AI? Do shifted power relations automatically lead to 
an unequal distribution of power in the organization? If so, 
what are the risks associated with the unequal distribution of 
power? Does the use of AI technologies only lead to shifts 
in power relations and responsibilities in areas where these 
technologies are predominantly used, or does their use affect 
all areas of the healthcare organization? Subsequently, we 
will make suggestions on how to avoid unethical shifts in 
power relations in AI-driven health organizations or prevent 
them from occurring in the first place. Here is a possible 
scenario, in which a new AI-based medication recommenda-
tion system (cf. Ochoa et al. 2021; Poulose et al. 2022) has 
been rolled out.

Imagine that your hospital will soon have a new AI-based 
medication recommendation system (MRS) that can assist 
the medical care providers with the selection of an appro-
priate medication for the patients. Every year, countless 
prescription and treatment errors occur in the healthcare 
system. The new system promises to lead to more concise 
decisions that can reduce human misconduct and workload. 
In your clinic, the system will be introduced after appropri-
ate testing. The doctors rely more and more on the system's 
prescription suggestions, the technical administrative appa-
ratus becomes larger, and the nursing staff realizes that the 
prescriptions the system makes are not always in line with 
the patient's experiences and tolerances. The doctors con-
centrate on other fields of activity, and the nursing staff fears 
for their jobs. The hospital is finally back in the black, but 
patient satisfaction has not improved. Overall, the number of 
incorrect prescriptions is decreasing, although doctors con-
tinue to check every recommendation issued by the system, 
and nursing staff must rectify some recommendations due to 
better patient knowledge and close interaction.

The scenario presented here, if taken further, would 
most likely amount to a shift in the balance of power and a 
change in everyone’s work situation through the use of AI-
supported MRS. It could be that staff in technical adminis-
tration get more power, but also more responsibility. Doctors 
and nurses must take on more supervisory tasks than ever 
before, which could probably make the work less attractive. 
However, doctors and nurses can concentrate more on other 
areas and no longer bear sole responsibility for prescription 
mistakes. If the system works transparently, the patient can 
better understand how this or that prescription came about. 
The (digital) contact between the patient and the drug manu-
facturer and developer of the MRS becomes closer, while the 
relationship with the nurse might no longer be as important 
in this respect. In conclusion, all those who have a lot to do 

5 The role of technocracy in shifts in power relations in AI-driven 
health organizations, though important, will only interest us in pass-
ing. Technocracy here is the view that more decision-making power 
is deserved by whoever has more and better technical knowledge. (Cf. 
Kettner 2021).
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with the system get more power but also more responsibility, 
while those whose activities are now taken over by the MRS 
give up more power. In addition, the system increases the 
general possibilities of control and surveillance, which can 
lead to a feeling of restriction of personal freedom at work 
and at bedside.

If we now assume that the unequal distribution of power, 
caused by the introduction of the new MRS, is ethically 
questionable, we should consider how to address this prob-
lem.6 To ensure this, it is necessary to make an important 
claim: Since this is an ethical analysis, we will not speak of 
social equality here, but of justice or fairness. In this respect, 
our considerations are based on a non-ideal, non-compar-
ative, corrective, and (imperfectly) procedural concept of 
justice (cf. the taxonomy of Miller 2021) that is open to tie in 
with the classical Aristotelian notion of justice as social vir-
tue.7 In the current literature on the question of distribution, 
numerous authors distinguish between equality and justice 

(Nozick 1997; Arneson 2008). This is important in our topic 
because power is distributed differently than, for example, 
money (in the sense of salaries). Against this background, 
we can point out three promising ways of coping with the 
problem of unfair distribution of power.

The Restitution view (RV) means that it must be the 
ethical goal of the organization to (re)establish a fair 
distribution of power. It can be assumed that AI is still 
technically and ethically immature and therefore pro-
motes rather than prevents the emergence of power 
differentials, especially when the technologies are in 
the hands of people whose aim is surveillance and con-
trol. How to achieve the goal of restitution is a ques-
tion that only the operational management (e.g., of a 
hospital) can answer, given that the executive floor has 
recognized the problem. However, RV should only be 
applied if it can be assumed that, before the use of AI, 
power was distributed fairly or more fairly than after 
its introduction.
The Exploitation view (EV) uses the shifting of power 
relations to deliberately “improve” organizational 
structures in health facilities without paying attention 
to how justice can be restored, or injustices can be 
remedied.
The Compensation view (CV) finally refers to the 
acceptance of the power shifts and compensation for 
the unequal or unfair distribution of power through fair 
distribution of responsibilities, i.e., whoever has more 
power also has more responsibility and can then also 
be held liable first in accordance with their responsibil-
ity in cases of damage. The following questions, which 
do not arise in RV, must be asked: Should the person 
who has more power, and thus more responsibility, 
also get more money than before? Isn’t the increase in 
power already rewarding enough? Or is this increase 
‘eaten up’ again by the fact that the person who has 
more power can also be held more liable? This is not 
the place to answer these questions, however, it shows 
that the extent of power cannot be disproportionate to 
the extent of responsibility.

As a result of this scenario, we consider CV to be more 
plausible than RV band EV because power is generally diffi-
cult to distribute equally or fairly, since in every organization 
power and its use also depend on factors that are difficult to 
capture in terms of organizational ethics, e.g., the personali-
ties of the individuals, the length of time the individual has 
belonged to the company, different attitudes of the work-
force towards technical innovations ("corporate culture") and 
other organization-specific customs and traditions. RV only 
works if the status quo ante was already a just one, which is 
rarely possible. Who knows of an institution in which eve-
rything was fair? So, this is more about a hardly measurable 

6 Unequal distribution means that stakeholders, more or less unex-
pectedly, get or have more power than before through the use of AI. 
This does not have to be the doctors or managers, but health econo-
mists, clinical data scientists, or similar. This is no longer about tradi-
tional competencies but about epistemic authority, i.e., the power over 
new skills in the hands of new professional groups or traditional pro-
fessional groups with an updated job profile. The problem is that we 
do not yet know how this power that AI gives us can work in practice: 
Are all stakeholders adequately prepared for this? Have the organi-
zational structures already been developed for this? Shifts in power 
relations caused by AI also entail shifts in competencies. The task of 
an analysis must be to take these shifts into account in terms of an 
adequate theory of justice. (We would like to thank the reviewers for 
clarifying this point).
7 Our approach to justice is non-ideal because we have to work 
with the concept under conditions of epistemic and moral uncer-
tainty (caused by AI as a disruptive technology). The question here 
is whether the introduction of AI strengthens competencies and thus 
also the epistemic authority of the person or whether the introduc-
tion of AI reduces the competencies ("deskilling") and thus also their 
epistemic authority. If the latter occurs, then inequality of power as 
injustice arises because the clinician uses AI without any advantage 
for the patient. For us, justice is non-comparative, because we have to 
emphasize the importance of certain sufficiency thresholds: it is not 
a problem if some people have more power and are paid more for it 
(unless they reject the associated increase in responsibility). Rather, 
it is unjust if employees have too little or no authority. Justice has to 
be corrective, because, according to Aristotle, corrective justice aims 
to restore parties to a position of equality. Last but not least, we prefer 
a notion of justice that is imperfectly procedural, because the proce-
dure is such that following it is likely, but not certain, to produce just 
results; it might initially seem as though the justice of a procedure 
can be reduced to the justice of the results produced by applying it, 
but this is not so. According to deontological proceduralists standing 
in the tradition of Kant (e.g., Habermas and, to some extent, Rawls) 
justice cannot be reduced to outcome justice. Besides, studies by 
social psychologists have shown that in many cases people care more 
about being treated fairly by the institutions they have to deal with 
than about how they fare when the procedure’s final result is known 
(Lind and Tyler 1988). The last point is of great importance for the 
sociology of labor (see sociological part of the paper).
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comparison between different states in time: ‘Institution X 
at  t1 was fairer than at  t2 after a new AI system has been 
rolled out’.8 Incidentally, another problem is that the rollout 
of the MRS is being reversed because the restitution can-
not be achieved in any other way. CV is also preferable to 
EV because the latter has no regard for equity principles 
and the peculiarities of health organizations. EV tends to 
increase the likelihood of organizational structures being 
overstretched, and medical staff being overdemanded. There 
is a high probability that new asymmetries will emerge in the 
workforce or that existing ones will be exacerbated finally 
leading to unequal distribution of benefits and one-sided 
control and domination.

In contrast, CV also relieves employees and employers 
of certain responsibilities because there is no obligation to 
eliminate all injustices; in return, legal measures must also 
be taken to prevent all stakeholders from misusing their old 
and new power, e.g., if someone uses it to unfairly secure 
many goods from someone else. In view of CV, compensa-
tions do not exclude improvements, to the extent that new 
challenges are mastered well, and old mistakes are avoided. 
This is where our, basically, principle of sufficiency comes 
into play. Healthcare facilities do not always have to become 
better; they should first be good enough. AI systems can cer-
tainly be justified in this context, as they can compensate for 
injustices: If a robot suddenly does dirty job φ that person X 
used to do, then person X will no longer be envious or angry 
at person Y, who has never done dirty jobs but gets paid the 
same or more.

It is important to emphasize at this point that, accord-
ing to the preferred CV, acceptance of the power shifts can 
only be guaranteed if AI allows for the compensation of 
disadvantages associated with power shifts within healthcare 
organizations. Compensating mainly refers to the rebalanc-
ing of powers and a refinement of the instruments by means 
of which this rebalancing is to be carried out. This method 
is anything but easy to implement. If it fails, CV inevitably 
collapse into RV or EV.

To successfully implement CV in health organizations, 
there must be some sort of trust in the workforce towards 
the medical AI system. If this portion of trust is not there, it 
should be built up somehow. But how can it be built? In our 
view, it seems necessary to introduce and cultivate certain 
virtues as explicit and power-enabling factors. It is evident 
that where virtues are recognizable, trust also tends to be or 
can arise. That the presence of virtues alone cannot guaran-
tee trust also seems to be indisputable. Much more is needed 

in terms of institutional safeguards; one could therefore say 
that the presence of virtues in actors or institutions is a nec-
essary but not sufficient condition for building trust in digital 
products, systems, and processes (Budnik 2018). For this 
reason, virtue-based processes of trust-building must be 
accompanied by a procedural ethical component, which we 
want to derive from the above-mentioned non-ideal, non-
comparative, corrective, and (imperfectly) organizational 
concept of justice.

Incidentally, we do not believe that questions of justice 
and virtue in AI-driven healthcare organizations can be 
boiled down to trust. It is more the other way round. We are 
defending CV, because we are convinced that in the course 
of accelerated digital transformation, inequalities and injus-
tices must be constantly compensated for in order to gain or 
not lose trust. There is no doubt that it is not only organiza-
tional or procedural justice that maintains or increases trust-
worthiness (Frazier et al. 2010; Colquitt and Rodell 2011), 
but also the virtues: "Individuals, who display traits such as 
justice, honesty, empathy and the like, acquire (public) trust. 
Trust, in turn, makes it easier for people to cooperate and 
work together, it creates a sense of community and it makes 
social interactions more predictable." (Hagendorff 2022).

This already indicates that trust in AI cannot be intrinsi-
cally good. It may be quite appropriate not to trust certain 
AI systems due to concerns about reliability, transparency, 
accountability, or the idea that AI systems as non-agents are 
not fitting recipients of trust at all.9 For this reason, it seems 
advisable to initially trust the transparent organizational 
structures created, represented, and controlled by humans 
rather than the opaque AI systems.

3.2  Organizing power ethically in AI‑driven 
healthcare organizations

Our normative analysis that is based on sociological findings 
and the compensation view (CV) needs to fit into an ethical 
framework that can support the analysis of the role of AI in 
organizations and structural power relations. Within busi-
ness ethics, numerous approaches develop general organi-
zational ethics, primarily for the private economic sector 
(Johnson 2021). These models can only be partially applied 
to our topic, as hospitals are primarily not about doing busi-
ness, but about a healing mission that can be better fulfilled 
if the administrative and organizational structures serve this 
mission (Gibson et al. 2009). But what exactly we under-
stand by organizational ethics?

Organizational ethics is “the applied ethics discipline that 
addresses the moral choices influenced and guided by val-
ues, standards, principles, rules, and strategies associated 

9 We thank the reviewer for this comment.

8 The comparativist perspective of RV contradicts the pragmatic 
understanding of justice favored here, according to which institutions 
should take care to be just enough. This does not exclude the possibil-
ity that corrections are necessary.
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with organizational activities and business situations. Organ-
izational ethics focuses both on the choices of the individual 
and the group. Since antiquity, the moral features of com-
mercial activity mandated a code of ethics to ensure virtuous 
decision-making and preserve the common good.” (Letendre 
2015). If we speak of organizational ethics in the field of 
medicine and nursing, we still need to specify: „Organiza-
tional ethics is concerned with the ethical issues faced by 
managers and governors in healthcare organizations and the 
ethical implications of organizational decisions and prac-
tices on patients, staff, and the community.” (Gibson et al. 
2009, 243). The need for discussion on organizational ethics 
arises in the health sector in three places (ibid.): (a) Ethical 
issues emerging in clinical care because of decisions taken 
elsewhere in the organization, (b) ethical issues in clinical 
care with wide-reaching organizational implications, and (c) 
ethical issues related specifically to the business aspects of 
healthcare organizations.

In the following, we are primarily interested in examining 
ethical issues that arise from shifts in power as a result of the 
use of digital systems (Kluge 2017; Manzeschke 2021; Mira-
baie et al. 2021). The three aspects just mentioned will also 
play a role, although only in connection with the planned or 
actual use of AI technologies. Based on the sociological pre-
study and the scenario already played out, we are able to rec-
ognize that AI creates new kinds of power relationships that 
need to be evaluated ethically. Nevertheless, classical organi-
zational ethics can help us to operationalize our analysis, as 
it can generate "positive knowledge spillovers" (Schultz and 
Seele 2022) for future AI ethics. Since “AI ethics is still in an 
early stage dealing with the institutionalization of ethics to 
address ethical challenges raised in organizational environ-
ments” (Ibid., 100f.), our analysis needs to draw on estab-
lished theories and methods of organizational ethics such as 
Daniels and Sabin's (2002) accountability for reasonableness 
framework, the Corporate Ethical Virtues model (CEVM) by 
Kaptein (2008) or the classic “stakeholder impact analysis”. 
On the other hand, traditional organizational ethics as part 
of business ethics can also benefit from the new situation: 
"Business ethics can learn from AI ethics in catching up with 
the digital transformation, allowing for cross-fertilization 
between the two fields" (Schulze and Seele 2022, 100).

Due to the special conditions in AI-driven health-
care organizations (vulnerability of patients, scarcity of 
resources, high ethical standards), it can be expected that 
successful medical ethics in organizations depends more and 
more on a good organization of ethics. A good organization 
of ethics can only be ensured if the organizational structures 
are just and the people who fill these structures with life are 
virtuous. The interplay of these factors can ensure that trust 
is built in health facilities. Trust has been emphasized by 
several authors as a key to organizational ethics effectiveness 
in healthcare organizations (Buchanan 2000; Goold 2001). 

One could therefore say that if trust is there, one can use it to 
discover "blind spots" (Hagendorff 2022), i.e., power shifts 
that have hardly been visible so far, but which are momen-
tous for the ethical design of health organizations and treat 
them ethically.

As we will show in the next section, a virtue ethical 
account seems to offer a suitable method for making organi-
zations ethical "from within", especially in the health sector. 
In one of the most influential books on biomedical ethics 
written by Beauchamp and Childress (2019), the authors, 
who are not virtue ethicists themselves, have emphasized the 
growing institutional importance of virtues over the years.10 
Virtues can not only help people perform negative duties 
better but also ensure that they promote their well-being as 
well as that of others more strongly. Virtuous health profes-
sionals are often creative and open to innovation. Particu-
larly in times of rapid technological change and epistemic 
uncertainty, specific virtues are more necessary than ever, 
especially to meet current questions of justice (including AI 
fairness), which arise during the formal and material reor-
ganization of healthcare institutions. One can freely say, 
according to Kant,11 that procedural justice without virtues 
is empty, and virtues without procedural justice are blind.

3.3  From organizational ethics (back) to virtue 
ethics

To ensure that structural power relations do not shift to the 
disadvantage of employers and employees, or that power 
relations that have already shifted do not have negative con-
sequences for the stakeholders, it is necessary to create just 
and “virtuous” organizational structures that are supported 
by all. But how can organizational justice be achieved and 
virtues cultivated in order to stand the test of shifting struc-
tural power relations?

At the beginning of this paper, we already said that, with 
AI, new institutional and technological powers can funda-
mentally change the balance of justice and the general work-
ing atmosphere for the better or the worse. This applies all 
the more to the health sector with its vulnerable groups of 
people and its working conditions, which are further aggra-
vated by pandemics, staff shortages, etc. Under difficult 

10 Beauchamp and Childress are wrong in claiming that ethical theo-
ries in which virtues are fundamental will neglect duties, rights, and 
societal needs. Philippa Foot's neo-Aristotelian naturalism has shown 
that there is a natural normativity that reasonably prescribes people to 
develop their virtues. It is surprising why Beauchamp and Childress 
do not relate their idea of “common morality” to virtues, which are 
less abstract than principles and rules. The self-imposed requirement 
that no ethical theory should be superior to another seems to be too 
important to the two authors.
11 In the original: “Thoughts without [intensional] content are empty, 
intuitions without concepts are blind.” (Kant 1998, A51/B76).
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and volatile conditions, it is more important than ever that 
organizational structures are brought into line with the needs 
and abilities of those who live in and with them. For this 
reason, we believe that combining a procedural understand-
ing of justice with virtue-based professional ethics is the 
key to better meeting new technological, social, and ethical 
challenges.

3.3.1  How to achieve organizational justice in AI‑driven 
health organizations?

We have seen above that, according to the CV, it is necessary 
to find ways to compensate for the structural disadvantages 
caused by shifted power relations. From our point of view, 
it seems to be feasible to speak of “organizational justice” 
(Greenberg 1987; Rai et al. 2022) as an enhanced form of 
Rawlsian procedural justice rather than of structural or dis-
tributive justice, because:

1. to mitigate the negative effects of institutional and 
technological powers, it is necessary to look at the pro-
cedural, not outcome-based, character of justice. This 
focus seems to make sense for the development of a 
fair organizational structure in healthcare institutions 
affected by technological change and may even, in the 
final step, lead to fair distribution mechanisms being 
found and implemented more easily and quickly due to 
a fair organizational structure. In general, this change of 
perspective allows us to bypass the difficult-to-answer 
question of whether an AI system can or should take 
care of the fair allocation of medical goods in the future 
and to understand it as an expression of the organiza-
tional ethics problem of clarifying the dimensioning of 
the corresponding areas of responsibility as a basis for 
the allocation of certain decision-making powers.

2. According to Aristotle, justice must again be understood 
more as a (social) virtue of character (Nicomachean Eth-
ics, Book V), not only as a “virtue of social institutions” 
(Rawls 1971, 3), insofar as just organizational structures 
should always include employees who are themselves 
just and good, or who should strive to be just and good.

3. Procedural justice cannot remedy structural injustice 
(Young 2011), since the latter is primarily not an insti-
tutional-ethical but a political-social problem.

However, the answer to the question of the extent to 
which justice can be maintained or restored as a result of 
AI-driven power shifts does not yet capture the ethical prob-
lem in its entirety. Shifting power relations can indeed lead 
to numerous injustices because employees are excluded from 
decisions or new monitoring technologies and divide the 
workforce into those who monitor and those who are to be 
monitored. In health care settings, however, other factors 

are also important: As a result of these shifts, actors whose 
rights and duties were still clearly defined before the shift 
may no longer have their moral responsibility clearly attrib-
uted to them after the shift. In addition to limiting the per-
sonal autonomy of all employees, which can be accompanied 
by feelings of disenfranchisement, there can also be a loss 
of motivation or frustration at work. These things are, of 
course, at the expense of patient welfare because staff who 
are ill cannot provide the level of care normally desired by 
patients.

We have just established that the good use of AI in health-
care institutions is not only dependent on whether and to 
what extent the modified organizational structures are up 
to the new technical challenges but is significantly deter-
mined by the correct application of practical knowledge. The 
double aspect of justice, as a virtue of institutions and as a 
virtue of character, which has been neglected in the current 
discussion on ethical AI within health organizations so far, 
thus offers us a suitable basis for combining considerations 
of organizational ethics with virtue theory. Organizational 
justice only exists where virtues as practical derivations of 
ethical principles come into play.12 If the organization is the 
gearbox, then the virtues are the oil that keeps the gearbox 
running smoothly.

3.3.2  Virtues as institutional practices of trust, 
empowerment, and resilience

Virtues in healthcare organizations are dispositions that ena-
ble the workforce to do good for the organization (i.e., for 
others) and for themselves. In combination with organiza-
tional justice and according to CV, they help to compensate 
for injustice or prevent it from occurring in the first place 
without ethically overburdening the workforce. However, the 
establishment of organizational justice cannot be the only 
motivation for medical staff to practice virtues. Therefore, it 

12 Now it's like that, in the AI field, empirical research shows that 
ethical principles such as the principles of Beauchamp and Childress 
have no significant influence on technology developer’s decision-
making routines (McNamara et  al. 2018). Ultimately, ethical princi-
ples do not suffice to secure prosocial ways to develop and use new 
technologies (Mittelstadt 2019). For this reason, Hagendorff 2022 
argues that “principles are not worth much if they are not acknowl-
edged and adhered to. In order to actually acknowledge the impor-
tance of ethical considerations, certain character dispositions or vir-
tues are required, among others, virtues that encourage us to stick 
to moral ideals and values”. Although Hagendorff describes certain 
“framework conditions and organizational measurements that can 
help to realize ethical decision making and virtue training in the AI 
field “, his stratified and thus static approach not only hides the great 
dynamism of organizational structures made more volatile by AI as 
a result of shifts of structural power relations, but also the fact that 
there is a different axiology of virtues for each professional group 
within a healthcare organization.
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is important that medical staff also practice virtues because 
they realize that virtues are good for themselves. In addi-
tion, virtues offer further advantages in terms of properly 
dealing with shifts in power relations: (a) Interest should 
not merely focus on the emerging technology or the socio-
technical design of one's workplace but should also lie on 
the cultivation of one's character; (b) virtues make it possi-
ble to focus better on technical and organizational develop-
ments and thus create space for "technomoral education" 
(Vallor 2016)13; (c) with the help of virtues, it is possible to 
better understand individuals and groups in their intentions 
and efforts to accept, promote, or hinder AI processes; (d) 
it is also necessary to look at those virtues of resilience and 
empowerment that are suitable for standing the test of shift-
ing structural power relations; (e) with the help of virtues, 
trust can be built so that power shifts are mitigated in their 
negative consequences or do not happen at all.

It follows from this description that there may be good 
reasons to claim that it is possible to turn organizations into 
good organizations, i.e., "virtuous organizations", with an 
AI-friendly ethical culture. Of course, organizations are only 
as virtuous as the people who run them. Moreover, there 
are always free riders who prevent the building and mainte-
nance of a good and just organizational structure. For these 
reasons, Vries et al. suggest that the most important thing to 
ask is „how organizations can facilitate that their members 
can exercise and develop their moral character (Vries et al. 
2018, 671). In the sense of creating organizational justice, 
according to which it is important to create structures for all 
that allow them to develop their moral character, we draw on 
the Corporate Ethical Virtues Model (CEVM) by Kaptein 
(2008).14 This model incorporates a special set of virtues 
that should be embodied in the organizational culture. How-
ever, it is not designed for healthcare institutions with their 
specific needs, so we need to complement it with specific 
virtues needed in the fields of biomedicine, public health, 
and AI technologies: What skills and competencies do stake-
holders in healthcare organizations finally need to have in 
order to ensure compliance with general human values? 
Which principles, practices, and virtues are necessary to 
encourage healthcare professionals to become more ethically 
literate, to identify and prevent harmful power asymmetries, 
and, if necessary, to transform them into good power asym-
metries and symmetries?

In the following, Kaptein's CEVM is to be enriched with 
the principle-related biomedical virtues of Beauchamp and 
Childress 2019, Vallor´s taxonomy of "technomoral virtues" 

(Vallor 2016), Hagendorff´s listing of basic and second-order 
AI virtues (Hagendorff 2022) and the catalogue of virtues 
Hähnel 2016 has compiled for public health actors to stake-
holders in healthcare organizations. Kaptein’s organizational 
virtues are equated in their normative relevance with the 
individual virtues elaborated by Beauchamp and Childress, 
Vallor, Hähnel, and Hagendorff. Multiple responses in the 
following table qualify for a selection of a set of virtues that 
might be necessary to meet changing role configurations (for 
example, in the context of the doctor-patient relationship, cf. 
chapter 2.1) and particular infrastructural requirements for 
working environments in healthcare institutions with heavy 
use of AI in order to stand the special test of shifting struc-
tural power relations. These virtues cannot and should not 
appeal to all stakeholders to the same extent.

Tursunbayeva and Renkema 2022 have pointed out that 
“we often present our findings broadly for healthcare profes-
sionals instead of detailing them for doctors or nurses, as the 
latter were very seldom mentioned in qualifying studies.” 
We therefore try to show in our matrix which stakehold-
ers are particularly addressed by which virtues to counter 
the free rider problem and to mind certain responsibility 
gaps. This list is certainly incomplete and still not concrete 
enough, but it offers us starting points for the development 
of virtue-based professional ethics. These extensions allow 
us to draw a preliminary picture of those character traits 
that need to be fostered in order to establish an organiza-
tional structure for AI-driven healthcare institutions in which 
desired and undesired power shifts can occur, which can 
be countered both preventively and retrospectively with 
the present virtue matrix. Our analysis is certainly only the 
beginning. However, it shows that more empirical research 
is needed to make profession-specific differentiations within 
virtue-based organizational ethics for health care (Table 1).

4  Summary and open questions

The question of what effects the use of AI systems will ulti-
mately have can only be definitively answered by empirical 
studies. Thus, predictions about AI and the effects of its use 
encounter the same basic problem that already applies to 
predictions about the effects and developments of digitaliza-
tion: they are made on the basis of data that depict a past, 
the significance of which cannot be extrapolated into the 
future without reflection due to a contingently developing 
society (Grunwald 2021). However, by taking a comparative 
look at other (digital) innovations or technologies and their 
containment in organizations and the preceding analysis of 
work and power relations in healthcare organizations, some 
conclusions can be drawn that seem to make sense for the 
introduction and application of AI systems.

13 This technomoral education should also comprise trainings that 
allow humans retain decision-making authority (cf. McBride 2014).
14 CEVM is based on an Aristotelian approach, which has been 
applied to business ethics first by Solomon (2004).



2802 AI & SOCIETY (2025) 40:2789–2806

Ta
bl

e 
1 

 T
ra

ns
fo

rm
at

iv
e 

vi
rtu

es
 fo

r A
I-

dr
iv

en
 h

ea
lth

ca
re

 o
rg

an
iz

at
io

ns

a  A
cc

or
di

ng
 to

 F
ou

ca
ul

t, 
th

e 
vi

rtu
e 

of
 s

el
f-

co
nt

ro
l a

nd
 o

th
er

 te
ch

no
lo

gi
es

 o
f t

he
 s

el
f w

ou
ld

 b
e 

a 
cr

iti
ca

l a
ns

w
er

 to
 th

e 
cl

ai
m

 th
at

 s
ta

ke
ho

ld
er

s 
sh

ou
ld

 a
cc

om
m

od
at

e 
to

 th
e 

hi
dd

en
 s

tru
ct

ur
es

 in
 

or
ga

ni
za

tio
ns

 b
y 

up
ho

ld
in

g 
fr

ee
do

m
 (a

s j
ob

 a
ut

on
om

y)
 a

nd
 b

y 
co

m
pe

ns
at

in
g 

th
e 

la
ck

 o
f k

no
w

le
dg

e.
 P

le
as

e 
se

e:
 L

ev
y 

(2
00

4)
,C

ra
ne

 e
t a

l. 
(2

00
8)

O
rg

an
iz

at
io

na
l V

irt
ue

s 
(K

ap
te

in
 2

00
8)

Te
ch

no
m

or
al

 v
irt

ue
s 

(V
al

lo
r 2

01
7)

H
ea

lth
ca

re
re

-
la

te
d 

vi
rtu

es
 

(H
äh

ne
l 

20
15

)

B
io

m
ed

ic
al

 v
irt

ue
s (

B
ea

u-
ch

am
p 

an
d 

C
hi

ld
re

ss
 2

01
9)

A
I-

or
ie

nt
ed

 v
irt

ue
s (

H
ag

en
-

do
rff

 2
02

2)
ch

ar
ac

te
r t

ra
its

 a
nd

 a
bi

lit
ie

s 
pa

rti
cu

la
rly

 v
al

ua
bl

e 
in

 c
om

-
pe

ns
at

in
g 

po
w

er
 im

ba
la

nc
es

 
w

ith
in

 A
Id

riv
en

 h
ea

lth
ca

re
 

or
ga

ni
za

tio
ns

Pr
im

ar
ily

 a
dd

re
ss

ed
 st

ak
e-

ho
ld

er
s

Tr
an

sp
ar

en
cy

, d
is

cu
ss

ab
ili

ty
H

on
es

ty
H

on
es

t i
nd

ig
-

na
tio

n,
 

tru
th

fu
ln

es
s

Tr
ut

hf
ul

ne
ss

O
rg

an
iz

at
io

na
l t

ra
ns

pa
re

nc
y

X
A

ll 
st

ak
eh

ol
de

rs
 w

ith
in

 
he

al
th

ca
re

 o
rg

an
iz

at
io

ns

Se
lf-

co
nt

ro
la

Re
sp

ec
tfu

ln
es

s f
or

 a
ut

on
om

y
X

A
ll 

st
ak

eh
ol

de
rs

 w
ith

in
 

he
al

th
ca

re
 o

rg
an

iz
at

io
ns

Re
sp

ec
tfu

ln
es

s f
or

 c
on

fid
en

-
tia

lit
y 

an
d 

pr
iv

ac
y

Sa
nc

tio
na

bi
lit

y
H

um
ili

ty
M

od
es

ty
C

on
gr

ue
nc

y
Ju

sti
ce

So
ci

al
 ju

sti
ce

Ju
sti

ce
A

lg
or

ith
m

ic
 fa

irn
es

s, 
no

n-
di

sc
rim

in
at

io
n

X
H

ea
lth

 e
co

no
m

ist
s, 

en
gi

ne
er

s, 
ex

ec
ut

iv
es

Fe
as

ab
ili

ty
Re

sp
on

si
bi

lit
y

X
M

ed
ic

al
 e

qu
ip

m
en

t p
re

pa
re

rs
, 

en
gi

ne
er

s, 
cl

in
ic

al
 d

ec
is

io
n-

m
ak

er
s

C
ou

ra
ge

C
ou

ra
ge

Em
pa

th
y/

ca
re

N
on

-m
al

ev
ol

en
ce

C
ar

e
X

N
ur

se
s a

nd
 h

ea
lth

ca
re

 p
ra

c-
tit

io
ne

rs
Su

pp
or

ta
bi

lit
y

C
iv

ili
ty

Fr
ie

nd
lin

es
s

B
en

ev
ol

en
ce

X
A

ll 
st

ak
eh

ol
de

rs
 w

ith
in

 
he

al
th

ca
re

 o
rg

an
is

at
io

ns
Fl

ex
ib

ili
ty

, a
gi

lit
y

A
da

pt
ab

ili
ty

Fa
ith

fu
ln

es
s

C
la

rit
y

Pe
rs

pe
ct

iv
e

Pr
ud

en
ce

Fo
rti

tu
de

X
C

lin
ic

al
 d

ec
is

io
n-

m
ak

er
s, 

ex
ec

ut
iv

es
M

ag
na

ni
m

ity
G

en
er

os
ity

Te
ch

no
m

or
al

 w
is

do
m

Pr
ud

en
ce



2803AI & SOCIETY (2025) 40:2789–2806 

For example, the question of how ethical principles 
regarding the use of AI in organizations must relate not 
only to the AI system itself but also to its context of use. 
Since the use of AI systems is mostly developed with a 
view to more efficient, productive, or reliable processing of 
certain work content, it must not be disregarded that even 
supposedly isolated tasks are mostly components of com-
plex work processes and procedures, to which a multitude 
of very different requirements and expectations are directed. 
Implementing an AI system in a specific work environment 
does not mean replacing or changing just one work step, 
but rather reconfiguring the entire "running system". There-
fore, a variety of organizational measures are required "to 
deal with AI-related shortcomings and to engage in quality 
assurance and continuous improvement. These include col-
laboration among relevant decision makers and knowledge-
holders" (Herrmann and Pfeiffer 2022). The question of how 
a workforce deals with a technical system (e.g., AI) is there-
fore a multidimensional process of collaborative actions and 
individual decisions that require ongoing coordination. The 
introduction of artificial intelligence systems in the medical 
field should therefore always keep in mind the health system 
as a holistic ecosystem and consider the impact of new tech-
nology at all levels. Technology and its applications are (too) 
often seen as isolated entities, ignoring the fact that they are 
implemented in complex socio-technical systems. There is 
therefore a need to translate ethical guidelines and princi-
ples within healthcare organizations into concrete working 
practice. This is usually done through (one-sided) formal 
guidelines and directives.

To translate ethical guidelines and principles within 
healthcare organizations into concrete working practice, the 
catalogue of virtues presented here and tailored to health-
care organizations can be used specifically in performative 
studies and professional pieces of training. It also helps sig-
nificantly with the jobs being tailored to the new AI require-
ments. In our view, these jobs, e.g., those of doctors, which 
are primarily oriented towards foreground processes about 
diagnosis and therapy, are still the least affected by these 
changes, as the use of AI will not replace the work processes 
here so quickly, but at best supplement them. Certainly, this 
change will also have a major impact on the medical profes-
sion. Rather, AI will increasingly and comprehensively find 
its way into administrative background processes that affect 
every employee in the hospital, say "clinical documenta-
tion, medical records management, or claims processing." 
(Tursunbayeva and Renkema 2022).

However, virtues are required across all levels of the 
organizational hierarchy to prevent and compensate harm-
ful concentrations of power that can arise, for example, when 
AI enables managers to monitor staff disproportionately. 
Organizational justice and transparency are indispensable 
prerequisites for good leadership of healthcare institutions. 

If this is neglected, even the virtues cannot guarantee that (1) 
job autonomy has to be taken seriously, (2) learned skills can 
be exercised and extended for the benefit of patients (against 
“de-skilling”), (3) basic organizational structures function 
and are even improved, and (4) quality control and job feed-
back are effective (possibilities to give feedback must not 
only be in the hands of the management).

It is, of course, desirable that the whole workforce 
exhibit and practice all the virtues listed on the table. This 
will certainly never be fully realized. Therefore, it would be 
important that the AI-specific virtues necessary to maintain 
autonomy and enable justice are practiced by those groups at 
risk of benefiting or being disadvantaged by shifting power 
relations. Those virtues and their underlying principles need 
to be embedded in future workflows at healthcare organiza-
tions. However, AI should thereby improve the workflow but 
not increase the workload, which can happen if doctors have 
to become “part-time data scientists”. Moreover, if doctors 
suddenly have more time due to the relief provided by AI 
systems, they may be able to take on even more patients. 
In this respect, virtues such as modesty or humility, which 
protect against excessive ambition or greed, also seem to be 
important.

The question of which virtues can be demanded from 
whom remains a difficult issue, depending on the respec-
tive job profile. For this reason, the aim must be to look 
not only at the job profile of doctors but also that of nurses, 
health economists, managers, etc. (Britnell 2019). Certainly, 
there are also virtues, such as flexibility, that all doctors and 
healthcare professionals across the hierarchy must have. 
Such behaviors always (critically) reflect the new organi-
zational structures, presumably “agile hierarchies that can 
adapt to volatile environments" (Tursunbayeva and Renkema 
2022), in which they are supposed to be practiced.

In chapter 3.1., we have described the compensation view 
(CV), which seemed to us to be the most appropriate way of 
responding to power shifts in an ethically responsible way. 
However, there are still some open questions here: Can the 
AI-supported health institution of the future, if it constantly 
works out compensation strategies, be successful at all and 
serve the well-being of the patient? Does not the sentence 
that AI systems solve the problems they create themselves 
also apply here? Are not there also models that can get by 
without the great effort of compensating for errors, dispro-
portions, and injustices by producing trust and justice from 
the very beginning?

We are aware that our considerations primarily apply 
to highly developed Western societies, although there 
are also major differences within Western societies when 
it comes to evaluate the healthcare system in question: 
Think of the liberal system in the US, the well-developed 
healthcare systems of Switzerland and Norway or the Chi-
nese system, which is characterized by strong urban–rural 
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differences. Not to mention societies that have a consist-
ently very poor healthcare structures or no system at all. 
The future will show whether AI can be used to equalize 
inequalities and injustices between Western and still very 
underdeveloped non-Western healthcare systems (e.g., Ho 
2022). There is also the question of whether AI will cause 
or compensate for power shifts within the underdeveloped 
healthcare systems. In any case, there cannot and will not 
be a "one-size-fits-all"-solution.

Be that as it may, more research is needed to answer 
these questions. We aimed to show in the sociological part 
how complex and multidimensional power relations in the 
healthcare system appear and how context-dependent they 
are. So that the use of AI can shift power relations in health 
organizations at different levels and intersections in multi-
ple ways. In the ethical part, we have tried to describe what 
normative implications these shifts may have. We concluded 
that an adequate response to undesirable and damaging 
shifts in power relations can only lie in the development of 
a compensatory strategy that promotes innovation but is not 
(morally) overdemanding all stakeholders. To realize this 
goal, we believe that two interrelated tools are necessary, 
which can ensure that the job design in future AI-driven 
healthcare organizations can prove resistant to undesirable 
power shifts: The socio-technical production of organiza-
tional justice and its maintenance as a leadership task with 
the help of the cultivation of profession-specific virtues to 
build trust towards the transformed organization and the new 
technologies incorporated in it.
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