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## Chapter 1

## Introduction

Partial differential equations like the stationary Stokes problem arise in numerous physical models, particularly in the modeling of Quasi-Newtonian fluids; see section 1.1. We know the formulation of the stationary Stokes equations to be

$$
\begin{align*}
-\operatorname{div} \mathbf{A}(\nabla u)+\nabla p & =f & & \text { in } \Omega, \\
\operatorname{div} u & =0 & & \text { in } \Omega,  \tag{1}\\
u & =0 & & \text { on } \partial \Omega,
\end{align*}
$$

with $\mathbf{A}$ being a vector-field, which in general is nonlinear.
The main objective of this dissertation is the formulation of a convergent adaptive Uzawa algorithm (AUA) for the numerical solution of the nonlinear stationary Stokes problem. For this purpose, we reformulate the system (1) into a saddle-point problem, which is equivalent to minimizing a functional $\mathcal{F}$ relative to the pressure. The basic idea behind AUA is the method of the steepest descent $[18,24]$, which is equivalent to the Uzawa method in the linear case $[64,6]$.

It turns out that the derivative of $\mathcal{F}$ for the pressure $q$ is the divergence of the solution to the nonlinear elliptic equation

$$
\begin{align*}
-\operatorname{div} \mathbf{A}\left(\nabla u_{q}\right) & =f-\nabla q & & \text { in } \Omega,  \tag{2}\\
u_{q} & =0 & & \text { on } \partial \Omega .
\end{align*}
$$

Hence, $\mathfrak{d}$ is a descent direction of $\mathcal{F}$ in $q$ if and only if

$$
D \mathcal{F}(q)(\mathfrak{d})=\int_{\Omega} \mathfrak{d} \operatorname{div} u_{q}<0
$$

where $D \mathcal{F}$ is the Fréchet derivative of $\mathcal{F}$. We compute a numerical solution of (2) using an adaptive finite element method (AFEM) proposed in [27]. Adaptive finite element methods are a powerful and efficient tool for solving elliptic partial differential equations. Usually they consist of the loop
(AFEM)

$$
\text { Solve } \rightarrow \text { Estimate } \rightarrow \text { MARK } \rightarrow \text { Refine }
$$

and their convergence has been analyzed in $[57,58,74,55,28,19,61,60]$. In particular, our AFEM, based on the quasi-norm error concept introduced in [8], converges to the true solution in a linear fashion.

This motivates the use of the quasi-norm techniques in the AUA as well. As a consequence we define a so called quasi-steepest descent direction. Then starting from an initial guess $Q_{0}$ of the pressure $p$, the AUA consists of a loop

$$
\begin{equation*}
Q_{j+1}:=Q_{j}+\mu \mathfrak{D}_{j}, \tag{AUA}
\end{equation*}
$$

where $\mu \geq 0$ and we instrumentalize the AFEM to compute a reasonable approximation $\mathfrak{D}_{j}$ to the quasi-steepest descent direction in the $j$ th step. The main result shows convergence of the AUA for a fixed step-size $\mu$.

### 1.1 Quasi-Newtonian Flows

The viscosity $\nu$ of a fluid describes its resistance to flow. It is defined to be the proportionality constant between the shear stress $\tau$ and the shear rate, i.e., the symmetric part of the velocity gradient $\mathbf{E}(u)=\frac{1}{2}\left(\nabla u+\nabla u^{t}\right)$

$$
\tau=\nu \mathbf{E}(u)
$$

Newton's law of viscosity states that the viscosity $\nu$ does not change with the shear rate, i.e., $\nu$ is constant.

However, many fluids do not obey Newton's hypothesis, i.e., the viscosity depends on the shear rate: When paint is sheared with a brush, it flows comfortably, but when the shear stress is removed, its viscosity increases so that it no longer flows easily.

We speak of a pseudo-plastic or a shear thinning fluid, if the viscosity decreases with increasing shear rate. Examples of shear thinning fluids are polymer melts, polymer solutions and some paints. The opposite behavior called dilatant or shear thickening is found in corn starch, clay slurries, and some surfactants. Fluids of this kind are called quasi-Newtonian fluids.

The traditional engineering model for quasi-Newtonian fluids is the so-called power law

$$
\nu(|\mathbf{E}(u)|)=\nu_{0}|\mathbf{E}(u)|^{r-2},
$$

where $\nu_{0}>0$. Thereby pseudo-plastic fluids correspond to $r \in(1,2)$ whereas dilatant fluids correspond to $r>2$. It seems to work well for dilatant fluids, but seems to be rather inconvenient for pseudo plastic ones since the power $r-2$ becomes negative. Moreover, many shear-thinning fluids exhibit Newtonian behavior at extreme shear, both low and high. These difficulties can be overcome by the Carreau law

$$
\nu(|\mathbf{E}(u)|)=\nu_{\infty}+\left(\nu_{0}-\nu_{\infty}\right)\left(\kappa^{2}+|\mathbf{E}(u)|^{2}\right)^{\frac{r-2}{2}}
$$

where $\kappa>0$ and $\nu_{0}>\nu_{\infty} \geq 0$. In the case of pseudo-plastic fluids, i.e., when $r \in$ $(1,2)$, for $|\mathbf{E}(u)| \ll \kappa$, the fluid is almost Newtonian with $\nu \approx \nu_{\infty}+\left(\nu_{0}-\nu_{\infty}\right) \kappa^{2}$. And for $|\mathbf{E}(u)| \gg \kappa$ the fluid is again Newtonian with $\nu \approx \nu_{\infty}$. In most polymers $\nu_{\infty}$ is zero.

The steady state of a fluid can be modeled by the stationary Stokes equations

$$
\begin{align*}
-\operatorname{div}(\nu \mathbf{E}(u))+\nabla p & =f & & \text { in } \Omega, \\
\operatorname{div} u & =0 & & \text { in } \Omega,  \tag{1}\\
u & =0 & & \text { on } \partial \Omega,
\end{align*}
$$

where $u$ is the velocity and $p$ the kinematic pressure of a fluid inside a domain $\Omega$ due to an external body force $f$. Thereby the definition of the viscosity $\nu$ has to be chosen according to the Newtonian, pseudo-plastic, or dilatant behavior of the fluid.

For the ease of exposition we decided to formulate the thesis for the gradient of the velocity instead of its symmetric gradient; see (1). However, thanks to Korn's inequality all results transfer themselves to the formulation with the symmetric gradient; see Remarks 112 and 162.

### 1.2 Outline

This work starts from analytical fundamentals in Chapter 2 in which we introduce the necessary facts about Orlicz and Orlicz-Sobolev spaces. These spaces are the basis for the treatment of the partial differential equations in the subsequent chapters.

The following Chapter 3 is devoted to the finite element approximation of the analytical solution of nonlinear elliptic problems. It starts with some analytical results on existence and uniqueness of the the solution and then introduces the concept of quasi-norms, which is suitable for quantifying the error of the finite element solution. For this error concept we prove residual based reliable and efficient a posteriori estimators. The main result of this chapter establishes linear convergence of an adaptive finite element method based on the selection criterion of Dörfler for the estimators.

Chapter 4 addresses the numerical solution of the nonlinear stationary Stokes equations. By the use of the theory of saddle-points the weak formulation of the problem can be reformulated to a minimizing problem. A first infinite dimensional Uzawa algorithm, which adapts the idea of the method of steepest descent to quasi-norms, highlights the role of elliptic equations for determinating a reasonable descent direction. Substituting the analytical solutions of the elliptic pde by sufficient good approximations of the AFEM lead to an adaptive Uzawa algorithm (AUA). The main result of this chapter states convergence of AUA.

## Chapter 2

## Analytical Background

In this chapter we introduce the necessary analytical facts and fix the notation for this work. We start with basic notations and definitions in the first part and introduce Orlicz and Sobolev-Orlicz spaces, which may not be so familiar to the reader in the second part. For the reader's convenience we have provided a table of symbols in Appendix B.

### 2.1 Preliminaries

We denote by $\mathbb{R}$ the set of real numbers and by $\mathbb{R}_{+}$its subset of nonnegative real numbers. The set of natural numbers is denoted by $\mathbb{N}$ and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. The Euclidean scalar product on $\mathbb{R}^{m}, m \in \mathbb{N}$, will be denoted by $\xi \cdot \eta=\sum_{i=1}^{m} \xi_{i} \eta_{i}$ for all $\xi=\left(\xi_{1}, \ldots, \xi_{m}\right)^{T}, \eta=\left(\eta_{1}, \ldots, \eta_{m}\right)^{T} \in \mathbb{R}^{m}$. The corresponding Euclidean product on matrix spaces will be denoted by $\mathbf{P}: \mathbf{Q}=\sum_{i, j=1}^{m} p_{i j} q_{i j}$ for all $\mathbf{P}=$ $\left(p_{i j}\right)_{i, j=1, \ldots, m}, \mathbf{Q}=\left(q_{i j}\right)_{i, j=1, \ldots, m} \in \mathbb{R}^{m \times m}, m \in \mathbb{N}$. Furthermore, we denote the absolute value of real numbers as well as the Euclidean norm on $\mathbb{R}^{m}, \mathbb{R}^{m \times m}$, $m \in \mathbb{N}$, as $|\cdot|$. For $A \subset X$ being a subset of a topological space $X$, let $\bar{A}$ be the closure of $A$ and $\partial A$ the boundary of $A$. If $A \subset \mathbb{R}^{d}, d \in \mathbb{N}$, and $A$ is measurable, we denote by $|A|$ the $d$ or $(d-1)$ dimensional Hausdorff measure of $A$. It will be always clear from the context, which kind of measure is meant.

In the following we will always denote by $\Omega \subset \mathbb{R}^{d}, d \in \mathbb{N}$, a bounded polyhedral domain. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}_{0}^{d}, d \in \mathbb{N}$, a multi-index and $|\alpha|:=\alpha_{1}+\cdots+\alpha_{d}$, then $D^{\alpha}=D_{1}^{\alpha_{1}} \ldots D_{d}^{\alpha_{d}}$, where $D_{i}=\frac{\partial}{\partial x_{i}}$ denotes the partial derivative with respect to the $i$-th component of $\mathbb{R}^{d}$ and $D_{i}^{0}$ denotes the identity. The number $|\alpha|$ is called the order of the derivative $D^{\alpha}$. Let $A \subset \mathbb{R}^{m}$ be a Lebesgue-measurable set and let $f: A \rightarrow \mathbb{R}$ be a measurable function. We denote the Lebesgue integral of $f$ over $A$ by $\int_{A} f d x$. Note, that we suppress the dependence of $f$ on $x \in A$.

The following definitions and results are standard in the theory of partial differential equations. For more details consider, e.g., the books [2, 43, 41, 47, 48,

46]. We denote the space of test-functions as $\mathcal{D}(\Omega)=C_{0}^{\infty}(\Omega)$, i.e., as the space of infinitely differentiable functions $f$ that have a compact support $\operatorname{supp}(f)$ in $\Omega$.

Definition 1 (Lebesgue spaces). We define $L_{l o c}^{1}(\Omega)$ to be the set of locally integrable functions, i.e., the set of all measurable functions $f: \Omega \rightarrow \mathbb{R}$ such that

$$
\int_{K} f d x<\infty
$$

for all compact subsets $K \subset \Omega$. Let $r \in[1, \infty]$, we define

$$
\begin{gathered}
L^{r}(\Omega):=\left\{f: \Omega \rightarrow \mathbb{R}: f \text { is measurable and }\|f\|_{L^{r}(\Omega)}<\infty\right\}, \\
\text { where }\|f\|_{L^{p}(\Omega)}:= \begin{cases}\left(\int_{\Omega}|f|^{r} d x\right)^{1 / r}, & \text { if } r<\infty, \\
\operatorname{ess}^{\operatorname{ess}} \sup _{x \in \Omega}|f(x)|, & \text { if } r=\infty .\end{cases}
\end{gathered}
$$

The closed subspace of $L^{r}(\Omega)$ consisting of the functions with mean-value zero is denoted by $L_{0}^{r}(\Omega)$. Furthermore, we define the quotient space $L^{r}(\Omega) / \mathbb{R}$ by identifying functions in $L^{r}(\Omega)$, which only differ by a constant value. A norm on this space is given by

$$
\|q\|_{L^{r}(\Omega) / \mathbb{R}}:=\inf _{c \in \mathbb{R}}\|q-c\|_{L^{r}(\Omega)}
$$

As usual, the Lebesgue spaces are actually defined as equivalence classes of functions whose values only differ on a set of Lebesgue measure zero. With this identification, the Lebesgue spaces $\left(L^{r}(\Omega),\|\cdot\|_{L^{r}(\Omega)}\right)$ and $\left(L^{r}(\Omega) / \mathbb{R},\|\cdot\|_{L^{r}(\Omega) / \mathbb{R}}\right)$ become Banach spaces. Lebesgue spaces are reflexive if and only if $r \in(1, \infty)$. In particular, for $r^{\prime} \in(1, \infty)$ with $1 / r+1 / r^{\prime}=1$, it holds $L^{r}(\Omega)^{*}=L^{r^{\prime}}(\Omega)$ via the representation

$$
\langle g, f\rangle_{L^{r}(\Omega)^{*} \times L^{r}(\Omega)}=\int_{\Omega} f g d x \quad \text { for all } f \in L^{r}(\Omega), g \in L^{r^{\prime}}(\Omega)
$$

where $\langle\cdot, \cdot\rangle_{X^{*} \times X}$ denotes the dual pairing of the space $X$. We shall skip the subscript at the duality braces in situations where this cannot give rise to any misunderstanding.

Definition 2 (weak derivatives). Let $\alpha \in \mathbb{N}_{0}^{d}$ and let $f \in L_{l o c}^{1}(\Omega)$ be a locally integrable function. Then, $f$ is said to have $\alpha$-th weak derivative if there exists a locally integrable function $g \in L_{\text {loc }}^{1}(\Omega)$ such that

$$
\int_{\Omega} f D^{\alpha} v d x=(-1)^{|\alpha|} \int_{\Omega} g v d x \quad \text { for all } v \in \mathcal{D}(\Omega)
$$

We call $D^{\alpha} f:=g$ the $\alpha$-th weak derivative of $f$.

Definition 3 (Sobolev spaces). Let $r \in[1, \infty]$, and $k \in \mathbb{N}$. We define:
i) The Sobolev space

$$
W^{k, r}(\Omega):=\left\{f \in L^{r}(\Omega): D^{\alpha} f \in L^{r}(\Omega) \text { for all }|\alpha| \leq k\right\}
$$

with the norm

$$
\|f\|_{W^{k, r}(\Omega)}:= \begin{cases}\left(\sum_{|\alpha| \leq k}\left\|D^{\alpha} f\right\|_{L^{r}(\Omega)}^{r}\right)^{1 / r} & \text { for } r<\infty, \\ \max _{|\alpha| \leq k}\left\|D^{\alpha} f\right\|_{L^{\infty}(\Omega)}^{r} & \text { for } r=\infty,\end{cases}
$$

as well as with the semi-norm

$$
|f|_{W^{k, r}(\Omega)}:= \begin{cases}\left(\sum_{|\alpha|=k}\left\|D^{\alpha} f\right\|_{L^{r}(\Omega)}^{r}\right)^{1 / r} & \text { for } r<\infty, \\ \max _{|\alpha|=k}\left\|D^{\alpha} f\right\|_{L^{\infty}(\Omega)}^{r} & \text { for } r=\infty .\end{cases}
$$

ii) The Sobolev space with zero boundary values $W_{0}^{k, r}(\Omega)$ to be the closure of $C_{0}^{\infty}(\Omega)$ in $W^{k, r}(\Omega)$.
iii) For $r^{\prime} \in(0, \infty)$ with $\frac{1}{r}+\frac{1}{r^{\prime}}=1$ we define $W^{-k, r^{\prime}}(\Omega)$ to be the dual space of $W_{0}^{k, r}(\Omega)$.

The spaces $\left(W^{k, r}(\Omega),\|\cdot\|_{W^{k, r}(\Omega)}\right)$ are Banach spaces. Thanks to PoincaréFriedrich's inequality, on $W_{0}^{r, k}(\Omega)$ the Sobolev norm is equivalent to the seminorm, hence $\left(W_{0}^{k, r}(\Omega),|\cdot|_{W^{k, r}(\Omega)}\right)$ is also a Banach space. Moreover, those spaces are reflexive if and only if $r \in(1, \infty)$.

All definitions can be generalized to vector-valued functions. A function $f$ with values in $\mathbb{R}^{m}, m \in \mathbb{N}$, is said to be in $L^{r}(\Omega)^{m}$ if each of its component functions lies in $L^{r}(\Omega)$. Recalling that norms on $\mathbb{R}^{m}$ are denoted in the same way as the absolute value of real numbers, the spaces become Banach spaces with the same definition of norms as in Definition 1. In the same way Sobolev spaces generalize to vector valued functions.

Finally, we want to mention Jensen's inequality, which is fundamental in the analysis of convex functions; see, e.g., [49].

Lemma 4 (Jensen's inequality). Let $(X, \mathcal{A}, \mu)$ be a measure space with $\mu(X)=1$, $I \subset \mathbb{R}$, be an interval, and $f: X \rightarrow I$ be $\mu$-integrable. Then $\int_{X} f d \mu \in I$ and for each convex function $\phi: I \rightarrow \mathbb{R}$ it holds

$$
\phi\left(\int_{X} f d \mu\right) \leq \int_{X} \phi \circ f d x .
$$

### 2.2 Orlicz and Orlicz-Sobolev Spaces

In the theory of weak solutions the solution spaces are closely related to the problem. The Orlicz and Orlicz-Sobolev spaces are the appropriate solution spaces for the weak formulation of the nonlinear problems in Sections 3.1 and 4.1; compare Introduction 1. They are a generalization of the well-known Lebesgue and Sobolev spaces respectively. In fact, many properties of Orlicz-Sobolev spaces are obtained by very straightforward generalizations of the proofs for Sobolev spaces. A detailed presentation of Orlicz spaces can be found in [66, 63, 51]. A short overview of the topic of Orlicz-Sobolev spaces is given in [2, 66], for more detailed information see, e.g., [35].

### 2.2.1 N -functions

Orlicz spaces are closely connected to N -functions and we concentrate our presentation to properties of N -functions necessary in the subsequent analysis. As the reader may not that familiar with the theory of N -functions, we decided to provide some of the proofs in order to give insight into the techniques that are used in this area. For more detailed presentations we refer to the books of Rao and Ren [66], of Krasnosel'skij and Rutitskij [51].

Definition 5 (N-functions). A 'nice' Young function, termed an $N$-function, is a continuous, convex, and strictly monotone function $\phi: \mathbb{R}^{+} \mapsto \mathbb{R}^{+}$, such that

- $\phi(0)=0$ and $\phi(t)>0$, if $t>0$,
- $\lim _{t \rightarrow 0} \frac{\phi(t)}{t}=0$,
- $\lim _{t \rightarrow \infty} \frac{\phi(t)}{t}=\infty$.

The following proposition gives a different characterization of N -functions at hand.

Proposition 6 (right derivative). Let $\phi$ be an $N$-function. Then it can be represented as

$$
\phi(t)=\int_{0}^{t} \phi^{\prime}(s) d s, \quad t \in \mathbb{R}^{+}
$$

where $\phi^{\prime}: \mathbb{R}^{+} \mapsto \mathbb{R}^{+}$is a nondecreasing, right continuous function with $\phi^{\prime}(0)=0$ and $\lim _{t \rightarrow \infty} \phi^{\prime}(t)=\infty$.

Proof. [66, Corollary 1.3.2]

N -functions come in mutually complementary pairs. In fact, for an N -function $\phi$ we can define a right inverse function $\left(\phi^{\prime}\right)^{-1}$ of its right derivative via

$$
\left(\phi^{\prime}\right)^{-1}(t):=\inf \left\{s: \phi^{\prime}(s)>t\right\}, \quad t>0
$$

If $\phi^{\prime}$ is strictly increasing, then $\left(\phi^{\prime}\right)^{-1}$ is the inverse function of $\phi$. The function $\left(\phi^{\prime}\right)^{-1}: \mathbb{R}^{+} \mapsto \mathbb{R}^{+}$itself defines an N -function

$$
\begin{equation*}
\phi^{*}(t):=\int_{0}^{t}\left(\phi^{\prime}\right)^{-1}(s) d s, \quad t>0 \tag{2.1}
\end{equation*}
$$

called the dual or complementary N-function of $\phi$. Obviously it holds $\left(\phi^{*}\right)^{\prime}=$ $\left(\phi^{\prime}\right)^{-1}$ and $\left(\phi^{*}\right)^{*}=\phi$. Since $\left(\phi^{\prime}\right)^{-1}$ is the right inverse for all $t \geq 0$ and all sufficiently small $\epsilon>0$ there holds

$$
\begin{align*}
&\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(t)-\epsilon\right) \leq t \leq\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(t)\right), \\
& \phi^{\prime}\left(\left(\phi^{*}\right)^{\prime}(t)-\epsilon\right) \leq t \leq \phi^{\prime}\left(\left(\phi^{*}\right)^{\prime}(t)\right) . \tag{2.2}
\end{align*}
$$

It is geometrically clear that the pair of N -functions $\phi, \phi^{*}$ forms a pair of Young functions, i.e., it holds

$$
\begin{equation*}
s t \leq \phi(s)+\phi^{*}(t) \quad \text { for all } s, t>0 ; \tag{2.3}
\end{equation*}
$$

see Figure 2.1 and [51]. Moreover, if we choose $s=\phi^{\prime}(t)$ or $t=\left(\phi^{*}\right)^{\prime}(s)$ it holds equality, i.e.,

$$
\begin{equation*}
s t=\phi(s)+\phi^{*}(t) . \tag{2.4}
\end{equation*}
$$

Consequently, this implies an alternative definition of $\phi^{*}$

$$
\begin{equation*}
\phi^{*}(t)=\max \{s t-\phi(s): s \geq 0\} \tag{2.5}
\end{equation*}
$$

The following proposition collects some basic properties of N -functions.
Proposition 7. Let $\phi, \psi$ be $N$-functions. Then for all $t \geq 0$

$$
\begin{gather*}
\phi(\alpha t) \leq \alpha \phi(t) \quad \text { for all } \alpha \in[0,1],  \tag{2.6a}\\
\frac{t}{2} \phi^{\prime}\left(\frac{t}{2}\right) \leq \phi(t) \leq t \phi^{\prime}(t), \\
t \leq\left(\phi^{*}\right)^{-1}(t) \phi^{-1}(t) \leq 2 t, \\
\phi\left(\frac{\phi^{*}(t)}{t}\right) \leq \phi^{*}(t) \leq \phi\left(2 \frac{\phi^{*}(t)}{t}\right), \\
\phi(t) \leq \psi(t) \Rightarrow \psi^{*}(t) \leq \phi^{*}(t) .
\end{gather*}
$$



Figure 2.1: A geometric interpretation of Young's inequality.
Proof. Assertion (2.6a) follows immediately from $\phi(0)=0$ and the convexity of $\phi$, since

$$
\phi(\alpha t)=\phi((1-\alpha) 0+\alpha t) \leq(1-\alpha) \phi(0)+\alpha \phi(t)=0+\alpha \phi(t) .
$$

To prove assertion (2.6b) we employ the monotonicity of $\phi^{\prime}$ to obtain

$$
\frac{t}{2} \phi^{\prime}\left(\frac{t}{2}\right)=\int_{t / 2}^{t} \phi^{\prime}\left(\frac{t}{2}\right) d s \leq \int_{t / 2}^{t} \phi^{\prime}(s) d s \leq \int_{0}^{t} \phi^{\prime}(s) d s=\phi(t)
$$

and

$$
\phi(t)=\int_{0}^{t} \phi^{\prime}(s) d s \leq \int_{0}^{t} \phi^{\prime}(t) d s=t \phi^{\prime}(t) .
$$

For the proof of assertion (2.6c) note that $\phi$ as well as $\phi^{*}$ are strictly monotone functions and thus their inverse functions exist. The right-hand inequality is an immediate consequence of the Young inequality (2.3). In particular,

$$
\phi^{-1}(t)\left(\phi^{*}\right)^{-1}(t) \leq \phi\left(\left(\phi^{-1}(t)\right)+\phi^{*}\left(\left(\phi^{*}\right)^{-1}(t)\right)=2 t\right.
$$

To prove the left inequality of (2.6c), we obtain by the mean value theorem for any $a>0$, that $\frac{\phi(a)}{a} \leq \phi^{\prime}(\theta)$ for some $\theta \in(0, a)$. Analogously $\phi^{*}\left(\frac{\phi(a)}{a}\right) \leq \frac{\phi(a)}{a}\left(\phi^{*}\right)^{\prime}(\tilde{\theta})$ for some $\tilde{\theta} \in\left(0, \frac{\phi(a)}{a}\right)$. Combining these estimates, we get by the monotonicity of $\left(\phi^{*}\right)^{\prime}$ and the definition of the generalized inverse $\left(\phi^{*}\right)^{\prime}=\left(\phi^{\prime}\right)^{-1}$, that

$$
\begin{aligned}
\phi^{*}\left(\frac{\phi(a)}{a}\right) & \leq \frac{\phi(a)}{a}\left(\phi^{*}\right)^{\prime}(\tilde{\theta}) \leq \frac{\phi(a)}{a}\left(\phi^{*}\right)^{\prime}\left(\frac{\phi(a)}{a}\right) \leq \frac{\phi(a)}{a}\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(\theta)\right) \\
& \leq \frac{\phi(a)}{a}\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(a)\right) \leq \frac{\phi(a)}{a} a=\phi(a)
\end{aligned}
$$

Now, the assertion follows by taking $a=\phi^{-1}(t)$ and applying $\left(\phi^{*}\right)^{-1}$ to the whole inequality.
Note that the left hand side of (2.6d) is already proven by the last display interchanging the roles of $\phi$ and $\phi^{*}$. The inequality at the right-hand side is a consequence of (2.6c): In fact, taking $t=\phi^{*}(s)$ in (2.6c) we get

$$
\phi^{-1}\left(\phi^{*}(s)\right) s \leq 2 \phi^{*}(s)
$$

Dividing by $s$ and applying $\phi$ on each side yield the assertion.
The statement (2.6e) is an easy consequence of (2.5).
For our purpose one class of N -functions is essential, namely the class of N functions that satisfies the $\Delta_{2}$-condition.
Definition 8 ( $\Delta_{2}$-condition). An $N$-function $\phi$ is said to satisfy the $\Delta_{2}$-condition, if there exists a constant $C>0$ such that

$$
\phi(2 t) \leq C \phi(t) \quad \text { for all } t \geq 0
$$

Furthermore, we define $\Delta_{2}(\phi)$ to be the minimum of the possible constants $C$. For a family $\left\{\phi_{\lambda}\right\}$ of $N$-functions for which each member satisfies the $\Delta_{2}$-condition we define $\Delta_{2}\left(\left\{\phi_{\lambda}\right\}\right):=\sup _{\lambda}\left\{\Delta_{2}\left(\phi_{\lambda}\right)\right\}$.
Remark 9. Observe that $\Delta_{2}(\phi)<\infty$ does not necessarily imply $\Delta_{2}\left(\phi^{*}\right)<\infty$. In particular, the $N$-function

$$
\phi^{*}(t):=e^{t}-t-1
$$

does not satisfy the $\Delta_{2}$-condition inasmuch as it increases more rapidly than any polynomial function. The fact that the function $\phi$ complementary to $\phi^{*}$ satisfies the $\Delta_{2}$-condition can be verified directly from

$$
\phi(t)=(1+t) \ln (1+t)-t ;
$$

for more details consider, e.g., [51].
For the rest of this chapter we use the notation $f \preccurlyeq g$ to indicate $f \leq C g$, with a generic constant $C$ solely depending on some fixed parameters like the $\Delta_{2}$-constants of given N-functions. We denote $f \preccurlyeq g \preccurlyeq f$ by $f \approx g$.

Based on the $\Delta_{2}$-property lots of fundamental relations can be derived. First of all we observe that those N -functions satisfy quasi-norm properties.
Corollary 10. Let $\Delta_{2}(\phi)<\infty$, then for each constant $\alpha>0$, there exists a constant $C=C\left(\alpha, \Delta_{2}(\phi)\right)>0$ such that

$$
\phi(\alpha t) \leq C \phi(t) \quad \text { for all } t \geq 0
$$

Furthermore,

$$
\phi(s+t) \leq \frac{\Delta_{2}(\phi)}{2} \phi(s)+\frac{\Delta_{2}(\phi)}{2} \phi(t) \quad \text { for all } t \geq 0
$$

Proof. The first assertion can be shown in a similar way to the proof of Proposition 11. In particular, let $k \in \mathbb{N}_{0}$ with $\alpha \leq 2^{k}$, then taking $C=\Delta_{2}(\phi)^{k}$ yields

$$
\phi(\alpha t) \leq \phi\left(2^{k} t\right) \leq \Delta_{2}(\phi)^{k} \phi(t)=C \phi(t) .
$$

The second assertion is a consequence of the convexity of $\phi$. In particular,

$$
\phi(s+t)=\phi\left(\frac{1}{2}(2 s)+\frac{1}{2}(2 t)\right) \leq \frac{1}{2} \phi(2 s)+\frac{1}{2} \phi(2 t) \leq \frac{\Delta_{2}(\phi)}{2} \phi(s)+\frac{\Delta_{2}(\phi)}{2} \phi(t) .
$$

Moreover, we get a generalized Young inequality.
Proposition 11. Let $\phi$ be an $N$-function with $\Delta_{2}(\phi)<\infty$. Then, for all $\delta>0$, there exists a constant $C_{\delta}>0$, depending on $\Delta_{2}(\phi)$ and $\delta$, such that

$$
s t \leq \delta \phi^{*}(s)+C_{\delta} \phi(t)
$$

Proof. It holds by Young's inequality (2.3)

$$
s t=\delta s \frac{1}{\delta} t \leq \delta \phi^{*}(s)+\delta \phi\left(\frac{1}{\delta} t\right)
$$

Let $k \in \mathbb{N}$ such that $\frac{1}{\delta} \leq 2^{k}$, then we get by the monotonicity of $\phi$ and the $\Delta_{2}$-condition

$$
\delta \phi^{*}(s)+\delta \phi\left(\frac{1}{\delta} t\right) \leq \delta \phi^{*}(s)+\delta \phi\left(2^{k} t\right) \leq \delta \phi^{*}(s)+\delta \Delta(\phi)^{k} \phi(t)
$$

Setting $C_{\delta}:=\delta \Delta_{2}(\phi)^{k}$ proves the assertion.
Remark 12. By duality also it holds

$$
s t \leq \delta \phi(s)+C_{\delta}^{*} \phi^{*}(t)
$$

if $\Delta_{2}\left(\phi^{*}\right)<\infty$. For the ease of simplicity, if $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$, we will not distinguish between the two constants $C_{\delta}, C_{\delta}^{*}$ and take the maximum of both. We will then say that $C_{\delta}$ depends on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.
Remark 13. For $r \in(1, \infty)$ and $\kappa \geq 0, \nu_{0}>\nu_{\infty} \geq 0$ the $N$-functions $t \mapsto \frac{1}{r} t^{r}$ and $t \mapsto \int_{0}^{t}\left(\nu_{\infty}+\left(\nu_{0}-\nu_{\infty}\right)\left(\kappa^{2}+s^{2}\right)^{(r-2) / 2}\right) s d s$ as well as their dual functions satisfy the $\Delta_{2}$-condition. In particular, for $\phi(t)=\frac{1}{r} t^{r}$ we have $\Delta_{2}(\phi)=2^{r}$. Moreover, it holds $\phi^{\prime}(t)=t^{r-1}$, i.e., $\left(\phi^{*}\right)^{\prime}(t)=\left(\phi^{\prime}\right)^{-1}(t)=t^{\frac{1}{r-1}}$. Therefore, we get

$$
\phi^{*}(t)=\int_{0}^{t} s^{\frac{1}{r-1}} d s=\frac{1}{r^{\prime}} t^{r^{\prime}}
$$

with $\frac{1}{r}+\frac{1}{r^{\prime}}=1$. Hence Young's inequality (11) coincides with the well known classical Young inequality

$$
s t \leq \delta \frac{1}{r} t^{r}+\delta^{\frac{-1}{r-1}} \frac{1}{r^{\prime}} t^{r^{\prime}} \quad \text { for all } s, t \geq 0
$$

The next proposition sheds light on the nature of pairs of complementary N -functions that satisfy the $\Delta_{2}$-condition.

Proposition 14. Let $\phi$ be an $N$-function, then the following properties are each equivalent to $\Delta_{2}(\phi)<\infty$ :
i) There exists $C>0$ such that

$$
\phi^{\prime}(t) t \leq C \phi(t) \quad \text { for all } t \geq 0 .
$$

In particular, $C=\Delta_{2}(\phi)$.
ii) It holds

$$
\nabla_{2}\left(\phi^{*}\right) \phi^{*}(t) \leq\left(\phi^{*}\right)^{\prime}(t) t \quad \text { for all } t \geq 0
$$

for some $\nabla_{2}\left(\phi^{*}\right)>1$ depending only on $\Delta_{2}(\phi)$.
iii) There exists $\alpha>1$ such that

$$
\phi(t) \preccurlyeq t^{\alpha} \quad \text { or equivalently } \quad t^{\alpha^{*}} \preccurlyeq \phi^{*}(t) \quad \text { for all } t \geq 0 \text {, }
$$

$$
\text { where } \frac{1}{\alpha}+\frac{1}{\alpha^{*}}=1 . \text { The constant } \alpha \text { depends solely on } \Delta_{2}(\phi) \text {. }
$$

Proof. See for instance [66, Theorem 2.3.3, Corollary 2.3.5]. The claim $\frac{1}{\alpha}+\frac{1}{\alpha^{*}}=1$ in iii) is a consequence of (2.6e) and the fact that the two functions $t \mapsto \frac{1}{\alpha} t^{\alpha}$ and $t \mapsto \frac{1}{\alpha^{*}} \alpha^{\alpha^{*}}$ are dual; see Remark 13.

The next Corollary is a direct consequence of Proposition 14.
Corollary 15. Let $\phi$ be an N-function. Then $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ is equivalent to the existence of a constant $\nabla_{2}(\phi)>1$, such that

$$
\nabla_{2}(\phi) \phi(t) \leq \phi^{\prime}(t) t \leq \Delta_{2}(\phi) \phi(t)
$$

In particular,

$$
\begin{equation*}
\phi^{\prime}(t) t \approx \phi(t) . \tag{2.7}
\end{equation*}
$$

Remark 16. In the literature an $N$-function $\phi^{*}$ satisfying property ii) of Proposition 14 is said to satisfy the $\nabla_{2}$-condition. This condition in turn is equivalent to $\Delta_{2}(\phi)<\infty$, thereby recalling that $\phi=\left(\phi^{*}\right)^{*}$ is the dual function of $\phi^{*}$.

Proposition 14 iii) further implies that there exist constants $C, c>0, \alpha, \beta \in$ $(1, \infty)$ depending only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ such that for all $t \geq 0$

$$
c t^{\beta} \leq \phi(t) \leq C t^{\alpha} \quad \text { and } \quad c t^{\alpha^{*}} \leq \phi^{*}(t) \leq C t^{\beta^{*}}
$$

where $\frac{1}{\alpha}+\frac{1}{\alpha^{*}}=1=\frac{1}{\beta}+\frac{1}{\beta^{*}}$.

As an immediate consequence of (2.6d) and Corollary 15, we get for N functions $\phi$ with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ that

$$
\begin{equation*}
c \phi^{*}(t) \leq \phi\left(\left(\phi^{*}\right)^{\prime}(t)\right) \leq C \phi^{*}(t) \tag{2.8}
\end{equation*}
$$

for some constants $c, C>0$ solely depending on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$. Moreover, $\phi^{\prime}$ also satisfies a $\Delta_{2}$-condition.

Corollary 17. Let $\phi$ be an $N$-function with $\Delta_{2}(\phi)<\infty$, then

$$
\phi^{\prime}(2 t) \leq \frac{\Delta_{2}(\phi)^{2}}{2} \phi^{\prime}(t)
$$

Moreover, for each constant $\alpha>0$ there exists a constant $C=C\left(\alpha, \Delta_{2}(\phi)\right)>0$ such that

$$
\phi^{\prime}(\alpha t) \leq C \phi^{\prime}(t)
$$

for all $t \geq 0$.
Proof. It follows from Proposition 14 for N-functions $\phi$ with $\Delta_{2}(\phi)<\infty$ that

$$
\begin{equation*}
\phi^{\prime}(2 t)=\frac{\phi^{\prime}(2 t) 2 t}{2 t} \leq \Delta_{2}(\phi) \frac{\phi(2 t)}{2 t} \leq \Delta_{2}(\phi)^{2} \frac{\phi(t)}{2 t} \leq \frac{\Delta_{2}(\phi)^{2}}{2} \phi^{\prime}(t) \tag{2.9}
\end{equation*}
$$

The second claim can be deduced as in the proof of Corollary 10. In fact, let $k \in \mathbb{N}_{0}$ with $\alpha \leq 2^{k}$, then taking $C=\frac{\Delta_{2}(\phi)^{2 k}}{2^{k}}$ and the monotonicity of $\phi^{\prime}$ yield

$$
\phi^{\prime}(\alpha t) \leq \phi^{\prime}\left(2^{k} t\right) \leq \frac{\Delta_{2}(\phi)^{2 k}}{2^{k}} \phi^{\prime}(t)=C \phi^{\prime}(t) .
$$

This proves the assertion.
Remark 16 suggests that an N -function raised to the power of some $\theta \in(0,1)$ close to one, stays similar to an N -function.

Lemma 18. Let $\phi$ be a given $N$-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. Then, there exists $\theta \in(0,1)$ and an $N$-function $\rho$ with $\Delta_{2}\left(\left\{\rho, \rho^{*}\right\}\right)<\infty$ such that

$$
\rho(t) \approx(\phi(t))^{\theta}
$$

for all $t \geq 0$. Thereby $\theta, \Delta_{2}\left(\left\{\rho, \rho^{*}\right\}\right)$, and the constants hidden in $\approx$ depend only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.

Proof. The proof of this statement for even more general functions can be found in [50, Lemma 1.2.2 and Lemma 1.2.3]. We present here an alternative proof
where we explicitely track the dependence on the $\Delta_{2}$-constant. First we observe that, thanks to Proposition 14 ii) applied to $\phi$ instead of $\phi^{*}$,

$$
\log \left(\frac{\phi(l t)}{\phi(t)}\right)=\int_{t}^{l t} \frac{\phi^{\prime}(s)}{\phi(s)} d s \geq \nabla_{2}(\phi) \int_{t}^{l t} \frac{1}{s} d s=\nabla_{2}(\phi) \log (l)
$$

where $\nabla_{2}(\phi)$ depends only on $\Delta_{2}\left(\phi^{*}\right)$. Recalling from Proposition 14 ii) that $\nabla_{2}(\phi)>1$ we can choose $l>1$ such that $l^{\nabla_{2}(\phi)-1}>2$ to obtain

$$
\phi(t) \leq \frac{1}{2 l} \phi(l t) \quad \text { for all } t \geq 0
$$

Since $\nabla_{2}(\phi)$ depends only on $\Delta_{2}\left(\phi^{*}\right), l$ depends only on $\Delta_{2}\left(\phi^{*}\right)$, too. Let $\theta \in(0,1)$ be chosen later. Direct calculations yield for any $t \geq 0$

$$
(\phi(t))^{\theta} \leq \frac{1}{(2 l)^{\theta}}(\phi(l t))^{\theta} .
$$

We take $\log _{2 l}\left(\frac{3 l}{2}\right)<\theta<1$ and set $\psi=\phi^{\theta}$ and $\lambda=l^{2}>1$, hence

$$
\begin{equation*}
\psi(t) \leq \frac{2}{3 l} \psi(l t) \leq \frac{2}{3 l} \frac{2}{3 l} \psi\left(l^{2} t\right) \leq \frac{1}{2 l^{2}} \psi\left(l^{2} t\right)=\frac{1}{2 \lambda} \psi(\lambda t) . \tag{2.10}
\end{equation*}
$$

The next step is to prove that

$$
\begin{equation*}
\frac{\psi\left(t_{1}\right)}{t_{1}} \leq \frac{\lambda \psi\left(\lambda t_{2}\right)}{t_{2}} \tag{2.11}
\end{equation*}
$$

whenever $0<t_{1}<t_{2}$; see [50, Lemma 1.2.3]. Let $0<t_{1}<t_{2} \leq \lambda t_{1}$, then as $\psi$ is increasing in $[0, \infty)$ it is

$$
\frac{\psi\left(\lambda t_{2}\right)}{t_{2}} \geq \frac{\psi\left(t_{2}\right)}{t_{2}} \geq \frac{\psi\left(t_{1}\right)}{t_{2}} \geq \frac{\psi\left(t_{1}\right)}{\lambda t_{1}}
$$

Conversely let $0<t_{1}<t_{2}$ and $t_{2}>\lambda t_{1}$. For $r \in \mathbb{R}$ we denote the greatest integer less or equal than $r$ by $\lfloor r\rfloor$. We deduce from a repeatedly application of (2.10)

$$
\begin{aligned}
\psi\left(t_{2}\right) & =\psi\left(\frac{t_{2}}{t_{1}} t_{1}\right) \geq \psi\left(\lambda^{\left\lfloor\log _{\lambda}\left(t_{2} / t_{1}\right)\right\rfloor} t_{1}\right) \geq(2 \lambda)^{\left\lfloor\log _{\lambda}\left(t_{2} / t_{1}\right)\right\rfloor} \psi\left(t_{1}\right) \\
& \geq(2 \lambda)^{\log _{\lambda}\left(t_{2} / t_{1}\right)-1} \psi\left(t_{1}\right) \geq 2^{\log _{\lambda}\left(t_{2} / t_{1}\right)-1} \lambda^{\log _{\lambda}\left(t_{2} / t_{1}\right)} \lambda^{-1} \psi\left(t_{1}\right) \geq \frac{t_{2}}{t_{1}} \lambda^{-1} \psi\left(t_{1}\right) .
\end{aligned}
$$

Recalling the definition of $\lambda=l^{2}>1$, it follows

$$
\psi\left(\lambda t_{2}\right) \geq \psi\left(t_{2}\right) \geq \frac{t_{2}}{t_{1}} \lambda^{-1} \psi\left(t_{1}\right)
$$

and hence (2.11) is established. We observe by basic calculations that the function

$$
\rho(t):=\frac{1}{\lambda} \int_{0}^{t / \lambda} \sup _{0<\tau<s} \frac{\psi(\tau)}{\tau} d s
$$

is convex with $\rho(t) \leq \psi(t)$ and $2 \lambda \rho(2 \lambda t) \geq \psi(t)$. Furthermore, it follows from $\Delta_{2}(\phi)<\infty$ that

$$
\begin{aligned}
\rho(2 t) \leq \psi(2 t) & =(\phi(2 t))^{\theta}=\left(\phi\left(4 \lambda \frac{t}{2 \lambda}\right)\right)^{\theta} \leq\left(\phi\left(2^{\left.\log _{2}(4 \lambda)\right\rfloor+1} \frac{t}{2 \lambda}\right)\right)^{\theta} \\
& \leq \Delta_{2}(\phi)^{\theta\left(\left\lfloor\log _{2}(4 \lambda)\right\rfloor+1\right)}\left(\phi\left(\frac{t}{2 \lambda}\right)\right)^{\theta}=\Delta_{2}(\phi)^{\left.\theta\left(\log _{2}(4 \lambda)\right\rfloor+1\right)} \psi\left(\frac{t}{2 \lambda}\right) \\
& \leq \Delta_{2}(\phi)^{\theta\left(\left\lfloor\log _{2}(4 \lambda)\right\rfloor+1\right)} 2 \lambda \rho(t) .
\end{aligned}
$$

Thus $\Delta_{2}(\rho) \leq \Delta_{2}(\phi)^{\theta\left(\log _{2}(4 \lambda)+1\right)}<\infty$.
It remains to prove that $\rho$ is an N -function for some $\theta \in(0,1)$ and that $\Delta_{2}\left(\rho^{*}\right)<\infty$. Let $1<\beta<\alpha$ as in Remark 16; depending only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$; i.e.,

$$
t^{\beta} \preccurlyeq \phi(t) \preccurlyeq t^{\alpha}
$$

Choosing $\theta$ such that $\frac{1}{\beta}<\theta<1$ yields

$$
\frac{\rho(t)}{t} \approx \frac{(\phi(t))^{\theta}}{t} \preccurlyeq \frac{t^{\theta \alpha}}{t} \rightarrow 0
$$

as $t \rightarrow 0$. On the other hand

$$
\frac{\rho(t)}{t} \approx \frac{(\phi(t))^{\theta}}{t} \succcurlyeq \frac{t^{\theta \beta}}{t} \rightarrow \infty
$$

as $t \rightarrow \infty$. Furthermore, thanks to Proposition 14 iii), the estimate

$$
\rho(t) \succcurlyeq t^{\theta \beta} \quad \text { for all } t \geq 0
$$

with $\theta \beta>1$ implies $\Delta_{2}\left(\rho^{*}\right)<\infty$ depending only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.
Corollary 19. Let $\phi$ be an N-function that satisfies $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. Then there exist constants $C>0, s>1$, such that

$$
\phi(\alpha t) \leq \alpha^{s} C \phi(t) \quad \text { for all } t \geq 0
$$

The constants s,C depend solely on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.
Proof. Due to Lemma 18, there exist $\theta \in(0,1)$ and an $N$-function $\rho$ such that $\rho(t) \approx(\phi(t))^{\theta}$. Hence, it holds by (2.6a)

$$
\phi(\alpha t) \approx(\rho(\alpha t))^{\frac{1}{\theta}} \leq \alpha^{\frac{1}{\theta}}(\rho(t))^{\frac{1}{\theta}} \approx \alpha^{\frac{1}{\theta}} \phi(t)
$$

Taking $s=1 / \theta$ proves the assertion.

### 2.2.2 Orlicz Spaces

Based on the N-functions we can generalize the concept of Lebesgue spaces.
Definition 20 (Orlicz space). Let $\Omega \subset \mathbb{R}^{d}$ be a bounded domain, $d \in \mathbb{N}$ and let $\phi$ be an $N$-function. Then the Orlicz class $\tilde{L}^{\phi}(\Omega)$ consists of all measurable functions $u: \Omega \rightarrow \mathbb{R}$, such that

$$
\int_{\Omega} \phi(|u|) d x<\infty
$$

The quantity $\int_{\Omega} \phi(|\cdot|) d x$ is called the modular induced by $\phi$. The Orlicz space is defined as

$$
L^{\phi}(\Omega):=\left\{u: \Omega \mapsto \mathbb{R} \text { measurable }: \int_{\Omega} u v d x<\infty \quad \text { for all } v \in \tilde{L}^{\phi^{*}}(\Omega)\right\}
$$

where we again identify functions that differ on a set of Lebesgue measure zero.
The subspace $L_{0}^{\phi}(\Omega)$ as well as the fraction space $L^{\phi}(\Omega) / \mathbb{R}$ can be defined analogously to the case of Lebesgue functions Definition 1.

Proposition 21. For an $N$-function $\phi$ the Orlicz space $L^{\phi}(\Omega)$ becomes a Banach space together with the norm

$$
\begin{equation*}
\|u\|_{\phi}:=\sup _{\int_{\Omega} \phi^{*}(|v|) d x \leq 1}\left|\int_{\Omega} u v d x\right| . \tag{2.12}
\end{equation*}
$$

Remark 22. Obviously $L^{\phi}(\Omega)$ is a linear space and it holds with Young's inequality that $\tilde{L}^{\phi}(\Omega) \subset L^{\phi}(\Omega)$. However, in general those two spaces are not equal and $\tilde{L}^{\phi}(\Omega)$ even does not define a linear space. In fact, this is the case if and only if $\Delta_{2}(\phi)<\infty$. Then it holds $\tilde{L}^{\phi}(\Omega)=L^{\phi}(\Omega)$ (see [51, §8]). Furthermore, in the case $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ Orlicz functions can be continuously embedded into Lebesgue spaces and vice versa. In particular, it holds with $1<\beta<\alpha<\infty$ from Remark 16

$$
L^{\alpha}(\Omega) \subset L^{\phi}(\Omega) \subset L^{\beta}(\Omega)
$$

One can define another norm on $L^{\phi}(\Omega)$. In fact, for $v \in L^{\phi}(\Omega)$ take the Minkowski functional (or Luxemburg norm)

$$
\begin{equation*}
\|v\|_{(\phi)}:=\inf \left\{\lambda \in(0, \infty): \int_{\Omega} \phi\left(\frac{|v|}{\lambda}\right) d x \leq 1\right\} . \tag{2.13}
\end{equation*}
$$

It turns out that both norms are equivalent, in particular it holds for all $v \in L^{\phi}(\Omega)$

$$
\begin{equation*}
\|v\|_{(\phi)} \leq\|v\|_{\phi} \leq 2\|v\|_{(\phi)} \tag{2.14}
\end{equation*}
$$

see [66, Proposition 3.3.4].

Remark 23. For an $N$-function $\phi$ the $\Delta_{2}$-condition $\Delta_{2}(\phi)<\infty$ implies

$$
\int_{\Omega} \phi\left(\frac{v}{\|v\|_{(\phi)}}\right) d x=1
$$

But if this condition is not satisfied, then functions $v \in L^{\phi}(\Omega)$ can be found such that $\int_{\Omega} \phi\left(v /\|v\|_{(\phi)}\right) d x<1$. Moreover, the equality

$$
\int_{\Omega} \phi\left(\frac{v}{\lambda_{0}}\right) d x=1
$$

always implies $\lambda_{0}=\|v\|_{(\phi)}$; see [51].
The two norms $\|\cdot\|_{\phi}$ and $\|\cdot\|_{\left(\phi^{*}\right)}$ are dual in that there holds a Hölder inequality; see, e.g., $[66,51]$ and Proposition 25.
Proposition 24. Let $\phi$ be an $N$-function. Then for every $v \in L^{\phi}(\Omega), w \in L^{\phi^{*}}(\Omega)$ we have

$$
\left|\int_{\Omega} v w d x\right| \leq\|v\|_{(\phi)}\|w\|_{\phi^{*}}
$$

and

$$
\left|\int_{\Omega} v w d x\right| \leq\|v\|_{\phi}\|w\|_{\left(\phi^{*}\right)} .
$$

We introduce the space $E^{\phi}$ to be the closure of the space of bounded functions $L^{\infty}(\Omega)$ in $L^{\phi}(\Omega)$. With this definition $E^{\phi}$ is a separable Banach space. The following proposition states among other facts that even equality in the Hölder inequality Proposition 24 can be obtained; see [51, Chapter II, §14] or [66, Chapter VI, Theorems 6 and 7].

Proposition 25. Let $\phi$ be an $N$-function and $\phi^{*}$ its complementary function. Then

$$
\left(E^{\phi}(\Omega),\|\cdot\|_{\phi}\right)^{*}=\left(L^{\phi^{*}}(\Omega),\|\cdot\|_{\left(\phi^{*}\right)}\right)
$$

and

$$
\left(E^{\phi}(\Omega),\|\cdot\|_{(\phi)}\right)^{*}=\left(L^{\phi^{*}}(\Omega),\|\cdot\|_{\phi^{*}}\right) .
$$

In particular, it holds for $w \in L^{\phi^{*}}(\Omega)$

$$
\sup _{v \in E^{\phi}(\Omega),\|v\|_{\phi}=1} \int_{\Omega} w v d x=\|w\|_{\left(\phi^{*}\right)}
$$

and

$$
\sup _{v \in E^{\phi}(\Omega),\|v\|_{(\phi)}=1} \int_{\Omega} w v d x=\|w\|_{\phi^{*}}
$$

The following proposition underlines the role, which the $\Delta_{2}$-condition plays in the theory of Orlicz spaces; see, e.g., [51, 66].

Proposition 26. The following assertions are equivalent for an $N$-function $\phi$ :
i) $L^{\phi}(\Omega)$ is separable;
ii) $L^{\phi}(\Omega)=E^{\phi}(\Omega)$;
iii) $\tilde{L}^{\phi}(\Omega)=L^{\phi}(\Omega)$;
iv) $\left(L^{\phi}(\Omega),\|\cdot\|_{\phi}\right)^{*}=\left(L^{\phi^{*}}(\Omega),\|\cdot\|_{\left(\phi^{*}\right)}\right)$;
v) $\left(L^{\phi}(\Omega),\|\cdot\|_{(\phi)}\right)^{*}=\left(L^{\phi^{*}}(\Omega),\|\cdot\|_{\phi^{*}}\right)$;
vi) $\Delta_{2}(\phi)<\infty$.

Remark 27. As a consequence of Proposition 26, for an $N$-function $\phi, L^{\phi}(\Omega)$ is reflexive if and only if $\Delta\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$.

Remark 28. When we revisit Remark 13, i.e., taking $\phi(t)=\frac{1}{r} t^{r}, r \in(1, \infty)$ we get for $u \in L^{\phi}(\Omega)$

$$
\|u\|_{(p)}=\inf \left\{\lambda \geq 0: \int_{\Omega} \frac{1}{r}\left|\frac{u}{\lambda}\right|^{r} d x \leq 1\right\}
$$

and thus $\|\cdot\|_{(\phi)}=\frac{1}{r^{1 / r}}\|\cdot\|_{L^{r}(\Omega)}$, i.e., $L^{\phi}(\Omega)=L^{r}(\Omega)$. Therefore, the Orlicz spaces are a generalization of the well known Lebesgue spaces.

In Remark 73 we show that also for $\phi(t)=\int_{0}^{t}(\kappa+s)^{r-2} s d s$ and $\phi(t)=$ $\int_{0}^{t}\left(\kappa^{2}+s^{2}\right)^{\frac{r-2}{2}} s d s$ with $\kappa \geq 0$, it holds $\|\cdot\|_{(\phi)} \approx\|\cdot\|_{L^{r}(\Omega)}$.

The next result sheds light on the relation between the defining N -functions of different Orlicz spaces.

Proposition 29. Let $\phi, \psi$ be to $N$-functions with $\Delta_{2}(\{\phi, \psi\})<\infty$, then

$$
L^{\phi}(\Omega) \subset L^{\psi}(\Omega)
$$

if and only if there exists $t_{0}>0$, such that

$$
\psi(t) \preccurlyeq \phi(t) \quad \text { for all } t \geq t_{0} .
$$

Proof. From [51, Chapter II, Theorem 13.1] we have that for general N-functions a necessary and sufficient condition that $L^{\phi}(\Omega) \subset L^{\psi}(\Omega)$ is that there exists $t_{0}, k>0$, such that

$$
\begin{equation*}
\psi(t) \leq \phi(k t) \quad \text { for all } t \geq t_{0} \tag{2.15}
\end{equation*}
$$

Hence, it suffices to prove that this condition is equivalent to

$$
\begin{equation*}
\psi(t) \preccurlyeq \phi(t) \quad \text { for all } t \geq t_{0} . \tag{2.16}
\end{equation*}
$$

Since $\phi$ satisfies the $\Delta_{2}$-condition it follows from Corollary 10 that $\phi(k t) \preccurlyeq \phi(t)$ and therefore (2.15) implies (2.16). On the other hand, it holds for $C \geq 1$ by the monotonicity of $\phi^{\prime}$ and (2.6b)

$$
C \phi(t) \leq C \phi^{\prime}(t) t=\phi^{\prime}(t)(C t) \leq \phi^{\prime}(C t)(C t) \leq \phi(2 C t)
$$

for all $t \geq 0$. Hence, (2.16) also implies (2.15).
Finally we introduce another convergence concept on Orlicz spaces.
Definition 30 (mean convergence). For an $N$-function $\phi$, we say that a sequence of functions $\left(v_{n}\right)_{n \in \mathbb{N}} \subset L^{\phi}(\Omega)$ is mean (or modular) convergent to a function $v \in L^{\phi}(\Omega)$, if

$$
\int_{\Omega} \phi\left(\left|v-v_{n}\right|\right) d x \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Proposition 31. Let $\phi$ be an $N$-function, then norm convergence implies mean convergence. If additionally $\phi$ satisfies the $\Delta_{2}$-condition then mean-convergence also implies norm convergence.

Proof. The proof can be found in [51, Theorem II.9.4]
Remark 32. Proposition 31 further implies, that if the $N$-function $\phi$ satisfies a $\Delta_{2}$-condition, a sequence $\left(v_{n}\right)_{n \in \mathbb{N}} \subset L^{\phi}(\Omega)$ stays bounded in mean if and only if it stays bounded in $L^{\phi}(\Omega)$. In fact, let $\left(v_{n}\right)_{n \in \mathbb{N}} \subset L^{\phi}(\Omega)$ be a bounded sequence in the norm sense, i.e., $\left\|v_{n}\right\|_{(\phi)} \leq \alpha$ for an $\alpha>0$. It holds by the monotonicity of $\phi$ and Corollary 10

$$
\begin{aligned}
\int_{\Omega} \phi\left(\left|v_{n_{k}}\right|\right) d x & =\int_{\Omega} \phi\left(\frac{\left\|v_{n_{k}}\right\|_{(\phi)}}{\left\|v_{n_{k}}\right\|_{(\phi)}}\left|v_{n_{k}}\right|\right) d x \leq \int_{\Omega} \phi\left(\frac{\alpha}{\left\|v_{n_{k}}\right\|_{(\phi)}}\left|v_{n_{k}}\right|\right) d x \\
& \leq \int_{\Omega} C \phi\left(\frac{\left|v_{n_{k}}\right|}{\left\|v_{n_{k}}\right\|_{(\phi)}}\right) d x \leq C
\end{aligned}
$$

for a constant $C>0$ depending on $\alpha$ and $\Delta_{2}(\phi)$.
On the other hand assume that $\left(v_{n}\right)_{n \in \mathbb{N}} \subset L^{\phi}(\Omega)$ diverge in the norm sense, i.e.,

$$
\left\|v_{n}\right\|_{(\phi)} \rightarrow \infty
$$

as $n \rightarrow \infty$. Thus, we may assume w.l.o.g. that $\left\|v_{n}\right\|_{(\phi)} \geq 1$ for all $n \in \mathbb{N}$ and hence with (2.6a)

$$
1=\int_{\Omega} \phi\left(\frac{\left|v_{n}\right|}{\left\|v_{n}\right\|_{(\phi)}}\right) d x \leq \frac{1}{\left\|v_{n}\right\|_{(\phi)}} \int_{\Omega} \phi\left(\left|v_{n}\right|\right) d x
$$

where the left equality is due to $\Delta_{2}(\phi)<\infty$; see Remark 23 and [51]. Hence, the sequence $\left(v_{n}\right)_{n \in \mathbb{N}} \subset L^{\phi}(\Omega)$ is divergent in the modular sense, too. Note that the equality $1=\int_{\Omega} \phi\left(v /\|v\|_{(\phi)}\right) d x, v \in L^{\phi}(\Omega)$ is a consequence of the $\Delta_{2}$-condition and the definition of the norm $\|\cdot\|_{(\phi)}$ and does not hold for general $N$-functions $\phi$, see [51, 66].

### 2.2.3 Orlicz-Sobolev Spaces

In order to establish the nonlinear partial differential equations in Sections 3.1 and 4.1 we need to have weak derivatives of Orlicz functions. This leads to the so called Orlicz-Sobolev spaces. A detailed presentation can, e.g., be found in [2, 66, 35].
Definition 33 (Orlicz-Sobolev spaces). Let $\phi$ be an $N$-function, $k \in \mathbb{N}$. We define:
i) The space $W^{k, \phi}(\Omega)$ consists of all functions $f$ in the Orlicz space $L^{\phi}(\Omega)$ with weak derivatives $D^{\alpha} f \in L^{\phi}(\Omega)$, where $\alpha \in \mathbb{N}^{d},|\alpha| \leq k$. We equip $W^{k, \phi}(\Omega)$ with a norm

$$
\|f\|_{W^{k, \phi}(\Omega)}:=\sum_{|\alpha| \leq k}\left\|D^{\alpha} f\right\|_{\phi}
$$

and a semi-norm

$$
|f|_{W^{k, \phi}(\Omega)}:=\sum_{|\alpha|=k}\left\|D^{\alpha} f\right\|_{\phi}
$$

ii) The space $W_{0}^{k, \phi}(\Omega)$ is defined to be the closure of $C_{0}^{\infty}(\Omega)$ in $W^{k, \phi}(\Omega)$.
iii) We denote $W E^{k, \phi}(\Omega)$ to be the closure of $W^{k, \infty}(\Omega)$ in $W^{k, \phi}(\Omega)$.
iv) If $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$, we denote $W^{-k, \phi^{*}}(\Omega)$ to be the dual space of $W_{0}^{k, \phi}(\Omega)$.
v) We say that a sequence $\left(f_{n}\right)_{n \in \mathbb{N}} \subset W^{k, \phi}(\Omega)$ converges in mean if each of the sequences $\left(D^{\alpha} f_{n}\right)_{n \in \mathbb{N}}, \alpha \in \mathbb{N}^{d},|\alpha| \leq k$ converges in mean in $L^{\phi}(\Omega)$.
The definitions and results above extend to functions with values in $\mathbb{R}^{m}$, $m \in \mathbb{N}$ in the same way as Lebesgue spaces and Sobolev spaces do. We shall denote the resulting spaces as $L^{\phi}(\Omega)^{m}, W^{k, \phi}(\Omega)^{m}, W_{0}^{k, \phi}(\Omega)^{m}$, and $W^{-k, \phi^{*}}(\Omega)^{m}$ respectively.

Lemma 34 (Poincaré-Friedrich's inequality). Let $\phi$ be a given $N$-function with $\Delta_{2}(\phi)<\infty$ and $f \in W_{0}^{1, \phi}(\Omega)$, then

$$
\int_{\Omega} \phi(|f|) d x \preccurlyeq \int_{\Omega} \phi(|\nabla f|) .
$$

The constant hidden in $\preccurlyeq$ solely depends on $\Delta_{2}(\phi)<\infty$ and $\Omega$.

Proof. Since $C_{0}^{\infty}(\Omega)$ is dense in $W_{0}^{1, \phi}(\Omega)$ and norm convergence implies meanconvergence (see Proposition 31), it suffices to establish the inequality for $f \in$ $C_{0}^{\infty}(\Omega)$. We may assume that $\Omega \subset W=\left\{\left(x_{1}, \ldots, x_{d}\right):-s<x_{i}<s\right\}$ for some $s>0$, and set $f \equiv 0$ in $W \backslash \Omega$. By the fundamental theorem of calculus, we then get for $x=\left(x_{1}, \ldots, x_{d}\right)$

$$
\begin{aligned}
|f(x)| & =\left|f(x)-f\left(-s, x_{2}, \ldots, x_{d}\right)\right| \\
& \leq \int_{-s}^{x_{1}}\left|D_{1} f\left(t, x_{2}, \ldots, x_{d}\right)\right| d t \leq \int_{-s}^{s}\left|D_{1} f\left(t, x_{2}, \ldots, x_{d}\right)\right| d t
\end{aligned}
$$

see, e.g., [13]. Now, we apply $\phi$ on both sides and obtain with the monotonicity of $\phi$, that

$$
\phi(|f(x)|) \leq \phi\left(\int_{-s}^{s}\left|D_{1} f\left(t, x_{2}, \ldots, x_{d}\right)\right| d t\right)
$$

Since $\phi$ is convex, we can apply Jensen's inequality (Lemma 4) to get

$$
\phi(|f(x)|) \leq \frac{1}{2 s} \int_{-s}^{s} \phi\left(2 s\left|D_{1} f\left(t, x_{2}, \ldots, x_{d}\right)\right|\right) d t
$$

Observe that the right hand side is independent of $x_{1}$, hence

$$
\int_{-s}^{s} \phi(|f(x)|) d x_{1} \leq \int_{-s}^{s} \phi\left(2 s\left|D_{1} f\left(t, x_{2}, \ldots, x_{d}\right)\right|\right) d t
$$

Then integrating with respect to the other coordinates yields

$$
\int_{W} \phi(|f(x)|) d x \leq \int_{W} \phi\left(2 s\left|D_{1} f(x)\right|\right) d x \leq \int_{W} \phi(2 s|\nabla f(x)|) d x .
$$

Now, $2 s$ can be dragged out by Corollary 10 and hence the assertion is proved.
Lemma 35. Let $X$ be a space with norms $\|\cdot\|_{1},\|\cdot\|_{2}$ that define the same convergence, i.e., a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset X$ converges with respect to $\|\cdot\|_{1}$ if and only if it converges with respect to $\|\cdot\|_{2}$. Then, the two norms are equivalent.
Proof. Assume contrary. Then, w.l.o.g, there exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset X$, $x_{n} \neq 0, n \in \mathbb{N}$, such that $\left\|x_{n}\right\|_{1}=C_{n}\left\|x_{n}\right\|_{2}$ with $C_{n} \rightarrow 0$ as $n \rightarrow \infty$. Dividing $x_{n}$ by $\left\|x_{n}\right\|_{2}$ yields

$$
\left\|\frac{x_{n}}{\left\|x_{n}\right\|_{2}}\right\|_{1}=C_{n} \rightarrow 0
$$

as $n \rightarrow \infty$. Since $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ define the same convergence it follows

$$
1=\left\|\frac{x_{n}}{\left\|x_{n}\right\|_{2}}\right\|_{2} \rightarrow 0
$$

as $n \rightarrow \infty$. This is a contradiction.

Corollary 36. Let $\phi$ be as in Lemma 34, then it holds for $f \in W_{0}^{1, \phi}(\Omega)$

$$
\|f\|_{W_{0}^{1, \phi}(\Omega)} \approx|f|_{W_{0}^{1, \phi}(\Omega)} \approx\|\nabla f\|_{\phi}
$$

Furthermore, if $\left(f_{n}\right)_{n \in \mathbb{N}} \subset W_{0}^{1, \phi}(\Omega)$ converges in mean, then $\left(\nabla f_{n}\right)_{n \in \mathbb{N}} \subset L^{\phi}(\Omega)^{d}$ converges in mean.

Proof. To prove the second statement, we observe by Corollary 10 that

$$
\phi(|\nabla f|) \leq \max _{i=1, \ldots, d} \phi\left(\sqrt{d}\left|D_{i} f\right|\right) \preccurlyeq \sum_{i=1}^{d} \phi\left(\left|D_{i} f\right|\right) .
$$

On the other hand,

$$
\sum_{i=1}^{d} \phi\left(\left|D_{i} f\right|\right) \leq d \max _{i=1, \ldots, d} \phi\left(\left|D_{i} f\right|\right) \leq d \phi(|\nabla f|)
$$

Integrating over $\Omega$ the claim follows with Lemma 34 .
Now, Lemma 34, Proposition 31, and the above observations imply that the three expressions

$$
\|\cdot\|_{W_{0}^{1, \phi}(\Omega)}, \quad|\cdot|_{W_{0}^{1, \phi}(\Omega)}, \text { and } \quad\|\nabla \cdot\|_{\phi}
$$

are norms, which define the same convergence. Hence, the assertion follows by Lemma 35.

We summarize some properties of Orlicz-Sobolev spaces in the next proposition; see [2]. We refer the reader to the corresponding results for Sobolev spaces for method of proof. The details can, e.g., be found in [35].

Proposition 37. Let $\phi$ be an $N$-function and $k \in \mathbb{N}$.
i) The spaces $W^{k, \phi}(\Omega), W E^{k, \phi}(\Omega)$, and $W_{0}^{k, \phi}(\Omega)$ are Banach spaces equipped with the norm $\|\cdot\|_{W^{k, \phi}(\Omega)}$.
ii) The spaces $W E^{k, \phi}(\Omega), W_{0}^{k, \phi}(\Omega)$ are separable.
iii) The spaces $W^{k, \phi}(\Omega)$ and $W_{0}^{k, \phi}(\Omega)$ are reflexive if and only if $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<$ $\infty$. Moreover, this is equivalent to $W^{k, \phi}(\Omega)=W E^{k, \phi}(\Omega)$.
iv) Each element $v$ of the dual space $\left(W E^{k, \phi}(\Omega)\right)^{*}$ is given by

$$
v(u)=\sum_{|\alpha| \leq k} \int_{\Omega}\left(D^{\alpha} u\right) v_{\alpha} d x
$$

for some functions $v_{\alpha} \in L^{\phi^{*}}(\Omega), \alpha \in \mathbb{N}_{0}^{d}, 0 \leq|\alpha| \leq k$.

## Chapter 3

## Adaptive Finite Elements for the Nonlinear Poisson Problem

After a short overview on existence and uniqueness of a solution for the nonlinear Poisson equation we introduce in Section 3.2 an error concept based on the so called quasi-norm, introduced by Barrett and Liu; cf. [8, 9]. The next section, Section 3.3 is concerned with the finite element framework for the discrete nonlinear Poisson problem. Based on the error bounds of Section 3.4, the last section, Section 3.5, contains the convergence analysis of an adaptive finite element method AFEM based on [28, 27, 19].

Note that we consider the problem for $d$-dimensional vector valued functions, i.e., for a $d$-dimensional system of Poisson equations.

### 3.1 Nonlinear Poisson Equation

In this section we discuss the analytical aspects of the nonlinear Poisson equation with homogeneous Dirichlet boundary values. Since the nonlinearity of the problem is defined by an N-function, the natural space for weak solutions turns out to be an Orlicz-Sobolev space. We restrict ourselves to the case of N-functions satisfying $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. Therefore, Orlicz-Sobolev spaces become separable and reflexive Banach spaces and thus the well established theory of monotone operators provides existence and uniqueness of a solution; see for instance [69, 81]. Finally, we introduce an energy functional whose minimal function coincides with the solution of the nonlinear Poisson equation.

### 3.1.1 Stating the Problem

Let $\phi$ be an $N$-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. In the sequel we discuss vector valued partial differential equations of the form: Find $u: \Omega \rightarrow \mathbb{R}^{d}$ such that for
given $g: \Omega \rightarrow \mathbb{R}^{d}$

$$
\begin{align*}
-\operatorname{div} \mathbf{A}(\nabla u)=g & \text { in } \Omega, \\
u=0 & \text { on } \partial \Omega, \tag{3.1}
\end{align*}
$$

where $\mathbf{A}: \mathbb{R}^{d \times d} \rightarrow \mathbb{R}^{d \times d}$ is defined as

$$
\mathbf{A}(\mathbf{Q})=\phi^{\prime}(|\mathbf{Q}|) \frac{\mathbf{Q}}{|\mathbf{Q}|}
$$

Hereafter we assume that $g \in W^{-1, \phi^{*}}(\Omega)^{d}$. The weak form of (3.1) reads as follows: For an N-function $\phi$ with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ find $u \in W_{0}^{1, \phi}(\Omega)^{d}$ such that

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}(\nabla u): \nabla v d x=\langle g, v\rangle \quad \text { for all } \quad v \in W_{0}^{1, \phi}(\Omega)^{d} . \tag{3.2}
\end{equation*}
$$

Remark 38. Note that, in face of the Stokes problem in Chapter 4, we formulated problem (3.1) for functions with d-dimensional values. However, this restriction is only for the ease of presentation. All statements of this chapter carry over to problems where $u \in W_{0}^{1, \phi}(\Omega)^{m}$ and $g \in L^{\phi^{*}}(\Omega)^{m}$ for any $m \in \mathbb{N}$.

Remark 39. The expressions in problem (3.2) are well-defined. In fact, it follows from (2.8) that $\mathbf{A}(\nabla u) \in L^{\phi^{*}}(\Omega)^{d \times d}$. Furthermore, it holds with Proposition 26 that $L^{\phi^{*}}(\Omega)^{d \times d}=\left(L^{\phi}(\Omega)^{d \times d}\right)^{*}$ and thus the left hand side is well-defined since $\nabla v \in L^{\phi}(\Omega)^{d \times d}$ for all $v \in W_{0}^{1, \phi}(\Omega)^{d}$. The right hand side is well-defined by the choice of $g$.

We can interprete equation (3.1) as an operator-equation in the dual space $W^{-1, \phi^{*}}(\Omega)^{d}$, defining the non-linear operator $-\operatorname{div} \mathbf{A}(\nabla \cdot) \in W^{-1, \phi^{*}}(\Omega)^{d}$ by

$$
\langle-\operatorname{div} \mathbf{A}(\nabla u), v\rangle:=\int_{\Omega} \mathbf{A}(\nabla u): \nabla v d x .
$$

Hence, (3.1) is equivalent to

$$
-\operatorname{div} \mathbf{A}(\nabla u)=g \quad \text { in } W^{-1, \phi^{*}}(\Omega)
$$

For the numerical analysis the following assumption is crucial. It is the key ingredient to proof continuity and ellipticity of (3.1).

Assumption 40. Let $\phi$ be an N-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ and let $\phi \in$ $C^{2}((0, \infty))$ such that there exist constants $c, C>0$ with

$$
c t \phi^{\prime \prime}(t) \leq \phi^{\prime}(t) \leq C t \phi^{\prime \prime}(t) \quad \text { for all } t \geq 0
$$

where we extend $t \phi^{\prime \prime}(t)$ continuously to zero by setting $t \phi^{\prime \prime}(t):=0$ for $t=0$.

The next theorem is from [26] and states that Assumption 40 carries over to dual functions.

Proposition 41. Let $\phi$ be an $N$-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. Then $\phi$ satisfies Assumption 40 if and only if $\phi^{*}$ satisfies Assumption 40.

Proof. We just have to prove one direction, the other direction follows by duality. Assume that $\phi$ satisfies Assumption 40. From $\left(\phi^{*}\right)^{\prime}(t)=\left(\phi^{\prime}\right)^{-1}$ we find by the inverse function theorem, Assumption 40, (2.7), (2.8), and Proposition 14 ( $\phi^{*}$ replaced by $\phi$ ) that for $t>0$

$$
\left(\phi^{*}\right)^{\prime \prime}(t)=\frac{1}{\phi^{\prime \prime}\left(\left(\phi^{*}\right)^{\prime}(t)\right)} \approx \frac{\left(\left(\phi^{*}\right)^{\prime}(t)\right)^{2}}{\phi\left(\left(\phi^{*}\right)^{\prime}(t)\right)} \approx \frac{\left(\left(\phi^{*}\right)^{\prime}(t)\right)^{2}}{\phi^{*}(t)} \approx \frac{\left(\phi^{*}(t)\right)^{2}}{\phi^{*}(t) t^{2}}=\frac{\phi^{*}(t)}{t^{2}} .
$$

This proves the assertion.
Remark 42. Assumption 40 implies that $\phi$ is strictly convex since $\phi^{\prime}(t)>0$ for $t>0$ and hence $\phi^{\prime \prime}(t) \approx \frac{\phi^{\prime}(t)}{t}>0$ on $(0, \infty)$. Moreover, $\phi^{\prime}$ is strictly monotone increasing and thus the inverse function of $\phi^{\prime}$ exists.

Recalling Remark 13, the $N$-functions $t \mapsto \frac{1}{r} t^{r}$ and $t \mapsto \int_{0}^{t}\left(\nu_{\infty}+\left(\nu_{0}-\nu_{\infty}\right)\left(\kappa^{2}+\right.\right.$ $\left.\left.s^{2}\right)^{(r-2) / 2}\right) s d s$ for $r \in(1, \infty), \kappa \geq 0$, and $\nu_{0}>\nu_{\infty} \geq 0$ satisfy Assumption 40. In particular, for $\phi(t)=\frac{1}{r} t^{r}$ it holds $\left(\frac{1}{r} t^{r}\right)^{\prime \prime}=(r-1) t^{r-2}$. Therefore, the constants in Assumption 40 can be determinated exactly as $c=C=r-1$. This means that the PDE (3.1) covers the well-known nonlinear Poisson equation

$$
\begin{aligned}
-\operatorname{div}|\nabla u|^{r-2} \nabla u & =g & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega,
\end{aligned}
$$

as well as the variants, which are widely used in the modeling of quasi-Newtonian flow; see Section 1.1.

### 3.1.2 Existence and Uniqueness of Solutions

To establish the existence and uniqueness of solutions of (3.2) we have to analyze the vector field $\mathbf{A}$. The proof of the next proposition can be found in [26], but since it is one of the key estimates in the subsequent analysis we decided to prove it in detail.
Proposition 43. Let $\phi$ be an $N$-function satisfying Assumption 40, then there exist constants $c, C>0$ such that for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$

$$
\begin{aligned}
&(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) \geq c \phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}|^{2}, \\
&|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})| \leq C \phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}| .
\end{aligned}
$$

The constants $c, C$ depend solely on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and the constants of Assumption 40. For $\mathbf{P}, \mathbf{Q}=0$ extend the right hand sides continuously to zero; cf., Assumption 40.

Remark 44. The estimates of Proposition 43 are a generalization of those of Barret and Liu in [9, 8]. In fact, for $\phi(t)=\frac{1}{r} t^{r}$, with $r \in(1, \infty)$, we have $\phi^{\prime \prime}(t)=(r-1) t^{r-2}$ for $t>0$ and thus Proposition 43 becomes

$$
\begin{array}{r}
\left(|\mathbf{P}|^{r-2} \mathbf{P}-|\mathbf{Q}|^{r-2} \mathbf{Q}\right):(\mathbf{P}-\mathbf{Q}) \geq c(|\mathbf{P}|+|\mathbf{Q}|)^{r-2}|\mathbf{P}-\mathbf{Q}|^{2}, \\
\left||\mathbf{P}|^{r-2} \mathbf{P}-|\mathbf{Q}|^{r-2} \mathbf{Q}\right| \leq C(|\mathbf{P}|+|\mathbf{Q}|)^{r-2}|\mathbf{P}-\mathbf{Q}|
\end{array}
$$

To prove Proposition 43 we need some basic inequalities. The first lemma is essentially contained in [1] and proved with sharp constants in [25].

Lemma 45. Let $\alpha>-1$, then for all $\mathbf{P}_{0}, \mathbf{P}_{1} \in \mathbb{R}^{d \times d}$ with $\left|\mathbf{P}_{0}\right|+\left|\mathbf{P}_{1}\right|>0$

$$
c(\alpha)\left(\left|\mathbf{P}_{0}\right|+\left|\mathbf{P}_{1}\right|\right)^{\alpha} \leq \int_{0}^{1}\left|\mathbf{P}_{\theta}\right|^{\alpha} d \theta \leq C(\alpha)\left(\left|\mathbf{P}_{0}\right|+\left|\mathbf{P}_{1}\right|\right)^{\alpha}
$$

with

$$
c(\alpha)=\min \left\{\frac{1}{\alpha+1}, \frac{2^{-\alpha}}{\alpha+1}, 2^{-\alpha}\right\}, \quad C(\alpha)=\max \left\{\frac{1}{\alpha+1}, \frac{2^{-\alpha}}{\alpha+1}, 2^{-\alpha}\right\}
$$

where $\mathbf{P}_{\theta}=(1-\theta) \mathbf{P}_{0}+\theta \mathbf{P}_{1}$. The constants $c(\alpha), C(\alpha)$ are optimal.
The next lemma from [26] contains a generalization of the above lemma to the case of N -functions.

Lemma 46. Let $\phi$ be an $N$-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. Then, for all $\mathbf{P}_{1}, \mathbf{P}_{2} \in \mathbb{R}^{d \times d}$ with $\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|>0$ it holds

$$
\frac{\phi^{\prime}\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)}{\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|} \approx \int_{0}^{1} \frac{\phi^{\prime}\left(\left|\mathbf{P}_{\theta}\right|\right)}{\left|\mathbf{P}_{\theta}\right|} d \theta
$$

where $\mathbf{P}_{\theta}=(1-\theta) \mathbf{P}_{1}+\theta \mathbf{P}_{2}$. The constants hidden in $\approx$ solely depend on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.

Proof. From Proposition 14 and Jensen's inequality (Lemma 4) we derive

$$
\int_{0}^{1} \frac{\phi^{\prime}\left(\left|\mathbf{P}_{\theta}\right|\right)}{\left|\mathbf{P}_{\theta}\right|} d \theta \succcurlyeq \int_{0}^{1} \frac{\phi\left(\left|\mathbf{P}_{\theta}\right|\right)}{\left|\mathbf{P}_{\theta}\right|^{2}} d \theta \geq \int_{0}^{1} \frac{\phi\left(\left|\mathbf{P}_{\theta}\right|\right)}{\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)^{2}} d \theta \geq \frac{\phi\left(\int_{0}^{1}\left|\mathbf{P}_{\theta}\right| d \theta\right)}{\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)^{2}}
$$

Since by Lemma $45 \int_{0}^{1}\left|\mathbf{P}_{\theta}\right| \geq \frac{1}{4}\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|$, we obtain by means of Corollary 15

$$
\frac{\phi\left(\int_{0}^{1}\left|\mathbf{P}_{\theta}\right| d \theta\right)}{\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)^{2}} \geq \frac{\phi\left(\frac{1}{4}\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)\right)}{\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)^{2}} \geq \frac{1}{\Delta_{2}(\phi)^{2}} \frac{\phi\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)}{\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)^{2}} \approx \frac{\phi^{\prime}\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)}{\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)}
$$

This proves the first part. For the second part we recall from Lemma 18 that there exists some $\gamma \in(0,1)$ and some N -function $\rho$ with $\Delta_{2}\left(\left\{\rho, \rho^{*}\right\}\right)<\infty$ such
that $\phi^{\gamma} \approx \rho$, where $\Delta_{2}\left(\left\{\rho, \rho^{*}\right\}\right)$ as well as the constants hidden in $\approx$ solely depend on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$. Again involving Corollary 15, i.e., $\phi(t) \approx \phi^{\prime}(t) t$ and $\rho(t) \approx \rho^{\prime}(t) t$, we deduce

$$
\begin{aligned}
\int_{0}^{1} \frac{\phi^{\prime}\left(\left|\mathbf{P}_{\theta}\right|\right)}{\left|\mathbf{P}_{\theta}\right|} d \theta & \approx \int_{0}^{1} \frac{\phi\left(\left|\mathbf{P}_{\theta}\right|\right)}{\left|\mathbf{P}_{\theta}\right|^{2}} d \theta \approx \int_{0}^{1} \frac{\left(\rho\left(\left|\mathbf{P}_{\theta}\right|\right)\right)^{\frac{1}{\gamma}}}{\left|\mathbf{P}_{\theta}\right|^{2}} d \theta \\
& \approx \int_{0}^{1}\left(\rho^{\prime}\left(\left|\mathbf{P}_{\theta}\right|\right)\right)^{\frac{1}{\gamma}}\left|\mathbf{P}_{\theta}\right|^{\frac{1}{\gamma}-2} d \theta
\end{aligned}
$$

The monotonicity of $\rho^{\prime}$ and Lemma 45 with $\alpha=\frac{1}{\gamma}-2>-1$ imply

$$
\begin{aligned}
\int_{0}^{1} \frac{\phi^{\prime}\left(\left|\mathbf{P}_{\theta}\right|\right)}{\left|\mathbf{P}_{\theta}\right|} d \theta & \preccurlyeq \int_{0}^{1}\left(\rho^{\prime}\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)\right)^{\frac{1}{\gamma}}\left|\mathbf{P}_{\theta}\right|^{\frac{1}{\gamma}-2} d \theta \\
& =\left(\rho^{\prime}\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)\right)^{\frac{1}{\gamma}} \int_{0}^{1}\left|\mathbf{P}_{\theta}\right|^{\frac{1}{\gamma}-2} d \theta \\
& \preccurlyeq\left(\rho^{\prime}\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)\right)^{\frac{1}{\gamma}}\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)^{\frac{1}{\gamma}-2} \\
& \preccurlyeq \frac{\phi^{\prime}\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)}{\left(\left|\mathbf{P}_{1}\right|+\left|\mathbf{P}_{2}\right|\right)}
\end{aligned}
$$

This completes the proof.
We are now prepared to prove Proposition 43.
Proof of Proposition 43. We define $\Phi(\mathbf{Q}):=\phi(|\mathbf{Q}|), \mathbf{Q} \in \mathbb{R}^{d \times d}$. Recall from Definition 5 that $\phi^{\prime}(0)=0$. We denote $\mathbf{Q}=\left(Q_{i j}\right)_{i, j=1, \ldots, d}, \mathbf{P}=\left(P_{i j}\right)_{i, j=1, \ldots, d} \in$ $\mathbb{R}^{d \times d}$, as well as $\mathbf{A}(\mathbf{Q})=\left(A_{i j}(\mathbf{Q})\right)_{i, j=1, \ldots, d} \in \mathbb{R}^{d \times d}$. Let further $D_{i j}$ be the partial derivative in direction of the $i j$-th matrix component and $\mathbf{D}=\left(D_{i j}\right)_{i, j=1, \ldots, d}$. Observe that

$$
\left(D_{i j} \Phi\right)(\mathbf{Q})=\phi^{\prime}(|\mathbf{Q}|) \frac{Q_{i j}}{|\mathbf{Q}|}
$$

and

$$
\begin{equation*}
\left(D_{i j} D_{k l} \Phi\right)(\mathbf{Q})=\phi^{\prime}(|\mathbf{Q}|)\left(\frac{\delta_{i k} \delta_{j l}}{|\mathbf{Q}|}-\frac{Q_{i j} Q_{k l}}{|\mathbf{Q}|^{3}}\right)+\phi^{\prime \prime}(|\mathbf{Q}|) \frac{Q_{i j}}{|\mathbf{Q}|} \frac{Q_{k l}}{|\mathbf{Q}|} \tag{3.3}
\end{equation*}
$$

We assume $[\mathbf{Q}, \mathbf{P}]_{t}=(1-t) \mathbf{Q}+t \mathbf{P} \neq 0$ for all $t \in[0,1]$. Since $\phi \in C^{2}((0, \infty))$, according to Assumption 40, it holds

$$
\begin{align*}
A_{i j}(\mathbf{P})-A_{i j}(\mathbf{Q}) & =\left(D_{i j} \Phi\right)(\mathbf{P})-\left(D_{i j} \Phi\right)(\mathbf{Q}) \\
& =\sum_{k, l=1}^{d} \int_{0}^{1}\left(D_{i j} D_{k l} \Phi\right)\left([\mathbf{Q}, \mathbf{P}]_{t}\right)\left(P_{k l}-Q_{k l}\right) d t \tag{3.4}
\end{align*}
$$

Lemma 46 and Assumption 40 yield

$$
\begin{aligned}
|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})| & \preccurlyeq \int_{0}^{1} \frac{\phi^{\prime}\left(\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|\right)}{\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|} d t|\mathbf{P}-\mathbf{Q}| \\
& \preccurlyeq \frac{\phi^{\prime}(|\mathbf{P}|+|\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{Q}|}|\mathbf{P}-\mathbf{Q}| \preccurlyeq \phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}|
\end{aligned}
$$

This proves the second assertion. On the other hand due to Assumption 40 there exists $c \in(0,1)$ such that $\phi^{\prime}(t) \geq c \phi^{\prime \prime}(t) t$. Therefore, (3.4) and (3.3) imply

$$
\begin{aligned}
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q})= & \int_{0}^{1} \frac{\phi^{\prime}\left(\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|\right)}{\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|}\left(|\mathbf{P}-\mathbf{Q}|^{2}-\frac{\left|(\mathbf{P}-\mathbf{Q}):[\mathbf{Q}, \mathbf{P}]_{t}\right|^{2}}{\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|^{2}}\right) \\
& +\phi^{\prime \prime}\left(\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|\right)^{2} \frac{\left|(\mathbf{P}-\mathbf{Q}):[\mathbf{Q}, \mathbf{P}]_{t}\right|^{2}}{\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|^{2}} d t \\
\geq & \int_{0}^{1} c \phi^{\prime \prime}\left(\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|\right)\left(|\mathbf{P}-\mathbf{Q}|^{2}-\frac{\left|(\mathbf{P}-\mathbf{Q}):[\mathbf{Q}, \mathbf{P}]_{t}\right|^{2}}{\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|^{2}}\right) \\
& +\phi^{\prime \prime}\left(\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|\right) \frac{\mid \mathbf{P}-\mathbf{Q}):\left.[\mathbf{Q}, \mathbf{P}]_{t}\right|^{2}}{\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|^{2}} d t \\
\geq & c \int_{0}^{1} \phi^{\prime \prime}\left(\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|\right)|\mathbf{P}-\mathbf{Q}|^{2} d t .
\end{aligned}
$$

Note that we made use of the Cauchy-Schwartz inequality to obtain $|\mathbf{R}|^{2}-\frac{|\mathbf{R S}|^{2}}{|\mathbf{S}|^{2}} \geq$ 0 for $\mathbf{R}, \mathbf{S} \in \mathbb{R}^{d \times d}$ in the above estimate. Assumption 40 and Lemma 46 yield again that

$$
\begin{align*}
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) & \succcurlyeq \int_{0}^{1} \frac{\phi^{\prime}\left(\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|\right)}{\left|[\mathbf{Q}, \mathbf{P}]_{t}\right|}|\mathbf{P}-\mathbf{Q}|^{2} d t \\
& \approx \frac{\phi^{\prime}(|\mathbf{P}|+|\mathbf{Q}|)}{|\mathbf{Q}|+|\mathbf{P}|}|\mathbf{P}-\mathbf{Q}|^{2}  \tag{3.5}\\
& \approx \phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}|^{2}
\end{align*}
$$

Hence, the assertion is established in the case $[\mathbf{Q}, \mathbf{P}]_{t} \neq 0$ for all $t \in[0,1]$. We observe that both sides are continuous in $\mathbf{P}$ and $\mathbf{Q}$. For $\mathbf{P}=\mathbf{Q}=0$ the assertion is obvious, hence for arbitrary $\mathbf{P}, \mathbf{Q}$ we may assume, w.l.o.g., that $\mathbf{P} \neq 0$. Then there exists a sequence $\left(\mathbf{Q}_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{R}^{d \times d}$ that converges to $\mathbf{Q}$ such that $\left[\mathbf{Q}_{n}, \mathbf{P}\right]_{t} \neq 0$ for all $t \in[0,1]$ and $n \in \mathbb{N}$. Therefore, it holds (3.5) and hence

$$
\begin{array}{cc}
\left(\mathbf{A}(\mathbf{P})-\mathbf{A}\left(\mathbf{Q}_{n}\right)\right):\left(\mathbf{P}-\mathbf{Q}_{n}\right) & \succcurlyeq \phi^{\prime \prime}\left(|\mathbf{P}|+\left|\mathbf{Q}_{n}\right|\right)\left|\mathbf{P}-\mathbf{Q}_{n}\right|^{2} \\
\downarrow n \rightarrow \infty & \downarrow n \rightarrow \infty \\
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) & \succcurlyeq \phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}|^{2} .
\end{array}
$$

Hence, the assertion is proved for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$.

Remark 47. Note that in the case $\phi(t)=\frac{1}{r} t^{r}$ with $r \in(1, \infty)$ Lemma 45 leads to the sharp estimates

$$
\begin{aligned}
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) & \geq c(r)(|\mathbf{P}|+|\mathbf{Q}|)^{r-2}|\mathbf{P}-\mathbf{Q}|^{2}, \\
|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})| & \leq C(r)(|\mathbf{P}|+|\mathbf{Q}|)^{r-2}|\mathbf{P}-\mathbf{Q}|,
\end{aligned}
$$

with $c=\min \left\{2^{2-r},(r-1) 2^{2-r}\right\}$ and $C=\max \left\{1,2^{2-r},(r-1) 2^{2-r}\right\}$; see also [25, 17].

As a consequence of Proposition 43 we get the following result.
Lemma 48. Let $\phi$ be an $N$-function satisfying Assumption 40. Then the Operator

$$
-\operatorname{div} \mathbf{A}(\nabla \cdot): W_{0}^{1, \phi}(\Omega)^{d} \rightarrow W^{-1, \phi^{*}}(\Omega)^{d}
$$

is continuous, strictly monotone, and coercive.
Proof. We start with proving the continuity. Let $\left(v_{n}\right)_{n \in \mathbb{N}} \subset W_{0}^{1, \phi}(\Omega)^{d}$ such that $v_{n} \rightarrow v \in W_{0}^{1, \phi}(\Omega)^{d}$ as $n \rightarrow \infty$. It follows from Assumption 40 and (2.8) that

$$
\begin{equation*}
\phi^{\prime \prime}\left(\left|\nabla v_{n}\right|+|\nabla v|\right)\left|\nabla v_{n}-\nabla v\right| \preccurlyeq \phi^{\prime}\left(\left|\nabla v_{n}\right|+|\nabla v|\right) \in L^{\phi^{*}}(\Omega) . \tag{3.6}
\end{equation*}
$$

Thus, Proposition 43, Proposition 25 and Corollary 36 imply that it suffices to prove

$$
\phi^{\prime \prime}\left(\left|\nabla v_{n}\right|+|\nabla v|\right)\left|\nabla v_{n}-\nabla v\right| \rightarrow_{n \rightarrow \infty} 0 \quad \text { in } L^{\phi^{*}}(\Omega) .
$$

Lebesgue measure theory yields the existence of a subsequence $\left(v_{n_{k}}\right)_{k \in \mathbb{N}} \subset\left(v_{n}\right)_{n \in \mathbb{N}}$ such that $\nabla v_{n_{k}} \rightarrow_{k \rightarrow \infty} \nabla v$ a.e. in $\Omega$; see, e.g., [23, Propositions 3.1.4 and 3.1.2]. Since $\phi^{\prime \prime}:(0, \infty) \rightarrow(0, \infty)$ is continuous, it follows that

$$
\phi^{\prime \prime}\left(\left|\nabla v_{n_{k}}\right|+|\nabla v|\right)\left|\nabla v_{n_{k}}-\nabla v\right| \rightarrow_{k \rightarrow \infty} 0 \quad \text { a.e. in } \Omega \text {. }
$$

Note that for $\nabla v=0$, the statement follows with the continuous extension $t \phi^{\prime \prime}(t)=0$ for $t=0$; see Assumption 40. We have by (3.6) that $\phi^{\prime}\left(\left|\nabla v_{n_{k}}\right|+|\nabla v|\right)$ is up to a constant a majorizing sequence of $\phi^{\prime \prime}\left(\left|\nabla v_{n_{k}}\right|+|\nabla v|\right)\left|\nabla v_{n_{k}}-\nabla v\right|$ and therefore it holds with (2.8) and mean-convergence

$$
\int_{\Omega} \phi^{*}\left(\phi^{\prime}\left(\left|\nabla v_{n_{k}}\right|+|\nabla v|\right)\right) d x \approx \int_{\Omega} \phi\left(\left|\nabla v_{n_{k}}\right|+|\nabla v|\right) d x \rightarrow \int_{\Omega} \phi(2|\nabla v|) d x
$$

as $k \rightarrow \infty$. Now, a generalized version of Lebesgue's majorized convergence theorem [81, Appendix (19a)] implies that

$$
\begin{equation*}
\phi^{\prime \prime}\left(\left|\nabla v_{n_{k}}\right|+|\nabla v|\right)\left|\nabla v_{n_{k}}-\nabla v\right| \rightarrow_{k \rightarrow \infty} 0 \quad \text { in } L^{\phi^{*}}(\Omega) . \tag{3.7}
\end{equation*}
$$

The assertion for the whole sequence follows by assuming that there exists a subsequence $\left(v_{n_{l}}\right)_{l \in \mathbb{N}} \subset\left(v_{n}\right)_{n \in \mathbb{N}}$ such that $\phi^{\prime \prime}\left(\left|\nabla v_{n_{l}}\right|+|\nabla v|\right)\left|\nabla v_{n_{l}}-\nabla v\right|$ is bounded
away from zero in $L^{\phi^{*}}(\Omega)$. Recalling that $v_{n_{l}} \rightarrow v$ in $W_{0}^{1, \phi}(\Omega)^{d}$ as $l \rightarrow \infty$, the above calculations prove that a subsequence of $\left(v_{n_{l}}\right)_{l \in \mathbb{N}}$ satisfies (3.7), which is a contradiction.

It is clear from Proposition 43 that - div $\mathbf{A} \nabla$ is a monotone operator. However, in order to prove strict monotonicity we notice that Proposition 43 yields

$$
\int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla v)):(\nabla u-\nabla v) d x \succcurlyeq \int_{\Omega} \phi^{\prime \prime}(|\nabla u|+|\nabla v|)|\nabla u-\nabla v|^{2} d x
$$

for $u, v \in W_{0}^{1, \phi}(\Omega)^{d}$. If we now assume the left hand side to be zero, we obtain that

$$
\phi^{\prime \prime}(|\nabla u|+|\nabla v|)|\nabla u-\nabla v|^{2}=0 \quad \text { a.e. in } \Omega
$$

which in turn implies $\nabla u=\nabla v$ a.e. in $\Omega$. Hence, with Corollary 36 it follows $u=v$ in $W_{0}^{1, \phi}(\Omega)^{d}$.

It remains to prove the coercivity of $-\operatorname{div} \mathbf{A}(\nabla \cdot)$. Due to Lemma 18 there exists $\gamma \in(0,1)$ and an N-function $\rho$ with $\Delta_{2}\left(\left\{\rho, \rho^{*}\right\}\right)<\infty$ such that $\phi^{\gamma} \approx \rho$. Recalling the definition of $\|\cdot\|_{(\phi)}$ we get from [51]

$$
1=\int_{\Omega} \phi\left(\frac{|\nabla v|}{\|\nabla v\|_{(\phi)}}\right) d x \approx \int_{\Omega} \rho\left(\frac{|\nabla v|}{\|\nabla v\|_{(\phi)}}\right)^{\frac{1}{\gamma}} d x
$$

see Remark 23. Since we want to consider the limit $\|\nabla v\|_{(\phi)} \rightarrow \infty$, we may assume that $\|\nabla v\|_{(\phi)}>1$. Then it follows from (2.6a) that

$$
1 \preccurlyeq \int_{\Omega}\left(\frac{\rho(|\nabla v|)}{\|\nabla v\|_{(\phi)}}\right)^{\frac{1}{\gamma}} d x \approx \int_{\Omega} \frac{\phi(|\nabla v|)}{\|\nabla v\|_{(\phi)}^{\frac{1}{\gamma}}} d x .
$$

Thus, with the definition of $\mathbf{A}$ and Proposition 14 we have

$$
\int_{\Omega} \frac{\mathbf{A}(\nabla v): \nabla v}{\|\nabla v\|_{(\phi)}} d x=\int_{\Omega} \frac{\phi^{\prime}(|\nabla v|)|\nabla v|}{\|\nabla v\|_{(\phi)}} d x \approx \int_{\Omega} \frac{\phi(|\nabla v|)}{\|\nabla v\|_{(\phi)}} d x \succcurlyeq\|\nabla v\|_{(\phi)}^{\frac{1}{\gamma}-1} \rightarrow \infty
$$

as $\|\nabla v\|_{(\phi)} \rightarrow \infty$. This proves coercivity and thus the Lemma.
Now, the well established theory of monotone operators yields the existence and uniqueness of a solution.

Theorem 49. Let $\phi$ be an $N$-function that satisfies Assumption 40. Then there exists a unique solution $u \in W_{0}^{1, \phi}(\Omega)^{d}$ of (3.2).

Proof. The assertion follows from the theory of monotone operators. In particular, as $-\operatorname{div} \mathbf{A}(\nabla \cdot): W_{0}^{1, \phi}(\Omega)^{d} \rightarrow W^{-1, \phi^{*}}(\Omega)^{d}$ is continuous, strictly monotone and coercive (see Lemma 48), the existence of a solution follows from the MintyBrowder Theorem; see e.g. [69, Theorem II.2.2] or [81, Theorem 26.A]. The
uniqueness is a consequence of the strict monotonicity: Suppose that there exists a second solution $u \neq v \in W_{0}^{1, \phi}(\Omega)^{d}$ of (3.2), then

$$
\begin{equation*}
0=\langle g-g, u-v\rangle=\int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla v)):(\nabla u-\nabla v) d x>0 . \tag{3.8}
\end{equation*}
$$

This is a contradiction.
Let $X \subset W_{0}^{1, \phi}(\Omega)^{d}$ be a (not necessarily finite dimensional) closed sub-space. Note that by $\langle y, x\rangle_{X^{*} \times X}:=\langle y, x\rangle_{W^{-1, \phi^{*}}(\Omega)^{d} \times W_{0}^{1, \phi}(\Omega)^{d}}$ for $y \in W^{-1, \phi^{*}}(\Omega)^{d}, x \in X$, each linear functional on $W_{0}^{1, \phi}(\Omega)^{d}$ defines a linear functional on $X$. Thus for $g \in W^{-1, \phi^{*}}(\Omega)$ we can define the weak sub-problem of (3.2):

Find $U \in X$ such that

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}(\nabla U): \nabla V d x=\langle g, V\rangle \quad \text { for all } \quad V \in X \tag{3.9}
\end{equation*}
$$

Since the properties of the nonlinear operator $-\operatorname{div} \mathbf{A}(\nabla \cdot)$ of Lemma 48 carry over to any closed sub-space $X \subset W_{0}^{1, \phi}(\Omega)^{d}$ and $W^{-1, \phi^{*}}(\Omega)^{d} \subset X^{*}$ we get the following corollary analogously to Theorem 49.
Corollary 50. Let $X \subset W_{0}^{1, \phi}(\Omega)^{d}$ be a closed sub-space. Then problem (3.9) possesses a unique solution $U \in X$.

Remark 51. Note that existence and uniqueness results for more general nonlinearities are available; see, e.g., [16, 34]. In both works nonlinearities are considered that in general lead to non-reflexive Orlicz-Sobolev spaces, which is equivalent to $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)=\infty$; see Proposition 37. In the sequel we will see that the $\Delta_{2}$ condition however is crucial for lots of estimates that are important for numerical analysis.

### 3.1.3 The Energy Functional

We establish an energy functional whose unique extremal point is the weak solution of (3.2). In particular, let $\phi$ be an N -function that satisfies Assumption 40 and let $g \in W^{-1, \phi^{*}}(\Omega)^{d}$. We define the functional $\mathcal{J}: W_{0}^{1, \phi}(\Omega)^{d} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathcal{J}(v):=\int_{\Omega} \phi(|\nabla v|) d x-\langle g, v\rangle, \quad v \in W_{0}^{1, \phi}(\Omega)^{d} \tag{3.10}
\end{equation*}
$$

From the definition of Orlicz-Sobolev spaces and Remark 22 it is clear that the energy functional is well-defined. In the following we are concerned in finding a minimizer $u \in W_{0}^{1, \phi}(\Omega)^{d}$ of $\mathcal{J}$, i.e.,

$$
\begin{equation*}
\inf _{v \in W_{0}^{1, \phi}(\Omega)^{d}} \mathcal{J}(v)=\mathcal{J}(u) . \tag{3.11}
\end{equation*}
$$

First we state the connection of the minimizing problem (3.11) to the PDE (3.1).

Proposition 52. Let $\phi$ be an $N$-function that satisfies Assumption 40, then the energy functional defined in (3.11) is Fréchet differentiable with derivative

$$
\mathcal{J}^{\prime}(v)=-\operatorname{div} \mathbf{A}(\nabla v)-g \in W^{-1, \phi^{*}}(\Omega)
$$

in $v \in W_{0}^{1, \phi}(\Omega)$.
Proof. Since the proof is standard, we just list its basic ideas. We know from Lemma 48 that the functional $\mathcal{J}^{\prime}: W_{0}^{1, \phi}(\Omega) \rightarrow W^{-1, \phi^{*}}(\Omega)$ is continuous. Hence it suffices to prove that $\mathcal{J}$ is Gâteaux differentiable with derivative $\mathcal{J}^{\prime}(v)$ in $v \in W_{0}^{1, \phi}(\Omega)$; see [80, Chapter 4]. We restrict ourselves to the nonlinear part of $\mathcal{J}$ since the assertion for the linear part $g$ is obvious. First, we observe that for $h \in W_{0}^{1, \phi}(\Omega)$

$$
\frac{\phi(|\nabla(v+t h)|)-\phi(|\nabla v|)}{t} \longrightarrow \mathbf{A}(\nabla v): \nabla h \quad \text { a.e. in } \Omega
$$

as $t \rightarrow 0$. In order to find an integrable majorant for this difference quotient, we observe that by the monotonicity of $\phi^{\prime}$ it holds

$$
\begin{aligned}
|\phi(|\nabla(v+t h)|)-\phi(|\nabla v|)| & \leq \int_{0}^{t} \phi^{\prime}(|\nabla(v+s h)|)|\nabla h| d s \\
& \leq \int_{0}^{t} \phi^{\prime}(|\nabla v|+s|\nabla h|)|\nabla h| d s \\
& \leq t \phi^{\prime}(|\nabla v|+|\nabla h|)|\nabla h|,
\end{aligned}
$$

for $t \leq 1$. Therefore an integrable majorant for the above difference quotient is given by $\phi^{\prime}(|\nabla v|+|\nabla h|)|\nabla h|$. Hence by Lebesgue's majorized convergence theorem

$$
\frac{\phi(|\nabla(v+t h)|)-\phi(|\nabla v|)}{t} \longrightarrow \mathbf{A}(\nabla v): \nabla h \quad \text { in } L^{1}(\Omega)
$$

as $t \rightarrow 0$, which is the desired assertion.
Knowing about the derivative of $\mathcal{J}$ we can at once deduce the next corollary from Lemma 48; see also [79, Proposition 42.6].

Corollary 53. Under the assumptions of Proposition 52 the energy functional $\mathcal{J}$ is continuous, strictly convex and coercive.

This in turn implies the existence of a minimizer of $\mathcal{J}$ as well as its uniqueness.
Theorem 54. Let $\phi$ be an $N$-function that satisfies Assumption 40. Then, the minimizing problem (3.11) possesses a unique solution. Moreover, the minimizer is the solution of (3.2).

Proof. Since direct methods for variational problems are somehow standard in nonlinear analysis we only sketch the proof providing precise information where to find the used assertions in literature. The convexity and continuity of $\mathcal{J}$ imply that $\mathcal{J}$ is weak sequentially lower semi-continuous; see [79, Proposition 38.7] or [45, Theorem 4.3]. Together with the coercivity of $\mathcal{J}$ this implies the existence of a solution; cf. [79, Proposition 38.15] or [45, Theorem 4.6]. The uniqueness follows from the strict convexity of $\mathcal{J}$; see [79, Theorem 38C].

By Proposition 52 the minimal function is the solution of (3.2) since a minimal point of a potential is a critical point of its linearization. The one to one correspondence follows from the uniqueness of the solution of (3.2); see Proposition 49.

Since continuity, convexity, and coercivity are inherited by any closed subspace of $W_{0}^{1, \phi}(\Omega)$ there exists a unique minimizer of $\mathcal{J}$ in those spaces as well.
Corollary 55. Under the conditions of Theorem 54 let $X \subset W_{0}^{1, \phi}(\Omega)$ be a closed sub-space. Let $\mathcal{J}_{X}: X \rightarrow \mathbb{R}$ be the restriction of $\mathcal{J}$ to $X$. Then there exists a unique minimizer $U \in X$ of $\mathcal{J}_{X}$. Moreover, the minimizer is the solution of (3.9).

### 3.2 Concept of Distance

In 1993 Barrett and Liu introduced an new error concept for the nonlinear Laplacian; see [8, 9]. In particular, they introduced an error notion called quasi-norm, which is directly related to the residual of the problem; see, e.g., Remark 79. The concept of distance presented in this section is a generalization of the quasi-norm from [26, 31], and [32].

### 3.2.1 Shifted N-functions

A modified N -function called shifted $N$-function turned out to be very useful for a generalization of the quasi-norm concept to the case of N -functions.

Definition 56 (Shifted N-functions). Let $\phi$ be an $N$-function with $\Delta_{2}(\phi)<\infty$. For given $a \geq 0$ we define

$$
\phi_{a}^{\prime}(t):=\frac{\phi^{\prime}(a+t)}{a+t} t \quad \text { and } \quad \phi_{a}(t):=\int_{0}^{t} \phi_{a}^{\prime}(s) d s .
$$

In the following we state some properties of shifted N -functions, which are crucial in the subsequent analysis.

Lemma 57. Let $\phi$ be an $N$-function with $\Delta_{2}(\phi)<\infty$. The function $\phi_{a}$ is an $N$-function for all $a \geq 0$ and it holds $\Delta_{2}\left(\left\{\phi_{a}\right\}_{a \geq 0}\right) \leq 2 \Delta_{2}(\phi)^{2}$, i.e., the family $\left(\phi_{a}\right)_{a \geq 0}$ satisfies a $\Delta_{2}$-condition uniformly in $a \geq 0$.

Proof. We fix $a \geq 0$. Since $\phi$ is an N-function, $\phi^{\prime}(a+\cdot)$ is non decreasing and right continuous with $\phi^{\prime}(a+t) \rightarrow \infty$ as $t \rightarrow \infty$. Moreover, $\frac{t}{a+t}$ is increasing and continuous and obviously $\phi_{a}^{\prime}(0)=0$. Thus, $\phi_{a}$ is an N-function. It remains to prove the $\Delta_{2}$-condition. Together with Corollary 17 we get

$$
\begin{aligned}
\phi_{a}(2 t) & =\int_{0}^{t} \frac{\phi^{\prime}(a+2 s)}{a+2 s} 4 s d s \leq \int_{0}^{t} \frac{\phi^{\prime}(2 a+2 s)}{(a+s)} 4 s d s \\
& \leq \frac{\Delta_{2}(\phi)^{2}}{2} \int_{0}^{t} \frac{\phi^{\prime}(a+s)}{(a+s)} 4 s d s=2 \Delta_{2}(\phi)^{2} \phi_{a}(t)
\end{aligned}
$$

which is the desired assertion.
Lemma 58. Let $\phi$ be an $N$-function with $\Delta_{2}(\phi)<\infty$. Then for any $a, b \geq 0$ it holds

$$
\left(\phi_{a}^{\prime}\right)_{b}(t)=\phi_{a+b}^{\prime}(t) \quad \text { for all } t \geq 0
$$

Proof. With Definition 56 we have $\Delta_{2}\left(\phi_{a}\right)<\infty$ and thus the left hand side is well defined. Furthermore,

$$
\left(\phi_{a}\right)_{b}^{\prime}(t)=\frac{\phi_{a}^{\prime}(b+t)}{b+t} t=\frac{\phi^{\prime}(a+b+t)}{a+b+t} t=\phi_{a+b}^{\prime}(t)
$$

which yields the assertion.
Lemma 59. Let $\phi$ be an $N$-function with $\Delta_{2}(\phi)<\infty$. Assume further that $0 \leq t \leq \Lambda a$ for $a, \Lambda>0$. Then there exists $C>0$ depending solely on $\Lambda$ and $\Delta_{2}(\phi)$ such that for all $\alpha \leq 1$

$$
\phi_{a}(\alpha t) \leq \alpha^{2} C \phi_{a}(t)
$$

Proof. By the definition of shifted N-functions Definition 56 it holds with $\frac{t+a}{1+\Lambda} \leq a$ that

$$
\begin{aligned}
\phi_{a}^{\prime}(\alpha t) & =\frac{\phi^{\prime}(a+\alpha t)}{a+\alpha t} \alpha t \leq \frac{\phi^{\prime}(a+t)}{a} \alpha t \\
& \leq \alpha(1+\Lambda) \frac{\phi^{\prime}(a+t)}{a+t} t=\alpha(1+\Lambda) \phi_{a}^{\prime}(t) .
\end{aligned}
$$

Now, the assertion follows with Corollary 15.
The next lemma gives some information about what the dual function of a shifted N-function looks like.

Lemma 60. Let $\phi$ be an $N$-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. Then there exist constants $c, C>0$ depending solely on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ such that for all $a \geq 0$

$$
c\left(\phi^{*}\right)_{\phi^{\prime}(a)}(t) \leq\left(\phi_{a}\right)^{*}(t) \leq C\left(\phi^{*}\right)_{\phi^{\prime}(a)}(t) \quad \text { for all } t \geq 0
$$

Proof. We assume that $\phi$ satisfies Assumption 40 in order to avoid some technical complications. The proof for the general case can be found in [32]. Therefore, $\phi$ is continuous and its inverse function exists; see Remark 42. The case $a=0$ is obvious, therefore we concentrate on $a>0$. We start with estimating $\left(\phi^{*}\right)_{\phi^{\prime}(a)}\left(\phi_{a}^{\prime}(t)\right)$ by distinguishing two cases, namely $t \leq a$ and $t>a$. In the first case we have $a \leq a+t \leq 2 a$ and hence the monotonicity of $\phi^{\prime}$ and Corollary 17 imply

$$
\frac{\phi^{\prime}(a+t)}{a+t} \leq \frac{\phi^{\prime}(2 a)}{a} \leq \Delta_{2}(\phi)^{2} \frac{\phi^{\prime}(a)}{2 a} .
$$

This, the definition of shifted N -functions, and Corollary 15 imply

$$
\phi^{\prime}(a)+\phi_{a}^{\prime}(t)=\phi^{\prime}(a)+\frac{\phi^{\prime}(a+t)}{a+t} t \leq \phi^{\prime}(a)+\frac{\phi^{\prime}(a+t)}{a+t} a \preccurlyeq \phi^{\prime}(a) .
$$

Hence, with the obvious estimate $\phi^{\prime}(a)+\phi_{a}^{\prime}(t) \geq \phi^{\prime}(a)$

$$
\phi^{\prime}(a)+\phi_{a}^{\prime}(t) \approx \phi^{\prime}(a)
$$

Furthermore,

$$
\phi_{a}^{\prime}(t)=\frac{\phi^{\prime}(a+t)}{a+t} t \preccurlyeq \frac{\phi^{\prime}(a)}{a} t
$$

and

$$
\frac{\phi^{\prime}(a)}{a} t \preccurlyeq \frac{\phi^{\prime}(a)}{2 a} t \leq \frac{\phi^{\prime}(a+t)}{a+t} t=\phi_{a}^{\prime}(t)
$$

Using the definition of shifted N -functions, we get with Corollary 17

$$
\begin{aligned}
\left(\phi^{*}\right)_{\phi^{\prime}(a)}^{\prime}\left(\phi_{a}^{\prime}(t)\right) & =\frac{\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(a)+\phi_{a}^{\prime}(t)\right)}{\phi^{\prime}(a)+\phi_{a}^{\prime}(t)} \phi_{a}^{\prime}(t) \approx \frac{\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(a)\right)}{\phi^{\prime}(a)} \phi_{a}^{\prime}(t) \\
& \approx \frac{\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(a)\right)}{\phi^{\prime}(a)} \frac{\phi^{\prime}(a)}{a} t=\frac{\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(a)\right)}{a} t .
\end{aligned}
$$

Recalling (2.1), i.e., $\left(\phi^{*}\right)^{\prime}=\left(\phi^{\prime}\right)^{-1}$ yields

$$
\begin{equation*}
\left(\phi^{*}\right)_{\phi^{\prime}(a)}^{\prime}\left(\phi_{a}^{\prime}(t)\right) \approx t \tag{3.12}
\end{equation*}
$$

In the second case, i.e., for $a<t$ it holds $t<a+t<2 t$, i.e., $t \approx a+t$. Therefore, we get with the monotonicity of $\phi^{\prime}$ and Corollary 17

$$
\phi_{a}^{\prime}(t)=\frac{\phi^{\prime}(a+t)}{a+t} t \leq \frac{\Delta_{2}(\phi)^{2}}{2} \frac{\phi^{\prime}(t)}{t} t \preccurlyeq \phi^{\prime}(t)
$$

On the other hand it holds

$$
\phi^{\prime}(t)=2 \frac{\phi^{\prime}(t)}{2 t} t \leq 2 \frac{\phi^{\prime}(t)}{a+t} t \leq 2 \frac{\phi^{\prime}(a+t)}{a+t} t=2 \phi_{a}^{\prime}(t)
$$

and hence

$$
\phi^{\prime}(t) \approx \phi_{a}^{\prime}(t)
$$

Now, the monotonicity of $\phi^{\prime}$ yields $\phi^{\prime}(a) \leq \phi^{\prime}(t)$ and therefore

$$
\phi^{\prime}(a)+\phi_{a}^{\prime}(t) \approx \phi^{\prime}(a)+\phi^{\prime}(t) \approx \phi^{\prime}(t) \approx \phi_{a}^{\prime}(t) \preccurlyeq \phi^{\prime}(a)+\phi_{a}^{\prime}(t) .
$$

With similar arguments as in the above case, this gives with Corollary 17

$$
\left(\phi^{*}\right)_{\phi^{\prime}(a)}^{\prime}\left(\phi_{a}^{\prime}(t)\right)=\frac{\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(a)+\phi_{a}^{\prime}(t)\right)}{\phi^{\prime}(a)+\phi_{a}^{\prime}(t)} \phi_{a}^{\prime}(t) \approx \frac{\left(\phi^{*}\right)^{\prime}\left(\phi^{\prime}(t)\right)}{\phi^{\prime}(t)} \phi^{\prime}(t)=t
$$

Thus (3.12) holds for all $t \geq 0$ and hence with Corollary 15 we have for all $t \geq 0$

$$
\left(\phi^{*}\right)_{\phi^{\prime}(a)}\left(\phi_{a}^{\prime}(t)\right) \approx\left(\phi^{*}\right)_{\phi^{\prime}(a)}^{\prime}\left(\phi_{a}^{\prime}(t)\right) \phi_{a}^{\prime}(t) \approx t \phi_{a}^{\prime}(t) \approx \phi_{a}(t) \approx\left(\phi_{a}\right)^{*}\left(\phi_{a}^{\prime}(t)\right)
$$

where the last $\approx$ follows from (2.8). Since $\phi_{a}^{\prime}$ is continuous, $\phi_{a}^{\prime}(0)=0$, and $\lim _{t \rightarrow \infty} \phi_{a}^{\prime}(t)=\infty$, it follows that $\phi_{a}^{\prime}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is surjective and hence substituting $s=\phi_{a}^{\prime}(t)$ completes the proof.

Remark 61. Let $\phi$ be an $N$-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. We observe from Lemma 57 and Lemma 60 that $\left(\phi^{*}\right)_{\phi^{\prime}(a)}$ as well as $\left(\phi_{a}\right)^{*}$ are $N$-functions with $\Delta_{2}\left(\left\{\left(\phi^{*}\right)_{\phi^{\prime}(a)},\left(\left(\phi^{*}\right)_{\phi^{\prime}(a)}\right)^{*},\left(\phi_{a}\right)^{*}, \phi_{a}\right\}\right)<\infty$ depending only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$. Therefore, Corollary 15 holds for all those functions and thus Lemma 60 implies

$$
\begin{equation*}
\left(\left(\phi^{*}\right)_{\phi^{\prime}(a)}\right)^{\prime}(t) \approx \frac{\left(\phi^{*}\right)_{\phi^{\prime}(a)}(t)}{t} \approx \frac{\left(\phi_{a}\right)^{*}(t)}{t} \approx\left(\left(\phi_{a}\right)^{*}\right)^{\prime}(t) \tag{3.13}
\end{equation*}
$$

We will now introduce some quantities related to shifted N -functions. In particular, we introduce a vector field $\mathbf{F}: \mathbb{R}^{d \times d} \rightarrow \mathbb{R}^{d \times d}$ defined by

$$
\begin{equation*}
\mathbf{F}(\mathbf{Q}):=\sqrt{|\mathbf{A}(\mathbf{Q})||\mathbf{Q}|} \frac{\mathbf{Q}}{|\mathbf{Q}|} \approx \sqrt{\phi(|\mathbf{Q}|)} \frac{\mathbf{Q}}{|\mathbf{Q}|} \tag{3.14}
\end{equation*}
$$

for $\mathbf{Q} \in \mathbb{R}^{d \times d}$. The vector-field $\mathbf{F}: \mathbb{R}^{d \times d} \rightarrow \mathbb{R}^{d \times d}$ is bijective since $\phi$ is strictly monotone increasing. Furthermore, it is related to an N -function $\psi$ defined by $\psi(t):=\sqrt{\phi^{\prime}(t) t}$ as $\mathbf{A}$ is related to $\phi$; see [26,31]. The vector field $\mathbf{F}$ transforms $L^{\phi}$-functions into $L^{2}$-functions. The connection between $\mathbf{A}, \mathbf{F}$, and $\left\{\phi_{a}\right\}_{a \geq 0}$ is best reflected in the following result from [26].

Proposition 62. Let $\phi$ be an $N$-function that satisfies Assumption 40. Then, for all $\mathbf{Q}, \mathbf{P} \in \mathbb{R}^{d \times d}$ it holds

$$
\begin{aligned}
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) & \approx \phi_{|\mathbf{P}|}(|\mathbf{P}-\mathbf{Q}|) \approx|\mathbf{F}(\mathbf{P})-\mathbf{F}(\mathbf{Q})|^{2} \\
& \approx \phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}|^{2}
\end{aligned}
$$

The constants hidden in $\approx$ depend solely on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and the constants in Assumption 40.

Proof. To prove the first estimate we recall from Proposition 43 that

$$
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) \approx \phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}|^{2}
$$

Assumption 40, the fact that $\frac{1}{2}(|\mathbf{P}|+|\mathbf{P}-\mathbf{Q}|) \leq|\mathbf{P}|+|\mathbf{Q}| \leq 2(|\mathbf{P}|+|\mathbf{P}-\mathbf{Q}|)$, and $\Delta_{2}(\phi)<\infty$ give

$$
\begin{aligned}
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) & \approx \phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}|^{2} \\
& \approx \frac{\phi^{\prime}(|\mathbf{P}|+|\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{Q}|}|\mathbf{P}-\mathbf{Q}|^{2} \\
& \approx \frac{\phi^{\prime}(|\mathbf{P}|+|\mathbf{P}-\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{P}-\mathbf{Q}|}|\mathbf{P}-\mathbf{Q}|^{2} \\
& =\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}| \approx \phi_{|\mathbf{P}|}(|\mathbf{P}-\mathbf{Q}|)
\end{aligned}
$$

To prove the second estimate we observe that $\psi^{\prime}(t):=\sqrt{\phi^{\prime}(t) t}$ defines an N function with $\Delta_{2}\left(\left\{\psi, \psi^{*}\right\}\right)<\infty$ solely depending on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$. Furthermore, $\psi$ satisfies Assumption 40 with the constants therein depending only on the respective constants for $\phi$; c.f. also $[26,31]$. By the definition of $\mathbf{F}$ we have for $\mathbf{Q} \in \mathbb{R}^{d \times d}$ that $\mathbf{F}(\mathbf{Q})=\psi(|\mathbf{Q}|) \frac{\mathbf{Q}}{|\mathbf{Q}|}$ and therefore Proposition 43 holds for $\mathbf{A}$ and $\phi$ replaced by $\mathbf{F}$ and $\psi$. Moreover, observe that $\psi^{\prime \prime}(t) \approx \sqrt{\phi^{\prime \prime}(t)}$ for all $t \geq 0$ and thus

$$
|\mathbf{F}(\mathbf{P})-\mathbf{F}(\mathbf{Q})| \approx \psi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}| \approx \sqrt{\phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)}|\mathbf{P}-\mathbf{Q}|
$$

Applying Proposition 43 proves the lemma.
Remark 63. Recalling our standard example $\phi^{\prime}(t)=\frac{1}{r} t^{r}, r>1$, then

$$
\phi_{|\mathbf{P}|}^{\prime}(t)=\frac{(|\mathbf{P}|+t)^{r-1}}{|\mathbf{P}|+t} t=(|\mathbf{P}|+t)^{r-2} t=\frac{1}{r-1} \phi^{\prime \prime}(|\mathbf{P}|+t) t .
$$

Therefore, the estimates of Proposition 62 correspond to the basic estimates of Barrett and Liu [8, 9]; see also Remark 44.

Corollary 64. Under the assumptions of Proposition 62 it holds

$$
|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})| \approx \phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)
$$

Proof. The estimate

$$
|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})| \succcurlyeq \phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)
$$

follows immediately from Corollary 15 and Proposition 62. For the converse estimate the second estimate of Proposition 43 states

$$
|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})| \preccurlyeq \phi^{\prime \prime}(|\mathbf{Q}|+|\mathbf{P}|)|\mathbf{P}-\mathbf{Q}| .
$$

Recalling Assumption 40, then

$$
\phi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}| \approx \frac{\phi^{\prime}(|\mathbf{P}|+|\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{Q}|}|\mathbf{P}-\mathbf{Q}| .
$$

Observing by the triangle inequality that $\frac{1}{2}(|\mathbf{Q}|+|\mathbf{P}|) \leq|\mathbf{P}-\mathbf{Q}|+|\mathbf{P}| \leq 2(|\mathbf{Q}|+$ $|\mathbf{P}|$ ), the assertion follows from Corollary 10 and the definition of shifted N functions, in particular

$$
\frac{\phi^{\prime}(|\mathbf{P}|+|\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{Q}|}|\mathbf{P}-\mathbf{Q}| \approx \frac{\phi^{\prime}(|\mathbf{P}|+|\mathbf{P}-\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{P}-\mathbf{Q}|}|\mathbf{P}-\mathbf{Q}|=\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|) .
$$

Hence, the Corollary is proved.
Corollary 65. Supposing the assumptions of Proposition 62 then

$$
\left(\phi_{|\mathbf{P}|}\right)^{*}(|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})|) \approx|\mathbf{F}(\mathbf{Q})-\mathbf{F}(\mathbf{P})|^{2},
$$

for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$.
Proof. Corollary 64 and Corollary 10 yield

$$
\left(\phi_{|\mathbf{P}|}\right)^{*}(|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})|) \approx\left(\phi_{|\mathbf{P}|}\right)^{*}\left(\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)\right) .
$$

Now, by (2.8) it follows

$$
\left(\phi_{|\mathbf{P}|}\right)^{*}\left(\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)\right) \approx \phi_{|\mathbf{P}|}(|\mathbf{P}-\mathbf{Q}|)
$$

Recalling Proposition 62, this proves the assertion.
The following results deal with the change of the shift of a shifted N-function.
Lemma 66. Let $\phi$ be an $N$-function that satisfies Assumption 40. We then have for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$

$$
\phi_{\mathbf{P} \mid}^{\prime}(|\mathbf{P}-\mathbf{Q}|) \approx \phi_{|\mathbf{Q}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)
$$

and

$$
\phi_{|\mathbf{P}|}(|\mathbf{P}-\mathbf{Q}|) \approx \phi_{|\mathbf{Q}|}(|\mathbf{P}-\mathbf{Q}|),
$$

for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$. The constants hidden in $\approx$ depend solely on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.

Proof. Observing that $\frac{1}{2}(|\mathbf{P}|+|\mathbf{P}-\mathbf{Q}|) \leq|\mathbf{P}|+|\mathbf{Q}| \leq 2(|\mathbf{Q}|+|\mathbf{P}-\mathbf{Q}|)$, the first assertion follows by the definition of shifted N-functions and Corollary 17

$$
\frac{\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)}{|\mathbf{P}-\mathbf{Q}|}=\frac{\phi^{\prime}(|\mathbf{P}|+|\mathbf{P}-\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{P}-\mathbf{Q}|} \approx \frac{\phi^{\prime}(|\mathbf{Q}|+|\mathbf{P}-\mathbf{Q}|)}{|\mathbf{Q}|+|\mathbf{P}-\mathbf{Q}|}=\frac{\phi_{|\mathbf{Q}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)}{|\mathbf{P}-\mathbf{Q}|}
$$

The second assertion follows by Proposition 15.
Remark 67. The assertion of Lemma 66 could also be deduced from Proposition 62 since the expression in terms of $\mathbf{F}$ is symmetric in $\mathbf{P}$ and $\mathbf{Q}$ there. In this case additionally the constants of Assumption 40 would be involved, which is avoided in the proof above.
Lemma 68. Let $\phi$ be an N-function with $\Delta_{2}(\phi)<\infty$, then for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$ and $t \geq 0$ it holds

$$
\begin{equation*}
\phi_{|\mathbf{P}|}^{\prime}(t) \preccurlyeq \phi_{|\mathbf{Q}|}^{\prime}(t)+\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|) . \tag{3.15}
\end{equation*}
$$

The constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}(\phi)$.
Proof. Since $\phi_{|\mathbf{P}|}^{\prime}(t) \approx \phi_{|\mathbf{P}|}(t) / t$ and $\phi_{|\mathbf{P}|}(2 t) \approx \phi_{|\mathbf{P}|}(t)$, we have $\phi_{|\mathbf{P}|}^{\prime}(2 t) \approx \phi_{|\mathbf{P}|}^{\prime}(t)$. All constants depend only on $\Delta_{2}\left(\phi_{|\mathbf{P}|}\right)$, hence by Lemma 57 the constants depend only on $\Delta_{2}(\phi)$. We split the considerations into two cases:

Case $|\mathbf{P}-\mathbf{Q}| \leq \frac{1}{2} t$ : From $|\mathbf{P}-\mathbf{Q}| \leq \frac{1}{2} t$ follows $0 \leq \frac{1}{2}(|\mathbf{Q}|+t) \leq|\mathbf{P}|+t \leq$ $2(|\mathbf{Q}|+t)$. Hence,

$$
\phi_{|\mathbf{P}|}^{\prime}(t)=\frac{\phi^{\prime}(|\mathbf{P}|+t)}{|\mathbf{P}|+t} t \leq \frac{\phi^{\prime}(2(|\mathbf{Q}|+t))}{\frac{1}{2}(|\mathbf{Q}|+t)} t \leq 2 C \frac{\phi^{\prime}(|\mathbf{Q}|+t)}{|\mathbf{Q}|+t} t=2 C \phi_{|\mathbf{Q}|}^{\prime}(t) .
$$

Case $|\mathbf{P}-\mathbf{Q}| \geq \frac{1}{2} t$ : We estimate

$$
\phi_{|\mathbf{P}|}^{\prime}(t) \leq \phi_{|\mathbf{P}|}^{\prime}(2|\mathbf{P}-\mathbf{Q}|) \leq C \phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)
$$

Combining the two cases proves the lemma.
Corollary 69. Let $\phi$ be an $N$-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. Then for $\delta>0$ there exists $C_{\delta}>0$ depending solely on $\delta$ and $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ such that for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$ and $t \geq 0$

$$
\phi_{|\mathbf{P}|}(t) \preccurlyeq\left(1+C_{\delta}\right) \phi_{|\mathbf{Q}|}(t)+\delta \phi_{|\mathbf{P}|}(|\mathbf{P}-\mathbf{Q}|) .
$$

The constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.
Let $\phi$ additionally satisfy Assumption 40. Then for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$ and $t \geq 0$

$$
\phi_{|\mathbf{P}|}(t) \preccurlyeq\left(1+C_{\delta}\right) \phi_{|\mathbf{Q}|}(t)+\delta|\mathbf{F}(\mathbf{P})-\mathbf{F}(\mathbf{Q})|^{2} .
$$

The constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and the constants in Assumption (40).

Proof. Due to Corollary 15 it holds $\phi_{|\mathbf{P}|}(t) \approx \phi_{|\mathbf{P}|}^{\prime}(t) t$. With (3.15) and Young's inequality (Proposition 11) we obtain

$$
\begin{aligned}
\phi_{|\mathbf{P}|}(t) & \preccurlyeq \phi_{|\mathbf{P}|}^{\prime}(t) t \preccurlyeq \phi_{|\mathbf{Q}|}^{\prime}(t) t+\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|) t \\
& \preccurlyeq \phi_{|\mathbf{Q}|}(t)+\delta \phi_{|\mathbf{Q}|}^{*}\left(\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)\right)+C_{\delta} \phi_{|\mathbf{Q}|}(t)
\end{aligned}
$$

for all $\delta>0$. The constant $C_{\delta}$ depends on $\delta$ and $\Delta_{2}\left(\phi_{|\mathbf{Q}|}\right)$ and thus on $\Delta_{2}(\phi)$; see Lemma 57. Now, it follows from Lemma 66, Corollary 17, and (2.8) that

$$
\phi_{|\mathbf{Q}|}^{*}\left(\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)\right) \approx \phi_{|\mathbf{Q}|}^{*}\left(\phi_{|\mathbf{Q}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)\right) \approx \phi_{|\mathbf{Q}|}(|\mathbf{P}-\mathbf{Q}|) .
$$

The second assertion follows with the help of Lemma 62.
Lemma 70. Let $\phi$ be an $N$-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$, then for all $\mathbf{P}, \mathbf{Q} \in$ $\mathbb{R}^{d \times d}$ and $t \geq 0$ it holds

$$
\left(\left(\phi_{|\mathbf{P}|}\right)^{*}\right)^{\prime}(t) \preccurlyeq\left(\left(\phi_{|\mathbf{Q}|}\right)^{*}\right)^{\prime}(t)+|\mathbf{P}-\mathbf{Q}| .
$$

The constant hidden in $\preccurlyeq$ depends solely on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.
Proof. Observe that $\phi^{\prime}(|\mathbf{P}|)=|\mathbf{A}(\mathbf{P})|$. This, in combination with Remark 61, yields

$$
\left(\left(\phi_{|\mathbf{P}|}\right)^{*}\right)^{\prime}(t) \approx\left(\left(\phi^{*}\right)|\mathbf{A}(\mathbf{P})|\right)^{\prime}(t) .
$$

Applying Lemma 68 to $\left(\left(\phi^{*}\right)_{|\mathbf{A}(\mathbf{P})|}\right)^{\prime}(t)$, we have

$$
\begin{equation*}
\left(\left(\phi^{*}\right)_{|\mathbf{A}(\mathbf{P})|}\right)^{\prime}(t) \preccurlyeq\left(\left(\phi^{*}\right)_{|\mathbf{A}(\mathbf{Q})|}\right)^{\prime}(t)+\left(\left(\phi^{*}\right)_{|\mathbf{A}(\mathbf{P})|}\right)^{\prime}(|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})|) . \tag{3.16}
\end{equation*}
$$

Recalling Corollary 64, we get for the last term

$$
\left(\left(\phi^{*}\right)_{|\mathbf{A}(\mathbf{P})|}\right)^{\prime}(|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})|) \approx\left(\left(\phi^{*}\right)_{|\mathbf{A}(\mathbf{P})|}\right)^{\prime}\left(\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)\right) .
$$

Inserting this in (3.16), a re-transformation via Remark 61 yields

$$
\begin{aligned}
\left(\left(\phi_{|\mathbf{P}|}\right)^{*}\right)^{\prime}(t) & \preccurlyeq\left(\left(\phi_{|\mathbf{Q}|}\right)^{*}\right)^{\prime}(t)+\left(\left(\phi_{|\mathbf{P}|}\right)^{*}\right)^{\prime}\left(\phi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|)\right) \\
& =\left(\left(\phi_{|\mathbf{Q}|}\right)^{*}\right)^{\prime}(t)+|\mathbf{P}-\mathbf{Q}|,
\end{aligned}
$$

where the last equality follows from the definition of dual functions (2.1).
Corollary 71. Let $\phi$ be an $N$-function with $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. Then for $\delta>0$ there exists $C_{\delta}>0$ depending solely on $\delta$ and $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ such that for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$ and $t \geq 0$

$$
\left(\phi_{|\mathbf{P}|}\right)^{*}(t) \preccurlyeq\left(1+C_{\delta}\right)\left(\phi_{|\mathbf{Q}|}\right)^{*}(t)+\delta \phi_{|\mathbf{Q}|}(|\mathbf{P}-\mathbf{Q}|) .
$$

The constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.
If $\phi$ additionally satisfies Assumption 40 then for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$ and $t \geq 0$

$$
\left(\phi_{|\mathbf{P}|}\right)^{*}(t) \preccurlyeq\left(1+C_{\delta}\right)\left(\phi_{|\mathbf{Q}|}\right)^{*}(t)+\delta|\mathbf{F}(\mathbf{P})-\mathbf{F}(\mathbf{Q})|^{2} .
$$

The constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and the constants in Assumption (40).

Proof. Due to Corollary 15 it holds $\left(\phi_{|\mathbf{P}|}\right)^{*}(t) \approx\left(\left(\phi_{|\mathbf{P}|}\right)^{*}\right)^{\prime}(t) t$. Thus, multiplying the estimate of Lemma 70 by $t$ yields

$$
\left(\phi_{|\mathbf{P}|}\right)^{*}(t) \preccurlyeq\left(\phi_{|\mathbf{Q}|}\right)^{*}(t)+|\mathbf{P}-\mathbf{Q}| t .
$$

Now, applying Young's inequality (Proposition 11), we get with Lemma 57

$$
\left(\phi_{|\mathbf{P}|}\right)^{*}(t) \preccurlyeq\left(1+C_{\delta}\right)\left(\phi_{|\mathbf{Q}|}\right)^{*}(t)+\delta \phi_{|\mathbf{Q}|}(|\mathbf{P}-\mathbf{Q}|),
$$

where $C_{\delta}$ depends on $\Delta_{2}\left(\phi_{|\mathbf{Q}|}^{*}\right)$ and thus on $\Delta_{2}\left(\phi^{*}\right)$; see Remark 61 . The second assertion follows with Proposition 62.

Remark 72. Note that the constant $C_{\delta}$ in Corollary 69 depends on $\Delta_{2}\left(\phi_{|\mathbf{Q}|}\right)$. In particular, $C_{\delta} \leq \delta \Delta_{2}\left(\phi_{|\mathbf{Q}|}\right)^{\left\lfloor\log _{2}(1 / \delta)\right\rfloor+1}$, where $\lfloor x\rfloor, x \in \mathbb{R}$, denotes the greatest integer less or equal $x$; see the proof of Proposition 11. The dependence on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ then follows from Lemma 5\%. The same holds for the constant $C_{\delta}$ in Corollary 71 with $\Delta_{2}\left(\phi_{|\mathbf{Q}|}\right)$ substituted by $\Delta_{2}\left(\phi_{|\mathbf{Q}|}^{*}\right)$.

Remark 73. Note that $W_{0}^{1, \phi}(\Omega)=W_{0}^{1, \phi_{a}}(\Omega)$ for any $a \geq 0$ since mean convergence with $\phi$ implies mean convergence with $\phi_{a}$ and vice versa: Assume that $\left(v_{n}\right)_{n \in \mathbb{N}} \subset C_{0}^{\infty}(\Omega)$ is a Cauchy sequence in $W_{0}^{1, \phi}(\Omega)$ but not in $W_{0}^{1, \phi_{a}}(\Omega)$. Hence, there exists $v \in W_{0}^{1, \phi}(\Omega)$ such that $v_{n} \rightarrow v$ in $W_{0}^{1, \phi}(\Omega)$ as $n \rightarrow \infty$. Since norm convergence is equivalent to mean convergence and Corollary 36, there exist a subsequence $\left(v_{n_{l}}\right)_{l \in \mathbb{N}}, \subset\left(v_{n}\right)_{n \in \mathbb{N}}$ such that $\int_{\Omega} \phi_{a}\left(\left|\nabla\left(v_{n_{l}}-v\right)\right|\right) d x>c>0$ for all $l \in \mathbb{N}$. Therefore, Corollary 69 yields

$$
\begin{aligned}
0 & <c<\int_{\Omega} \phi_{a}\left(\left|\nabla\left(v_{n_{l}}-v\right)\right|\right) d x \\
& \preccurlyeq\left(1+C_{\delta}\right) \int_{\Omega} \phi\left(\left|\nabla\left(v_{n_{l}}-v\right)\right|\right) d x+\delta \int_{\Omega} \phi(a) d x .
\end{aligned}
$$

If we now choose $\delta$ small enough, we end up with

$$
0<c \preccurlyeq \int_{\Omega} \phi\left(\left|\nabla\left(v_{n_{l}}-v\right)\right|\right) d x
$$

which is a contradiction since the right hand side converges to zero as $l \rightarrow \infty$. Recalling that $C_{0}^{\infty}(\Omega)$ is dense in $W_{0}^{1, \phi}(\Omega)$ and $W_{0}^{1, \phi_{a}}(\Omega)$ we get with Corollary 36 $W_{0}^{1, \phi}(\Omega) \subset W_{0}^{1, \phi_{a}}(\Omega)$. The other inclusion follows analogously with interchanged roles of $\phi$ and $\phi_{a}$.

We consider $\phi(t)=\frac{1}{r} t^{r}$ with $r>1$. Recalling the definition of shifted $N$ functions, we have for $\kappa \geq 0$

$$
\phi_{\kappa}(t)=\int_{0}^{t} \phi_{\kappa}^{\prime}(s) d s=\int_{0}^{t} \frac{\phi^{\prime}(\kappa+s)}{\kappa+s} s d s=\int_{0}^{t}(\kappa+s)^{r-2} s d s .
$$

Hence, Remark 73 and Corollary 36 imply $W_{0}^{1, r}(\Omega)=W_{0}^{1, \phi_{\kappa}}(\Omega)$. The same assertion holds for $\varphi(t):=\int_{0}^{t}\left(\kappa^{2}+s^{2}\right)^{\frac{r-2}{2}} s d s$ observing that $a^{2}+b^{2} \approx(a+b)^{2}$ for all $a, b \geq 0$ and therefore $\phi_{\kappa}(t) \approx \varphi(t)$, for all $t \geq 0$. Hence, all these families of $N$-functions lead to the same space $W_{0}^{1, r}(\Omega)=W_{0}^{1, \phi}(\Omega)=W_{0}^{1, \varphi}(\Omega)=W_{0}^{1, \phi_{\kappa}}(\Omega)$.

Moreover, let us consider for $r \in(1, \infty)$ and $\kappa \geq 0, \nu_{0}>\nu_{\infty}>0$ the $N$ function $\hat{\phi}(t):=\int_{0}^{t}\left(\nu_{\infty}+\left(\nu_{0}-\nu_{\infty}\right)\left(\kappa^{2}+s^{2}\right)^{(r-2) / 2}\right) s d s$. Then

$$
\hat{\phi}(t)=\nu_{\infty} \frac{1}{2} t^{2}+\left(\nu_{0}-\nu_{\infty}\right) \varphi(t)
$$

which in turn implies $W_{0}^{1, \hat{\phi}}(\Omega)=W_{0}^{1, \max \{2, r\}}(\Omega)=W_{0}^{1,2}(\Omega) \cap W_{0}^{1, \varphi}(\Omega)$.

### 3.2.2 Quasi-Norm

Once the shifted N-functions have been established we can use them to define error quantities, which generalize the classical quasi-norm.

Lemma 74. Let $\phi$ be an $N$-function that satisfies Assumption 40, then for each $v, w \in W_{0}^{1, \phi}(\Omega)$

$$
\begin{aligned}
\langle-\operatorname{div} \mathbf{A}(\nabla v)+\operatorname{div} \mathbf{A}(\nabla w), v-w\rangle & =\int_{\Omega}(\mathbf{A}(\nabla v)-\mathbf{A}(\nabla w)):(\nabla v-\nabla w) d x \\
& \approx \int_{\Omega} \phi^{\prime \prime}(|\nabla v|+|\nabla w|)|\nabla v-\nabla w|^{2} d x \\
& \approx \int_{\Omega} \phi_{|\nabla v|}(|\nabla v-\nabla w|) d x \\
& \approx\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

The constants hidden in $\approx$ depend solely on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and the constants of Assumption 40.

Proof. The assertion is a direct consequence of Proposition 62.
Remark 75. We will extensively use each of the proportional expressions in Lemma 74 since each of them exhibits different advantages. The first expression utilizes the properties of the partial differential equation.

In the case of $\phi(t)=\frac{1}{r} t^{r}, r>1$ the classical quasi-norm of Barrett and Liu reads

$$
\|v-w\|_{(r)}^{2}=\int_{\Omega}(|\nabla v|+|\nabla w|)^{r-2}|\nabla v-\nabla w|^{2} d x
$$

for $v, w \in W_{0}^{1, r}(\Omega)$. Recalling Remark 63 we get

$$
\|v-w\|_{(r)}^{2}=\frac{1}{r-1} \int_{\Omega} \phi^{\prime \prime}(|\nabla v|+|\nabla w|)|\nabla v-\nabla w|^{2} d x .
$$

Thus, the expression defined via the second derivative of $\phi$ is closest to the classical quasi-norm and in the case $\phi(t)=\frac{1}{r} t^{r}$ all quantities in Lemma 74 are indeed proportional to the classical quasi-norm.

The expression $\int_{\Omega} \phi_{|\nabla v|}(|\nabla v-\nabla w|) d x$, based on the shifted $N$-function, enables us to apply Young's inequality as well as techniques for convex functions. With the calculations of Remark 63 we obtain for $\phi(t)=\frac{1}{r} t^{r}$

$$
\begin{aligned}
\int_{\Omega} \phi_{|\nabla v|}(|\nabla v-\nabla w|) d x & =\int_{\Omega} \int_{0}^{|\nabla v-\nabla w|} \phi_{|\nabla v|}^{\prime}(s) d s d x \\
& =\int_{\Omega} \int_{0}^{|\nabla v-\nabla w|}(|\nabla v|+s)^{r-2} s d s d x .
\end{aligned}
$$

The expression in terms of $\mathbf{F}$ is important for stating the results since it is convenient to have a symmetric error quantity. Moreover, it also plays an important role in the a priori analysis, since it seems to be the natural quantity to express regularity; see [39, 38, 26]. In fact, convergence of order $h$ can be obtained if $\nabla \mathbf{F}(\nabla u)$ is square integrable. Particularly, let $\mathbb{V}(\mathcal{T}) \subset \mathbb{V}$ be a conforming finite element space. Then, for a suitable interpolation operator $\Pi_{h}: W_{0}^{1, \phi}(\Omega) \rightarrow \mathbb{V}(\mathcal{T})$

$$
\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\Pi_{h} u\right)\right\|_{L^{2}(\Omega)} \leq C h_{\max }(\mathcal{T})\|\nabla \mathbf{F}(\nabla u)\|_{L^{2}(\Omega)},
$$

where $h_{\max }(\mathcal{T})$ is the maximal mesh-size of the underlying mesh $\mathcal{T}$. For $\phi(t)=\frac{1}{r} t^{r}$ the error expression in terms of $\mathbf{F}$ becomes

$$
\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(\Omega)}^{2}=\left.\int_{\Omega}| | \nabla v\right|^{\frac{r-2}{2}} \nabla v-\left.|\nabla w|^{\frac{r-2}{2}} \nabla w\right|^{2} d x .
$$

In the case $\phi(t)=\frac{1}{2} t^{2}$, i.e., in the case when $\operatorname{div} \mathbf{A}(\nabla \cdot)$ coincides with the linear Laplacian, then $\phi^{\prime \prime} \equiv 0, \mathbf{F}=i d$, and $\phi_{a}(t)=\phi(t)$. Therefore the quasinorm is equivalent to the usual Sobolev semi-norm $|\cdot|_{W_{0}^{1,2}(\Omega)}$.

These error quantities, which might seem dubious at first glance, are actually reasonable, since convergence in the quasi norm implies convergence in $W_{0}^{1, \phi}(\Omega)$ and vice versa.

Lemma 76. Let $\phi$ be an $N$-function that satisfies Assumption 40. Let further $v, w \in L^{\phi}(\Omega)$ and $\left(v_{n}\right)_{n \in \mathbb{N}} \subset L^{\phi}(\Omega)$. Then

$$
\int_{\Omega} \phi_{|w|}\left(\left|v_{n}-v\right|\right) d x \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

is equivalent to the convergence in $L^{\phi}(\Omega)$

$$
v_{n} \rightarrow v \quad \text { in } \quad L^{\phi}(\Omega) \quad \text { as } n \rightarrow \infty .
$$

Moreover, it holds $L^{\phi}(\Omega)=L^{\phi|w|}(\Omega)$.

Proof. Starting from the quasi-norm convergence, we assume that $\left(v_{n}\right)_{n \in \mathbb{N}}$ does not converge to $v$ in $L^{\phi}(\Omega)$. Hence according to Proposition 31 there exists a subsequence $\left(v_{n_{l}}\right)_{l \in \mathbb{N}}$ such that

$$
0<c<\int_{\Omega} \phi\left(\left|v-v_{n_{l}}\right|\right) d x
$$

for all $l \in \mathbb{N}$ and some $c>0$. Corollary 69 implies for $\delta>0$

$$
\int_{\Omega} \phi\left(\left|v-v_{n_{l}}\right|\right) d x \preccurlyeq\left(1+C_{\delta}\right) \int_{\Omega} \phi_{|w|}\left(\left|v-v_{n_{l}}\right|\right) d x+\delta \int_{\Omega} \phi(|w|) d x .
$$

Since the left hand side is bounded away from zero and $\int_{\Omega} \phi(|w|) d x$ is bounded we get for $\delta$ small enough

$$
c<\int_{\Omega} \phi\left(\left|v-v_{n_{l}}\right|\right) d x \preccurlyeq \int_{\Omega} \phi_{|w|}\left(\left|v-v_{n_{l}}\right|\right) d x \rightarrow 0
$$

as $l \rightarrow \infty$. This is a contradiction. The converse assertion can be proved in the same way by interchanging the roles of $\phi$ and $\phi_{|v|}$.

The assertion $L^{\phi}(\Omega)=L^{\phi|w|}(\Omega)$ follows from the fact that mean convergence implies convergence (see Proposition 31) and from the density of $C_{0}^{\infty}(\Omega)$ in $L^{\phi}(\Omega)$ and $L^{\phi_{|w|}}(\Omega)$.

Corollary 77. Let $\phi$ be an N-function that satisfies Assumption 40. Let further $v \in W_{0}^{1, \phi}(\Omega)^{d}$ and $\left(v_{n}\right)_{n \in \mathbb{N}} \subset W_{0}^{1, \phi}(\Omega)^{d}$. Then the quasi-norm convergence

$$
\left\|\mathbf{F}(\nabla v)-\mathbf{F}\left(\nabla v_{n}\right)\right\|_{L^{2}(\Omega)} d x \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

is equivalent to the convergence in $W_{0}^{1, \phi}(\Omega)^{d}$

$$
v_{n} \rightarrow v \quad \text { in } \quad W_{0}^{1, \phi}(\Omega)^{d} \quad \text { as } n \rightarrow \infty .
$$

Proof. Lemma 74 implies that

$$
\int_{\Omega} \phi_{|\nabla v|}\left(\left|\nabla v-\nabla v_{n}\right|\right) d x \approx\left\|\mathbf{F}(\nabla v)-\mathbf{F}\left(\nabla v_{n}\right)\right\|_{L^{2}(\Omega)}^{2} \rightarrow 0
$$

as $n \rightarrow \infty$. Hence, the assertion follows with Lemma 76 by means of Corollary 36.

The above results yields that the quasi-norm expression in terms of $\mathbf{F}$ is a metric.

Corollary 78. Let $\phi$ be an N-function that satisfies Assumption 40. Then $\left(W_{0}^{1, \phi}(\Omega), \mathbf{d}\right)$ is a closed metric space with

$$
\mathbf{d}(v, w):=\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(\Omega)} .
$$

Proof. The assertion is an easy consequence of Corollary 77 and the properties of the $L^{2}$-norm.

Remark 79. The quasi-norm approach naturally arises from the fundamental principle of estimating the error by a residual expression: For the ease of exposition we stick to the case $\phi(t)=\frac{1}{r} t^{r}$ with $r \in(1, \infty)$. Let $v \in W_{0}^{1, \phi}(\Omega)$ be an approximation to the solution $u$ of (3.2). The residual $D \mathcal{J}(v)$ is a functional in the dual space $W^{-1, r^{\prime}}(\Omega)$ with $\frac{1}{r}+\frac{1}{r^{\prime}}=1$. Quantifying it in the dual energy norm leads necessarily to a gap in the power of the upper and the lower bound. In particular, with $\|v\|_{r}:=|v|_{W^{1, r}(\Omega)^{d}}$ for $v \in W_{0}^{1, r}(\Omega)^{d}$ and $\|D \mathcal{J}(v)\|_{r^{\prime}, *}:=\sup _{v \in \mathbb{V},\|v\|_{r}=1} \int_{\Omega} g \cdot v-\mathbf{A}(\nabla v): \nabla v d x$, it holds

$$
\|u-v\|_{r}^{r-1} \preccurlyeq\|D \mathcal{J}(v)\|_{r^{\prime}, *} \preccurlyeq\left(\|u\|_{r}+\|v\|_{r}\right)^{r-2}\|u-v\|_{r},
$$

if $r \geq 2$, and

$$
\|u-v\|_{r} \preccurlyeq(\|u\|+\|v\|)^{2-r}\|D \mathcal{J}(v)\|_{r^{\prime}, *} \preccurlyeq\left(\|u\|_{r}+\|v\|_{r}\right)^{2-r}\|u-v\|_{r}^{r-1}
$$

if $r \in(1,2)$. The reason for this gap is that energy error and the dual energy norm of the residual are somehow not in 'balance'. The idea is now to find a primal measure of distance that is 'balanced' with the resulting dual measure for the residual: We shall consider a different formulation of the dual energy norm, namely

$$
\frac{1}{r^{\prime}}\|D \mathcal{J}(v)\|_{r^{\prime}, *}^{r^{\prime}}=\sup _{w \in W_{0}^{1, r}(\Omega)}\langle D \mathcal{J}(v), w\rangle-\frac{1}{r}\|w\|_{r}^{r}
$$

or in a more abstract equivalent formulation with $N$-functions

$$
\begin{equation*}
\|D \mathcal{J}(v)\|_{\phi^{*}, *}^{r^{\prime}}=\sup _{w \in W_{0}^{1, r}(\Omega)}\langle D \mathcal{J}(v), w\rangle-\int_{\Omega} \phi(|\nabla w|) d x \tag{3.17}
\end{equation*}
$$

Roughly spoken, the dual norm is getting weaker as the primal norm is getting stronger and vice versa. In the quasi-norm concept, dual and primal error measure are balanced: Recall the equivalent quasi-norm quantities of Lemma 74. Then, defining

$$
\|D \mathcal{J}(v)\|_{(\nabla u), *}^{2}=\sup _{w \in W_{0}^{1, \phi}(\Omega)}\langle D \mathcal{J}(v), w\rangle-\int_{\Omega} \phi_{|\nabla u|}(|\nabla w|) d x
$$

yields with Young's inequality (2.3)

$$
\begin{aligned}
\|D \mathcal{J}(v)\|_{(\nabla u), *}^{2}= & \sup _{w \in W_{0}^{1, \phi}(\Omega)} \int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla v)): \nabla w d x-\int_{\Omega} \phi_{|\nabla u|}(|\nabla w|) d x \\
\leq & \sup _{w \in W_{0}^{1, \phi}(\Omega)} \int_{\Omega}\left(\phi_{|\nabla u|}\right)^{*}(|\mathbf{A}(\nabla u)-\mathbf{A}(\nabla v)|) d x \\
& +\int_{\Omega} \phi_{|\nabla u|}(|\nabla w|) d x-\int_{\Omega} \phi_{|\nabla u|}(|\nabla w|) d x \\
= & \int_{\Omega}\left(\phi_{|\nabla u|}\right)^{*}(|\mathbf{A}(\nabla u)-\mathbf{A}(\nabla v)|) d x .
\end{aligned}
$$

On the other hand, testing the residual with $\alpha(u-v)$ yields

$$
\begin{aligned}
\|D \mathcal{J}(v)\|_{(\nabla u), *}^{2} \geq & \int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla v)): \nabla \alpha(u-v) d x \\
& -\int_{\Omega} \phi_{|\nabla u|}(|\nabla \alpha(u-v)|) d x .
\end{aligned}
$$

Hence, with Corollary 19 there exist $s>1, C>0$, such that

$$
\begin{aligned}
& \geq \alpha \int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla v)): \nabla(u-v) d x \\
& \quad-\alpha^{s} C \int_{\Omega} \phi_{|\nabla u|}(|\nabla(u-v)|) d x
\end{aligned}
$$

and thus with Lemma 74

$$
\geq\left(\alpha-\alpha^{s} \tilde{C}\right) \int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla v)): \nabla(u-v) d x
$$

Now, choosing $\alpha>0$ small enough yields that the dual quasi-norm of the residual is equivalent to the quasi-norm of the error.

The quasi-norm was first introduced by Barrett and Liu in [8, 9, 10]. In particular, they considered the case $\phi(t)=\frac{1}{r} t^{r}$ with $r \in(1, \infty)$. As is shown in Remark 75, the approach from [31, 26, 32] and [28], which we present in this work, is a generalization of this concept. In fact, this generalization covers most common nonlinearities in the modeling of quasi-Newtonian flows; see Remark 42 and Section 1.1. Moreover, in the concept of shifted there is no need to treat different cases like $r \in(1,2)$ and $r \geq 2$ for $\phi(t)=\frac{1}{r} t^{r}$ separately.
Remark 80. The quasi-norm approach leads amongst other assertions to a Cea's Lemma, i.e., let $U \in X$ be the solution of (3.9) in a closed subspace $X \subset \mathbb{V}$, then

$$
\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(\Omega)} \preccurlyeq \inf _{V \in X}\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla V)\|_{L^{2}(\Omega)}
$$

see, e.g., [8, 31]. This is the starting point of the a priori analysis.

### 3.3 Finite Element Approach

This section provides the finite element framework. The subsequent definitions and concepts of triangulations and finite element spaces are taken from [13, 5, $14,67]$. The interpolation estimates of Section 3.3.3 are taken from [31].

### 3.3.1 Triangulation and Refinement Framework

This section fixes the notation regarding triangulations of $\Omega$.
Definition 81 (simplex). For $s \in \mathbb{N}, 0 \leq s \leq d$, let $a_{0}, \ldots, a_{s} \in \mathbb{R}^{d}$. The $s$ vectors $a_{0}-a_{1}, \ldots, a_{0}-a_{s}$ are assumed to be linear independent.

1. The set

$$
\begin{aligned}
T & :=\text { conv hull }\left\{a_{0}, \ldots, a_{s}\right\} \\
& =\left\{\sum_{i=0}^{s} \lambda_{i}: \lambda_{i} \geq 0 \text { and } \sum_{i=1}^{s} \lambda_{i}=1\right\}
\end{aligned}
$$

is known as the s simplex spanned by $a_{0}, \ldots, a_{s}$. The coefficients $\lambda_{i}$ describing a point $x \in T$ are unique and known as the barycentric coordinates of $x$ relative to the simplex $T$. Note that the simplex $T$ is closed .
2. Let $T^{\prime}$ be a $k$ simplex spanned by $a_{0}^{\prime}, \ldots, a_{k}^{\prime} \in\left\{a_{0}, \ldots, a_{s}\right\}$. Then $T^{\prime}$ is called $a k$ sub-simplex of $T$. The $d-1$ sub-simplices of $T$ are called faces (sides) of $T$, whereas we denote the 1 sub-simplices of $T$ as its vertices.
3. For an s simplex $T$ we define the following characteristic quantities

$$
\begin{aligned}
h_{T} & :=|T|^{1 / s} \\
\operatorname{diam}(T) & :=\max \{|x-y|: x, y \in T\} \\
\rho(T) & :=\max \left\{2 r: B_{r} \subset T \text { is an } s \text {-sphere of radius } r\right\} \\
\sigma(T) & :=\frac{\operatorname{diam}(T)}{\rho(T)}
\end{aligned}
$$

4. The reference d simplex $\hat{T} \subset \mathbb{R}^{d}$ is defined as

$$
\hat{T}:=\operatorname{conv} \operatorname{hull}\left\{0, e_{1}, \ldots, e_{d}\right\}
$$

where $e_{i}$ are the standard unit vectors in $\mathbb{R}^{d}$.
For every $d$ simplex $T$ spanned by $\left\{a_{0}, \ldots, a_{d}\right\}$, there exists a bijective affine linear mapping $F_{T}: \hat{T} \rightarrow T$. In particular,

$$
F_{T} \hat{x}:=\mathbf{C}_{T} \hat{x}+a_{0}, \quad \text { with } \quad \mathbf{C}_{T}:=\left(\begin{array}{ccc}
\vdots & & \vdots \\
a_{1}-a_{0} & \cdots & a_{d}-a_{0} \\
\vdots & & \vdots
\end{array}\right) \in \mathbb{R}^{d \times d} .
$$

Note that

$$
\left\|\mathbf{C}_{T}\right\|_{2} \leq \frac{\operatorname{diam}(T)}{\rho(\hat{T})}, \quad\left\|\mathbf{C}_{T}^{-1}\right\| \leq \frac{\operatorname{diam}(\hat{T})}{\rho(T)}, \quad\left|\operatorname{det} \mathbf{C}_{T}\right|=\frac{|T|}{|\hat{T}|}
$$

where $\|\cdot\|_{2}$ is the matrix norm associated with the Euclidean norm on $\mathbb{R}^{d \times d}$; see, e.g., $[21,67,13,14]$. We will often use scaling arguments, where we transform functions $v$ defined on an $d$-simplex $T$ to the standard $d$-simplex $\hat{T}$. We denote the scaled function by $\hat{v}=v \circ F_{T}$.

Definition 82 (conforming triangulation). Let $\Omega \subset \mathbb{R}^{d}$ be a bounded domain with polygonal boundary. A finite set $\mathcal{T}$ of $d$ simplices is said to be a conforming triangulation of $\Omega$ if

1. the domain $\Omega$ is the interior of the set $\bigcup_{T \in \mathcal{T}} T$.
2. the intersection $T_{1} \cap T_{2}$ of two $d$ simplices $T_{1}, T_{2} \in \mathcal{T}$ is either empty or a common sub-simplex of both $T_{1}$ and $T_{2}$.

Let $\mathcal{T}$ be a conforming triangulation of $\Omega$. Then the set of vertices (nodes) of all $T, T \in \mathcal{T}$ is denoted by $\mathcal{N}$, whereas $\mathcal{N}$ denotes the set of interior vertices (nodes), i.e., $\mathcal{N}=\mathcal{N} \cap \Omega$. The set of faces (sides) of $T, T \in \mathcal{T}$ is denoted by $\mathcal{S}$ and the set of interior sides is denoted by $\mathcal{S}$.

For $\sigma \in \mathcal{S}$ we denote by $\omega_{\sigma}$ the union of the adjacent elements sharing $\sigma$, i.e.,

$$
\omega_{\sigma}:=\operatorname{interior}(\bigcup\{T \in \mathcal{T} \mid \sigma \subset T\}) .
$$

For $T \in \mathcal{T}$ we define

$$
\omega_{T}:=\operatorname{interior}\left(\bigcup\left\{\omega_{\sigma} \mid \sigma \in \mathcal{S}, \sigma \subset T\right\}\right)
$$

and

$$
S_{T}:=\operatorname{interior}\left(\bigcup\left\{T^{\prime} \in \mathcal{T} \mid T^{\prime} \cap T \neq \emptyset\right\}\right) .
$$

Let $z \in \mathcal{N}$ be a node of the triangulation $\mathcal{T}$. The corresponding finite element star is then denoted by

$$
\omega_{z}:=\operatorname{interior}(\bigcup\{T \in \mathcal{T} \mid z \in T\})
$$

and its interior sides by

$$
\sigma_{z}:=\bigcup\left\{\sigma \in \mathcal{S} \mid \sigma \cap \omega_{z} \neq \emptyset\right\} .
$$



Figure 3.1: Neighborhood of $\sigma$ and $T$ in 2 dimensions.


Figure 3.2: Finite element star $\omega_{z}$ for $z \in \mathcal{N}$ and Patch $S_{T}$ of an interior element $T \in \mathcal{T}$ in 2 dimensions.

For $A \subset \Omega$ we define a sub-triangulation $\mathcal{T}(A) \subset \mathcal{T}$ by

$$
\mathcal{T}(A):=\{T \in \mathcal{T}: T \subset \bar{A}\} .
$$

We further define the shape-regularity of a conforming triangulation $\mathcal{T}$ by

$$
\sigma(\mathcal{T}):=\max _{T \in \mathcal{T}} \sigma(T) .
$$

For $T \in \mathcal{T}$ the quantities $h_{T}$, $\operatorname{diam}(T)$, and $\rho(T)$ are mutually equivalent depending solely on the shape-regularity of $\sigma(T)$. The mesh-size of two neighboring elements is comparable, i.e., for $T_{1}, T_{2} \in \mathcal{T}, T_{1} \cap T_{2} \in \mathcal{S}$ there exist $C, c>0$ depending solely on $\sigma(\mathcal{T})$ such that

$$
\operatorname{ch}\left(T_{1}\right) \leq h\left(T_{2}\right) \leq C h\left(T_{1}\right) .
$$

Moreover, the minimum angle of $T \in \mathcal{T}$ is bounded depending on $\sigma(\mathcal{T})$, and hence the number of elements that are contained in the closure of $S_{T}$ is bounded depending on the shape-regularity $\sigma(\mathcal{T})$.

A sequence $\left(\mathcal{T}_{k}\right)_{k \in \mathbb{N}}$ of conforming triangulations of $\Omega$ is called shape-regular if the parameter $\sigma\left(\mathcal{T}_{k}\right)$ remains bounded, i.e.,

$$
\sup _{k \in \mathbb{N}} \sigma\left(\mathcal{T}_{k}\right)<\infty
$$

Let $\mathcal{T}, \mathcal{T}_{*}$ be two conforming triangulations of $\Omega$, then we call $\mathcal{T}_{*}$ a refinement of $\mathcal{T}$ if for any $T \in \mathcal{T}$ the subset $\mathcal{T}_{*}(T) \subset \mathcal{T}_{*}$ is a conforming triangulation of $T$, i.e.,

$$
T=\bigcup_{T^{\prime} \in \mathcal{T}_{*}(T)} T^{\prime}
$$

This defines a partial ordering on all conforming triangulations of $\Omega$, i.e., we denote

$$
\mathcal{T}_{*} \geq \mathcal{T}, \text { if } \mathcal{T}_{*} \text { is a refinement of } \mathcal{T} .
$$

### 3.3.2 Finite Element Space and Discrete Problem

For the remainder of the chapter we denote $\mathbb{V}:=W_{0}^{1, \phi}(\Omega)^{d}$ as the solution space of (3.2). Assume that $\mathcal{T}$ is a conforming triangulation of $\Omega$. We specify $\mathcal{P}^{s}(T)$, $s \in \mathbb{N}$, to be the space of polynomials of degree $s$ on $T \in \mathcal{T}$. The conforming finite element space of continuous, piecewise linear functions over $\mathcal{T}$ is then defined by

$$
\mathbb{V}(\mathcal{T}):=\left\{V \in C(\bar{\Omega}):\left.V\right|_{T} \in \mathcal{P}^{1}(T)^{d}, T \in \mathcal{T}\right\} .
$$

Its subspace with homogenous boundary values is given by

$$
\stackrel{\circ}{\mathbb{V}}(\mathcal{T}):=\{v \in \mathbb{V}(\mathcal{T}): V=0 \text { on } \partial \Omega\}
$$

Note that a function $V \in \mathbb{V}(\mathcal{T})$ is uniquely defined by its values at the interior nodes of $\mathcal{T}$. Let $\dot{\mathcal{N}}=\left\{z_{1}, \ldots, z_{N(\mathcal{T})}\right\}$ be the set of interior nodes of $\mathcal{T}$. Then the set of functions $\left.\left\{\Phi_{1}^{1}, \ldots, \Phi_{N(\mathcal{T})}^{1}, \ldots, \Phi_{1}^{d}, \ldots, \Phi_{N(\mathcal{T})}^{d}\right\} \subset \mathbb{V}^{(\mathcal{T}}\right)$ with

$$
\Phi_{i}^{k}\left(z_{j}\right)=\delta_{i j} e_{k}, \quad i, j=1, \ldots, N(\mathcal{T}), k=1, \ldots, d
$$

form a basis of $\mathbb{V}(\mathcal{T})$ called the Lagrange basis of $\mathbb{V}(\mathcal{T})$. Thereby $\delta_{i j}$ is the Kronecker delta and $e_{k}$ is the $k$-th vector of the standard normal basis of $\mathbb{R}^{d}$. As an immediate consequence we have $\bar{\omega}_{z_{i}}=\operatorname{supp}\left(\Phi_{i}^{k}\right), k=1, \ldots, d$.

We observe further, that for a conforming triangulation $\mathcal{T}$ and a conforming refinement $\mathcal{T}_{*}$ of $\mathcal{T}$ the functions $V \in \stackrel{\otimes}{V}(\mathcal{T})$ are continuous and piecewise linear over $\mathcal{T}_{*}$. Hence, it holds $V \in \mathbb{V}\left(\mathcal{T}_{*}\right)$, i.e., the finite element spaces are nested;

$$
\stackrel{\vee}{\mathbb{V}}(\mathcal{T}) \subset \stackrel{\vee}{\mathbb{V}}\left(\mathcal{T}_{*}\right)
$$

Since $\mathbb{V}(\mathcal{T}) \subset W_{0}^{1, \infty}(\Omega)^{d}$, we obviously have $\mathbb{V}(\mathcal{T}) \subset W_{0}^{1, \phi}(\Omega)^{d}$; recall Definition 33 and Proposition 37.

Having the finite element space $\mathbb{V}(\mathcal{T})$ at hand, we can introduce the Ritz Galerkin solution (3.2). In particular, for $g \in W_{0}^{-1, \phi^{*}}(\Omega)$ we look for $U \in \mathbb{V}(\mathcal{T})$ such that

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}(\nabla U): \nabla V d x=\langle g, V\rangle, \quad \text { for all } V \in \stackrel{\mathbb{V}}{ }(\mathcal{T}) \tag{3.18}
\end{equation*}
$$

where $\mathbf{A}(\mathbf{Q}):=\phi^{\prime}(|\mathbf{Q}|) \frac{\mathbf{Q}}{|\mathbf{Q}|}$ for $\mathbf{Q} \in \mathbb{R}^{d \times d}$.
Proposition 83. Let $\phi$ be an $N$-function that satisfies Assumption 40 and let $\mathcal{T}$ be a conforming triangulation of $\Omega$. Then there exists a unique solution $U \in$ $\stackrel{V}{V}(\mathcal{T})$ of (3.18). Moreover, $U$ is the unique minimizer of the energy functional $\mathcal{J}(\cdot)=\int_{\Omega} \phi(|\nabla \cdot|) d x-\langle g, \cdot\rangle$ in $\stackrel{\mathscr{V}}{ }(\mathcal{T})$.
Proof. Since $\mathbb{V}(\mathcal{T}) \subset \mathbb{V}$ is a finite dimensional subspace, it is closed. Hence, Corollary 50 yields the first assertion. The second follows analogously by Corollary 55.

### 3.3.3 Modular Interpolation Estimates

In what follows, we assume that we have a suitable interpolation operator at hand. Note that the Scott-Zhang interpolation operator satisfies all our requirements; see [68].

Hereafter we use the notation $f \preccurlyeq k$ to indicate $f \leq C k$, with a generic constant $C$ solely depending on the $\Delta_{2}$-constants of some given $N$-functions, the dimension $d$, or the shape-regularity of some given triangulations. We denote $f \preccurlyeq k \preccurlyeq f$ as $f \approx k$.

Assumption 84 (interpolation operator). Let $\mathcal{T}$ be a conforming triangulation of the polygonal domain $\Omega \subset \mathbb{R}^{d}$ and let $\mathbb{V}(\mathcal{T})$ be the finite element space according to Section 3.3. We assume that $\Pi_{\mathcal{T}}: W^{1,1}(\Omega)^{d} \rightarrow \mathbb{V}(\mathcal{T})$ has the following properties:
i) For $T \in \mathcal{T}$ it holds for all $v \in W^{1,1}(\Omega)^{d}$

$$
\sum_{j=0}^{1} \int_{T}\left|h_{T}^{j} \nabla^{j} \Pi_{\mathcal{T}} v\right| d x \leq C \sum_{j=0}^{1} \int_{S_{T}}\left|h_{T}^{j} \nabla^{j} v\right| d x
$$

where the constant $C>0$ depends only on $d$ and $\sigma(\mathcal{T})$.
ii) The operator $\Pi_{h}$ is invariant on $\mathcal{P}^{1}(\Omega)^{d}$, i.e., it holds for any linear polynomial $p \in \mathcal{P}^{1}(\Omega)^{d}$ that

$$
\Pi_{\mathcal{T}} p=p
$$

Remark 85. Assumption 84 is satisfied by many common interpolation operators as, e.g., the Clément [22] and the Scott-Zhang [68] interpolation operators. The Scott-Zhang operator additionally preserves homogeneous boundary values, i.e.,

$$
\Pi V=V \in \mathbb{V}(\mathcal{T}) \subset \mathbb{V} \quad \text { for all } V \in \mathbb{V}(\mathcal{T})
$$

Remark 86. Note that Assumption 84 is sufficient to get interpolation estimates in $W_{0}^{1, r}(T)^{d}, r \geq 1$; see e.g. [21, 14, 68]. In particular, it holds for all $v \in$ $W^{1, r}(\Omega), T \in \mathcal{T}$

$$
\begin{equation*}
\sum_{i=0}^{1} h_{T}^{i}\left\|v-\Pi_{\mathcal{T}} v\right\|_{L^{r}(T)} \leq C h_{T}\|\nabla v\|_{L^{r}\left(S_{T}\right)} \tag{3.19}
\end{equation*}
$$

where $C$ depends only on $d$, $r$, and the shape-regularity of $\mathcal{T}$.
Lemma 87. Let $\mathcal{T}$ be a conforming triangulation of the polygonal domain $\Omega$ and let $\Pi_{\mathcal{T}}: W^{1,1}(\Omega)^{d} \rightarrow \mathbb{V}(\mathcal{T})$ satisfy Assumption 84. Then there exists a constant $C>0$ such that for all $\sigma \in \mathcal{S}, v \in W^{1,1}(\Omega)$

$$
\left\|v-\Pi_{\mathcal{T}} v\right\|_{L^{1}(\sigma)} \leq C\|\nabla v\|_{L^{1}\left(S_{T}\right)}
$$

where $T \in \mathcal{T}$ with $\sigma \subset \partial T$. The constant $C$ depends only on $d$ and $\sigma(\mathcal{T})$.
Proof. The proof is standard in the context of finite elements; see [21, 22]. In particular, one first maps $v-\Pi_{\mathcal{T}} v$ onto the reference simplex $\hat{T}$, then applies the trace theorem $W^{1,1}(\hat{T}) \hookrightarrow L^{1}(\hat{\sigma})$, where $\hat{\sigma}=\mathbf{F}_{T}^{-1}(\sigma)$. Now, back transformation from $\hat{T}$ to $T$ and the interpolation estimate (3.19) yields the desired assertion.

The proof of the following lemma can be found in [31]. For some of the main ideas consider also Remark 89.

Lemma 88 (stability and approximability). Let $\mathcal{T}$ be a conforming triangulation of $\Omega$. Let $\phi$ be an $N$-function with $\Delta_{2}(\phi)<\infty$ and let $\Pi_{\mathcal{T}}: \mathbb{V} \rightarrow \dot{\mathbb{V}}(\mathcal{T})$ satisfy Assumption 84. Then, for any $a \geq 0, T \in \mathcal{T}$

$$
\sum_{j=0}^{1} \int_{T} \phi_{a}\left(\left|h_{T}^{j} \nabla^{j} \Pi_{\mathcal{T}} v\right|\right) d x \leq C \sum_{j=0}^{1} \int_{S_{T}} \phi_{a}\left(\left|h_{T}^{j} \nabla^{j} v\right|\right) d x
$$

and

$$
\sum_{j=0}^{1} \int_{T} \phi_{a}\left(h_{T}^{j}\left|\nabla^{j}\left(v-\Pi_{\mathcal{T}} v\right)\right|\right) d x \leq C \int_{S_{T}} \phi_{a}\left(h_{T}|\nabla v|\right) d x
$$

where the constant $C>0$ depends only on $\sigma(\mathcal{T})$, $d$, and $\Delta_{2}(\phi)$.
Remark 89. The interpolation estimate of Lemma 88 is proved similar to the interpolation estimate in Sobolev spaces using approximability of functions by polynoms [14, 21]. In fact, it can be proven that there exists a polynomial $p \in$ $\mathcal{P}^{1}\left(S_{T}\right)^{d}$ such that

$$
\begin{equation*}
\sum_{j=0}^{1} \int_{S_{T}} \phi_{a}\left(h_{T}^{j}\left|\nabla^{j}(v-p)\right|\right) d x \leq C \int_{S_{T}} \phi_{a}\left(h_{T}|\nabla v|\right) d x \tag{3.20}
\end{equation*}
$$

where the constant $C>0$ depends only on $\sigma(\mathcal{T})$ and $\Delta_{2}(\phi)$; see [31]. Therefore, the interpolation estimate of Lemma 88 can be obtained recalling the triangle like inequality of Corollary 10

$$
\begin{aligned}
\sum_{j=0}^{1} \int_{T} \phi_{a}\left(h_{T}^{j}\left|\nabla^{j}\left(v-\Pi_{\mathcal{T}} v\right)\right|\right) d x & \preccurlyeq \sum_{j=0}^{1} \int_{T} \phi_{a}\left(h_{T}^{j}\left|\nabla^{j}(v-p)\right|\right) d x \\
& +\sum_{j=0}^{1} \int_{T} \phi_{a}\left(h_{T}^{j}\left|\nabla^{j} \Pi_{\mathcal{T}}(p-v)\right|\right) d x \\
& \preccurlyeq \sum_{j=0}^{1} \int_{S_{T}} \phi_{a}\left(h_{T}^{j}\left|\nabla^{j}(v-p)\right|\right) d x .
\end{aligned}
$$

### 3.4 A Posteriori Error Estimators

There have been made many efforts for proving a posteriori error estimators for the nonlinear Dirichlet problem. In particular, Baranger and El Amri proposed in [7] a posteriori error estimators for the error in the $\|\cdot\|_{W^{1, \phi}(\Omega)}$ norm for the
case $\phi(t)=\frac{1}{r} t^{r}$; see also [77]. These estimates naturally lack in that there is a gap between the power of the upper and the lower bound; compare with Remark 97. Recently, Liu and Yan [53, 52] proved a posteriori estimates for the error measured in the quasi-norm. In this section we shall establish the estimators of Diening and Kreuzer [28, 27], which generalize the ones of Liu and Yan; see Remark 98.

We assume that $\phi$ is a fixed N -function that satisfies Assumption 40. Let $\mathcal{T}$ be a conforming triangulation of the polygonal domain $\Omega \subset \mathbb{R}^{d}$ and $\mathbb{V}(\mathcal{T})$ be the corresponding finite element space.

We want to estimate the error between the Ritz-Galerkin solution $U \in \mathbb{V}(\mathcal{T})$ (3.18) and the true solution $u \in \mathbb{V}$ of (3.2). Existence and uniqueness of $u$ and $U$ is established in Theorem 49 and Proposition 83; see also (3.18). Hereafter we assume $g \in L^{\phi^{*}}(\Omega)^{d} \subset W_{0}^{-1, \phi}(\Omega)$. Hence,

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}(\nabla u): \nabla v d x=\int_{\Omega} g v d x \quad \text { for all } \quad v \in W_{0}^{1, \phi}(\Omega)^{d}, \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}(\nabla U): \nabla V d x=\int_{\Omega} g V d x \quad \text { for all } \quad V \in \dot{\mathbb{V}}(\mathcal{T}) \tag{3.22}
\end{equation*}
$$

We start from the residual $D \mathcal{J}(U)$ and use the fact that it is orthogonal on $\mathbb{V}(\mathcal{T})$. Hence, we have for $v \in \mathbb{V}$ and $V \in \mathbb{V}(\mathcal{T})$

$$
\begin{aligned}
\int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A} & (\nabla U)): \nabla v d x \\
& =\int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)):(\nabla v-\nabla V) d x \\
& =\int_{\Omega} g \cdot(v-V) d x-\int_{\Omega} \mathbf{A}(\nabla U):(\nabla v-\nabla V) d x \\
& =\sum_{T \in \mathcal{T}} \int_{T} g \cdot(v-V) d x-\sum_{T \in \mathcal{T}} \int_{\partial T} \mathbf{A}(\nabla U) n_{T} \cdot(v-V) d \sigma
\end{aligned}
$$

where we used integration by parts to obtain the last equality. Observing that each interior side is shared by two triangles, we have

$$
\begin{align*}
& \int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)): \nabla v d x \\
&=\sum_{T \in \mathcal{T}} \int_{T} g \cdot(v-V) d x-\frac{1}{2} \sum_{T \in \mathcal{T}} \int_{\partial T} \llbracket \mathbf{A}(\nabla U) \rrbracket n \cdot(v-V) d \sigma  \tag{3.23}\\
&=\sum_{T \in \mathcal{T}} \int_{T} g \cdot(v-V) d x-\sum_{\sigma \in \mathcal{S}} \int_{\sigma} \llbracket \mathbf{A}(\nabla U) \rrbracket n \cdot(v-V) d \sigma,
\end{align*}
$$

where the jump $\llbracket \mathbf{G} \rrbracket$ across inter-element sides $\sigma=T \cap T^{\prime} \in \mathcal{S}$ is defined as

$$
\left.\llbracket \mathbf{G} \rrbracket n\right|_{\sigma}:=\left.\left[\left.\mathbf{G}\right|_{T}-\left.\mathbf{G}\right|_{T^{\prime}}\right] n_{T}\right|_{\sigma}
$$

for piecewise constant functions $\mathbf{G}$ with values in $\mathbb{R}^{d \times d}$ and $n_{T}$ being the outer unit normal on $\sigma \subset \partial T$. Note that the jump is well defined, i.e., for $\sigma \in \mathcal{S}$ the definition of the jump does not depend on the choice of $T \in \mathcal{T}, \sigma \subset T$. Since there is no jump tangential to $\sigma$, taking the norm of the jump, we can omit the outer normal. We define $|\llbracket \mathbf{G} \rrbracket|_{\sigma}\left|:=\left|\left[\left.\mathbf{G}\right|_{T}-\left.\mathbf{G}\right|_{T^{\prime}}\right]\right|=\left|\left[\left.\mathbf{G}\right|_{T}-\left.\mathbf{G}\right|_{T^{\prime}}\right] n_{T}\right|\right.$.

We define the local error indicator for $v \in \mathbb{V}, W \in \mathscr{V}(\mathcal{T})$ on $T \in \mathcal{T}$ by

$$
\begin{equation*}
\eta^{2}(v, W, T, g):=\int_{T}\left(\phi_{|\nabla v|}\right)^{*}\left(h_{T}|g|\right) d x+\int_{\partial T \cap \Omega} h_{T}|\llbracket \mathbf{F}(\nabla W) \rrbracket|^{2} d \sigma \tag{3.24}
\end{equation*}
$$

The first term in (3.24) usually is called the element-estimator, whereas the second part is called the jump-estimator. Furthermore, we define for any subset $\hat{\mathcal{T}} \subset \mathcal{T}$

$$
\eta^{2}(v, W, \hat{\mathcal{T}}, g):=\sum_{T \in \hat{\mathcal{T}}} \eta^{2}(v, W, T, g)
$$

Finally, we denote

$$
\eta(W, \hat{\mathcal{T}}, g):=\eta(W, W, \hat{\mathcal{T}}, g)
$$

### 3.4.1 Upper Bound

Similar to [28] we show that the error estimator is an upper bound for the error measured in the quasi-norm.

Theorem 90 (upper bound). Let $u, U$ be the solutions of (3.21) and (3.22), respectively. Then there exists a constant $C_{1}>0$ such that

$$
\begin{equation*}
\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(\Omega)} \leq C_{1} \eta(U, \mathcal{T}, g) \tag{3.25}
\end{equation*}
$$

The constant $C_{1}$ depends solely on $d, \Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and the shape-regularity of $\mathcal{T}$.
To prove Theorem 90 we need a technical auxiliary result.
Lemma 91. Suppose the assumptions of Theorem 90. Then for arbitrary $V \in$ $\mathbb{V}(\mathcal{T}), T \in S_{T}$, it holds

$$
\left.\sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)}\left|\mathbf{F}\left(\left.\nabla V\right|_{T}\right)-\mathbf{F}\left(\left.\nabla V\right|_{T^{\prime}}\right)\right|^{2} \preccurlyeq \sum_{\sigma \in \Sigma_{T}}|\llbracket \mathbf{F}(\nabla V) \rrbracket|_{\sigma}\right|^{2},
$$

where $\Sigma_{T}:=\left\{\sigma \in \mathcal{S}: \sigma \cap S_{T} \neq \emptyset\right\}$ is the set of sides inside $S_{T}$. The constant hidden in $\preccurlyeq$ depends only on the shape regularity of $\mathcal{T}$.

Proof. We observe that for $T \in \mathcal{T}, T^{\prime} \in \mathcal{T}\left(S_{T}\right)$ one can reach $T^{\prime}$ from $T$ by passing through a finite number of faces, bounded by the shape-regularity of $\mathcal{T}$; see Figure 3.3 for an example in $d=2$. In particular, there exist $T_{1}, \ldots, T_{N} \in \mathcal{T}$, with $T \cap T_{1}=\sigma_{0}, \ldots, T_{i} \cap T_{i+1}=\sigma_{i}, \ldots, T_{N} \cap T^{\prime}=\sigma_{N}, \sigma_{0}, \ldots, \sigma_{N} \in \mathcal{S}$. We set $T_{0}:=T$ and $T_{N+1}:=T^{\prime}$. Then, by the triangle inequality

$$
\begin{align*}
\left|\mathbf{F}\left(\left.\nabla U\right|_{T}\right)-\mathbf{F}\left(\left.\nabla U\right|_{T^{\prime}}\right)\right| & \leq \sum_{i=0}^{N}\left|\mathbf{F}\left(\left.\nabla U\right|_{T_{i}}\right)-\mathbf{F}\left(\left.\nabla U\right|_{T_{i+1}}\right)\right| \\
& =\sum_{i=0}^{N}\left|\llbracket \mathbf{F}(\nabla U) \rrbracket_{\sigma_{i}}\right|  \tag{3.26}\\
& \leq \sum_{\sigma \in \Sigma_{T}}\left|\llbracket \mathbf{F}(\nabla U) \rrbracket_{\sigma}\right| .
\end{align*}
$$

Therefore,

$$
\sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)}\left|\mathbf{F}\left(\left.\nabla U\right|_{T}\right)-\mathbf{F}\left(\left.\nabla U\right|_{T^{\prime}}\right)\right|^{2} \preccurlyeq \sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \sum_{\sigma \in \Sigma_{T}} \int_{S_{T}}\left|\llbracket \mathbf{F}(\nabla U) \rrbracket_{\sigma}\right|^{2} .
$$

We observe that the addends of the right hand side are independent of $T^{\prime} \in$ $\mathcal{T}\left(S_{T}\right)$. Recall further that the number of elements in $S_{T}$ and hence the number of sides in $\Sigma_{T}$ are bounded with respect to the shape-regularity of $\mathcal{T}$. This yields the assertion.

Proof of Theorem 90. Let $\Pi_{\mathcal{T}}: \mathbb{V} \rightarrow \dot{\mathbb{V}}(\mathcal{T})$ be the Scott-Zhang interpolation operator. Recall, that it satisfies all requirements of Assumption 84. Moreover, it preserves homogeneous boundary values, i.e., $\Pi V \in \stackrel{\mathbb{V}}{(\mathcal{T})}$ for all $V \in \mathbb{V}$. We choose $v=e:=u-U$ and $V=\Pi_{\mathcal{T}} e \in \stackrel{\circ}{\mathbb{V}}(\mathcal{T})$ in (3.23), i.e.,

$$
\begin{aligned}
& \int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)): \nabla e d x \\
& \quad=\sum_{T \in \mathcal{T}} \int_{T} g \cdot\left(e-\Pi_{\mathcal{T}} e\right) d x-\frac{1}{2} \sum_{T \in \mathcal{T}} \int_{\partial T} \llbracket \mathbf{A}(\nabla U) \rrbracket n \cdot\left(e-\Pi_{\mathcal{T}} e\right) d \sigma \\
& \quad=:\left(\text { Upper }_{1}\right)+\left(\text { Upper }_{2}\right) .
\end{aligned}
$$

We handle the two terms ( Upper $_{1}$ ) and (Upper 2 ) separately. To estimate (Upper ${ }_{1}$ ) let $T \in \mathcal{T}$. Then with Young's inequality (Proposition 11) for $\delta>0$

$$
\begin{aligned}
\int_{T} g \cdot\left(e-\Pi_{\mathcal{T}} e\right) d x & \leq \int_{T}|g|\left|e-\Pi_{\mathcal{T}} e\right| d x \\
& \leq \int_{T} C_{\delta}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right)+\delta \phi_{|\nabla U|}\left(\frac{\left|e-\Pi_{\mathcal{T}} e\right|}{h_{T}}\right) d x \\
& =\int_{T} C_{\delta}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right)+\delta \phi_{|\nabla U|}\left(\left|\frac{e}{h_{T}}-\Pi_{\mathcal{T}} \frac{e}{h_{T}}\right|\right) d x
\end{aligned}
$$



Figure 3.3: Element sides passed through from $T$ to $T^{\prime}$.

The constant $C_{\delta}$ depends on $\Delta_{2}\left(\left\{\phi_{a}\right\}_{a \geq 0}\right)$ and hence on $\Delta_{2}(\phi)$; see Lemma 57. Now, the interpolation estimate Lemma 88 yields

$$
\preccurlyeq \int_{T} C_{\delta}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right) d x+\delta \int_{S_{T}} \phi_{|\nabla U|_{T} \mid}(|\nabla e|) d x .
$$

Note that for the last term the shift $|\nabla U|_{T} \mid$ is constant on $S_{T}$. Hence, in order to get this term compatible with the quasi-norm we shall change it on each $T^{\prime} \in \mathcal{T}\left(S_{T}\right)$ with $T^{\prime} \neq T$ to the shift $|\nabla U|_{T^{\prime}} \mid$. We obtain according to Corollary 71 and Lemma 91

$$
\begin{align*}
\int_{S_{T}} \phi_{|\nabla U|_{T} \mid}(|\nabla e|) d x \preccurlyeq & \int_{S_{T}} \phi_{|\nabla U|}(|\nabla e|) d x \\
& +\sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{S_{T}}\left|\mathbf{F}\left(\left.\nabla U\right|_{T}\right)-\mathbf{F}\left(\nabla U_{T^{\prime}}\right)\right|^{2} d x .  \tag{3.27}\\
\preccurlyeq & \int_{S_{T}} \phi_{|\nabla U|}(|\nabla e|) d x+\left.\sum_{\sigma \in \Sigma_{T}}|\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma}\right|^{2},
\end{align*}
$$

where $\Sigma_{T}$ is the set of interior sides of $S_{T}$ defined in Lemma 91. Therefore,

$$
\begin{aligned}
\left(\text { Upper }_{1}\right) \preccurlyeq & \sum_{T \in \mathcal{T}} \int_{T} C_{\delta}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right) d x+\delta \int_{S_{T}} \phi_{|\nabla U|}(|\nabla e|) d x \\
& \left.\delta \sum_{T \in \mathcal{T}} \sum_{\sigma \in \Sigma_{T}} \int_{S_{T}}|\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma}\right|^{2} d x .
\end{aligned}
$$

Observe that $\left|S_{T}\right| \approx|T| \approx h_{\sigma}|\sigma|$ for all $\sigma \in \Sigma_{T}$, where the constants hidden in $\approx$ solely depend on the shape-regularity of $\mathcal{T}$. Hence, it holds for $\sigma \in \Sigma_{T}$

$$
\left.\int_{S_{T}}|\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma}\right|^{2} d x=\left.\left.\left|S_{T}\right||\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma}\right|^{2} \approx \int_{\sigma} h_{\sigma}|\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma}\right|^{2} d \sigma .
$$

Recall that the number of sides in $\Sigma_{T}$ is bounded with respect to the shaperegularity of $\mathcal{T}$. Therefore, the finite overlapping of the $S_{T}, T \in \mathcal{T}$, implies

$$
\begin{gather*}
\left(\text { Upper }_{1}\right) \preccurlyeq C_{\delta} \sum_{T \in \mathcal{T}} \int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right) d x+\delta \int_{\Omega} \phi_{|\nabla U|}(|\nabla e|) d x \\
+\delta \sum_{\sigma \in \mathcal{S}} \int_{\sigma} h_{\sigma}|\llbracket \mathbf{F}(\nabla U) \rrbracket|^{2} d \sigma . \tag{3.28}
\end{gather*}
$$

To estimate the term ( $\mathrm{Upper}_{2}$ ) we recall that $\nabla U$ is piecewise constant and thus $\mathbf{A}(\nabla U)$ is piecewise constant, too. By Lemma 87, then

$$
\begin{aligned}
\left(\text { Upper }_{2}\right) & \leq \sum_{T \in \mathcal{T}} \sum_{\sigma \subset \partial T}|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma}\left|\int_{\sigma}\right| e-\Pi_{\mathcal{T}} e \mid d \sigma \\
& \preccurlyeq \sum_{T \in \mathcal{T}} \sum_{\sigma \subset \partial T}|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma}\left|\int_{S_{T}}\right| \nabla e \mid d x .
\end{aligned}
$$

Estimating the right hand side element-wise, Young's inequality (Proposition 11) yields for for $\delta>0$

$$
\begin{align*}
& \sum_{\sigma \subset \partial T}|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma}\left|\int_{S_{T}}\right| \nabla e \mid d x \\
& \leq \sum_{\sigma \subset \partial T}\left\{\int_{S_{T}} C_{\delta}\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma} \mid\right) d x\right. \\
&\left.\quad+\delta \int_{S_{T}} \phi_{|\nabla U|_{T} \mid}(|\nabla e|) d x\right\}  \tag{3.29}\\
& \leq \sum_{\sigma \subset \partial T} \int_{S_{T}} C_{\delta}\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma} \mid\right) d x \\
& \quad+(d+1) \delta \int_{S_{T}} \phi_{|\nabla U|_{T} \mid}(|\nabla e|) d x .
\end{align*}
$$

The constant $C_{\delta}$ depends on $\Delta_{2}\left(\left\{\phi_{a}\right\}_{a \geq 0}\right)$ and hence on $\Delta_{2}(\phi)$; see Lemma 57 . For the last inequality we used the fact that each element has at most $(d+1)$ sides. Recalling that $|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma} \mid$ and $|\nabla U|_{T} \mid$ are constant, then by Corollary 65 for $\sigma \in \mathcal{S}$ and $\sigma \subset T, T^{\prime} \in \mathcal{T}$

$$
\begin{aligned}
\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma} \mid\right) & =\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(\mid \mathbf{A}\left(\left.\nabla U\right|_{T}\right)-\mathbf{A}\left(\left.\nabla U\right|_{T^{\prime}} \mid\right)\right. \\
& \left.\approx|\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma}\right|^{2} .
\end{aligned}
$$

Hence, by $\left|S_{T}\right| \approx h_{\sigma}|\sigma|$, depending on the shape regularity of $\mathcal{T}$, we have for $\sigma \in \mathcal{S}, \sigma \subset T \in \mathcal{T}$

$$
\begin{align*}
\int_{S_{T}}\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma} \mid\right) d x & \left.\approx \int_{S_{T}}|\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma}\right|^{2} d x  \tag{3.30}\\
& \approx \int_{\sigma} h_{\sigma}|\llbracket \mathbf{F}(\nabla U) \rrbracket|^{2} d \sigma
\end{align*}
$$

The last term in (3.29) can be estimated as in (3.27). Altogether, this yields

$$
\begin{aligned}
& \left(\text { Upper }_{2}\right) \preccurlyeq \sum_{T \in \mathcal{T}}\left\{C_{\delta} \sum_{\sigma \subset \partial T} \int_{\sigma} h_{\sigma}|\llbracket \mathbf{F}(\nabla U) \rrbracket| d \sigma+\delta \sum_{\sigma \in \Sigma_{T}} \int_{\sigma} h_{\sigma}|\llbracket \mathbf{F}(\nabla U) \rrbracket| d \sigma\right. \\
& \left.\quad+\delta \int_{S_{T}} \phi_{|\nabla U|}(|\nabla e|) d x\right\} \\
& \leq \sum_{T \in \mathcal{T}}\left\{\left(C_{\delta}+\delta\right) \sum_{\sigma \in \Sigma_{T}} \int_{\sigma} h_{\sigma}|\llbracket \mathbf{F}(\nabla U) \rrbracket| d \sigma+\delta \int_{S_{T}} \phi_{|\nabla U|}(|\nabla e|) d x\right\}
\end{aligned}
$$

The number of overlaps of $S_{T}, T \in \mathcal{T}$ as well as the number of sides $\sigma \in \Sigma_{T}$ are bounded with respect to the shape regularity of $\mathcal{T}$. Hence, we get

$$
\begin{equation*}
\left(\text { Upper }_{2}\right) \preccurlyeq\left(\delta+C_{\delta}\right) \sum_{\sigma \in \mathcal{S}} \int_{\sigma} h_{\sigma}|\llbracket \mathbf{F}(\nabla U) \rrbracket| d \sigma+\delta \int_{\Omega} \phi_{|\nabla U|}(|\nabla e|) d x \text {. } \tag{3.31}
\end{equation*}
$$

Thus, combining (3.28) and (3.31) yields

$$
\begin{aligned}
\int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)): \nabla e d x \preccurlyeq & C_{\delta} \sum_{T \in \mathcal{T}} \int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right) d x \\
& +\left(\delta+C_{\delta}\right) \sum_{\sigma \in \mathcal{S}} \int_{\sigma} h_{\sigma}|\llbracket \mathbf{F}(\nabla U) \rrbracket|^{2} d \sigma \\
& +\delta \int_{\Omega} \phi_{|\nabla U|}(|\nabla e|) d x .
\end{aligned}
$$

Recalling Lemma 74, we have

$$
\int_{\Omega} \phi_{|\nabla U|}(|\nabla e|) d x \approx\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(\Omega)}^{2} \approx \int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)): \nabla e d x
$$

Therefore, it follows

$$
\begin{aligned}
\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(\Omega)}^{2} \preccurlyeq & C_{\delta} \sum_{T \in \mathcal{T}} \int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right) d x \\
& +\left(\delta+C_{\delta}\right) \sum_{\sigma \in \mathcal{S}} \int_{\sigma} h_{\sigma}|\llbracket \mathbf{F}(\nabla U) \rrbracket|^{2} d \sigma \\
& +\delta\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(\Omega)}^{2} .
\end{aligned}
$$

Now, we can subtract the last term at the left hand side. Choosing $\delta$ small enough yields the desired estimate.

Remark 92. Note that in Lemma 88 it is crucial that $a \geq 0$ is constant; see also [31]. For this reason, our finite element spaces are restricted to piecewise linear polynomials, since this implies that the gradient is piecewise constant and thus can be used as shift.

Moreover, for $T \in \mathcal{T}$ we need $a \geq 0$ to be constant on the whole patch $S_{T}$. We take $|\nabla V|$ as shift for some functions $V \in \mathbb{V}(\mathcal{T})$. This causes problems, since $\nabla V$ is piecewise constant on $T$, but may jump across inter-element sides. Hence, by Lemma 88, we find

$$
\sum_{j=0}^{1} \int_{T} \phi_{|\nabla V|}\left(h_{T}^{j}\left|\nabla^{j}\left(v-\Pi_{\mathcal{T}} v\right)\right|\right) d x \leq C \int_{S_{T}} \phi_{|\nabla V|_{T} \mid}\left(h_{T}|\nabla v|\right) d x .
$$

Recalling the proof of Theorem 90, this drawback can be overcome by a change of the shift and estimating the perturbation term by the jump of $\mathbf{F}(\nabla V)$ over interelement sides; compare also Lemma 91. This term is proportional to the jump estimator.

### 3.4.2 Lower Bound

The proof of efficiency is based on the idea of Verfürth [75] of testing the residual by certain locally supported, nonnegative bubble functions; see also [77, 76]. We consider two types of bubble functions. Interior bubble functions, supported on a single element and side bubble functions supported on a pair of elements; see [77, 3].

Let $\hat{\lambda}_{0}, \ldots, \hat{\lambda}_{d}$ be the barycentric coordinates of the reference triangle $\hat{T}$. We define the interior bubble function on $\hat{T}$ by

$$
\hat{\psi}:=\frac{1}{d!} \frac{\hat{\lambda}_{0} \cdots \hat{\lambda}_{d}}{\int_{\hat{T}} \hat{\lambda}_{0} \cdots \hat{\lambda}_{d} d \hat{x}} .
$$

For $i=0, \ldots, d$, let $\hat{\sigma}_{i}:=$ conv hull $\left\{e_{0}, \ldots e_{i-1}, e_{i+1}, \ldots e_{d}\right\}$ be the $d-1$ subsimplex of $\hat{T}$ opposite to the node $e_{i}$. The side bubble function corresponding to
$\hat{\sigma}_{i}$ is then given by

$$
\hat{\chi}_{i}:=\frac{1}{(d-1)!} \frac{\hat{\lambda}_{0} \cdots \hat{\lambda}_{i-1} \hat{\lambda}_{i+1} \cdots \hat{\lambda}_{d}}{\int_{\hat{\sigma}_{i}} \hat{\lambda}_{0} \cdots \hat{\lambda}_{i-1} \hat{\lambda}_{i+1} \cdots \hat{\lambda}_{d} d \hat{\sigma}_{i}}
$$

The next step is to construct bubble functions on the physical elements. For a conforming triangulation $\mathcal{T}$ of $\Omega$ let for each $T \in \mathcal{T}$ the mapping $F_{T}: \hat{T} \rightarrow T$ as described in Section 3.3.1. We define the interior bubble function of $T \in \mathcal{T}$ by

$$
\psi_{T}:= \begin{cases}\hat{\psi} \circ F_{T}^{-1}, & \text { in } T \\ 0, & \text { elsewhere }\end{cases}
$$

For the side bubble function let $\sigma \in \mathcal{S}$ and $T_{1}, T_{2} \in \mathcal{T}$ be the elements with $T_{1} \cap T_{2}=\sigma$. Let further $i, j \in\{0, \ldots, d\}$ such that $\sigma=F_{T_{1}}\left(\sigma_{i}\right)=F_{T_{2}}\left(\sigma_{j}\right)$. Then we define the side bubble function $\chi_{\sigma}$ by

$$
\chi_{\sigma}:= \begin{cases}\hat{\chi}_{i} \circ F_{T_{1}}^{-1}, & \text { in } T_{1}, \\ \hat{\chi}_{j} \circ F_{T_{2}}^{-1}, & \text { in } T_{2}, \\ 0, & \text { elsewhere. }\end{cases}
$$

Note that $\psi_{T}$ and $\chi_{\sigma}$ are continuous piece-wise polynomials with zero boundary values on $T, \omega_{\sigma}$, respectively. Hence, we obtain $\psi_{T} \in W_{0}^{1, \phi}(T)$ and $\chi_{\sigma} \in$ $W_{0}^{1, \phi}\left(\omega_{\sigma}\right)$. The following lemma collects some properties of the bubble functions that can easily be deduced from their definition; see also [77, 3].

Lemma 93. Let $\mathcal{T}$ be a conforming triangulation of $\Omega$. Then there exists a constant $C>0$ depending solely on the shape-regularity of $\mathcal{T}$, such that for all $T \in \mathcal{T}, \sigma \in \mathcal{S}, \psi_{T} \in W_{0}^{1, \phi}(T), \chi_{\sigma} \in W_{0}^{1, \phi}\left(\omega_{\sigma}\right)$ and

$$
\begin{array}{rll}
\int_{T} \psi_{T} d x=|T|, & \left\|\psi_{T}\right\|_{L^{\infty}(T)} \leq C, & \left\|\nabla \psi_{T}\right\|_{L^{\infty}(T)} \leq \frac{C}{h_{T}} \\
\int_{\sigma} \chi_{\sigma} d \sigma=|\sigma|, & \left\|\chi_{\sigma}\right\|_{L^{\infty}\left(\omega_{\sigma}\right)} \leq C, & \left\|\nabla \chi_{\sigma}\right\|_{L^{\infty}\left(\omega_{\sigma}\right)} \leq \frac{C}{h_{\sigma}}
\end{array}
$$

Proof. We prove only the assertions for the element bubble function, since the proofs for the side bubble function work in the same fashion. The first claim follows from transforming the bubble function onto the standard simplex $\hat{T}$

$$
\int_{T} \psi_{T} d x=\int_{\hat{T}} \psi_{T} \circ F_{T}\left|\operatorname{det} D F_{T}\right| d \hat{x}=\left|\operatorname{det} D F_{T}\right| \int_{\hat{T}} \hat{\psi} d \hat{x}=\frac{\left|\operatorname{det} D F_{T}\right|}{d!} .
$$

Observing that $\left|\operatorname{det} D F_{T}\right|=d!|T|$, yields the assertion. The second claim follows from $\left\|\psi_{T}\right\|_{L^{\infty}(T)}=\|\hat{\psi}\|_{L^{\infty}(\hat{T})}$ for all $T \in \mathcal{T}$ and the third claim follows by an inverse estimate.

The concept of oscillation plays a fundamental role in the efficiency of the estimator. Since it is not possible to numerically evaluate the dual quasi-norm of the residual on an infinite dimensional space we estimate it by the computable quantity $\eta(U, \mathcal{T}, g)$; see Remark 79 for the concept of the dual quasi-norm. In particular, the estimator uses the $L^{\phi^{*}}$-regularity of the residual, which induces a stronger topology than the topology on $W_{0}^{-1, \phi}(\Omega)$; recall that $g \in L^{\phi^{*}}(\Omega)$ is assumed. This defect conditions the oscillation as a correction term in the lower bound Lemma 95.

For $v \in \mathbb{V}, T \in \mathcal{T}$, and $g \in L^{\phi^{*}}(\Omega)$, we define the oscillation by

$$
\operatorname{osc}^{2}(v, T, g):=\int_{T}\left(\phi_{|\nabla v|}\right)^{*}\left(h_{T}\left|g-g_{T}\right|\right) d x
$$

where $g_{T} \in \mathbb{R}$ such that the expression becomes minimal. Observe that $g_{T} \in \mathbb{R}$ is uniquely defined, since the function $\int_{T}\left(\phi_{|\nabla v|}\right)^{*}\left(h_{T}|g-c|\right) d x \in \mathbb{R}$ is strictly convex in $c \in \mathbb{R}$ and tends to infinity as $|c|$ tends to infinity. We define for any subset $\hat{\mathcal{T}} \subset \mathcal{T}$

$$
\operatorname{osc}^{2}(v, \hat{\mathcal{T}}, g):=\sum_{T \in \hat{\mathcal{T}}} \operatorname{osc}^{2}(v, T, g)
$$

Remark 94. Note that oscillation is dominated by the estimator, since

$$
\operatorname{osc}^{2}(v, T, g)=\inf _{c \in \mathbb{R}} \int_{T}\left(\phi_{|\nabla v|}\right)^{*}\left(h_{T}|g-c|\right) d x \leq \int_{T}\left(\phi_{|\nabla v|}\right)^{*}\left(h_{T}|g-0|\right) d x .
$$

The last term corresponds to the element-estimator and is therefore dominated by $\eta^{2}(v, V, T, g)$ for any $V \in \mathbb{V}(\mathcal{T})$.

Now, we are prepared to state the lower estimate for the residual.
Theorem 95 (lower bound). Let $u, U$ be the solutions of (3.21) and (3.18), respectively. Then there exists constants $C_{2}, \tilde{C}_{2}>0$ such that for all $T \in \mathcal{T}$

$$
C_{2} \eta(U, T, g) \leq\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}\left(\omega_{T}\right)}+\operatorname{osc}\left(U, \mathcal{T}\left(\omega_{T}\right), g\right)
$$

and

$$
\tilde{C}_{2} \eta(U, T, g) \leq\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}\left(\omega_{T}\right)}+\operatorname{osc}\left(u, \mathcal{T}\left(\omega_{T}\right), g\right) .
$$

The constants $C_{2}, \tilde{C}_{2}$ depend solely on $d, \Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, and the shape-regularity of $\mathcal{T}$.

Proof. We start with estimating the element-estimator. Let $g_{T} \in \mathbb{R}^{d}$ be arbitrary. We observe that (2.4) also holds in the $d$-dimensional case, i.e., there exists $s_{T} \in \mathbb{R}^{d}$ such that

$$
h_{T} g_{T} \cdot s_{T}=\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(h_{T}\left|g_{T}\right|\right)+\phi_{|\nabla U|_{T \mid}}\left(\left|s_{T}\right|\right),
$$

Again we used that $\left.\nabla U\right|_{T}=\left.\nabla U\right|_{T}$ is constant. Recalling that $\psi_{T} \in W_{0}^{1, \phi}(T) \subset$ $W_{0}^{1, \phi}(\Omega)$, we have $s_{T} \psi_{T} \in W_{0}^{1, \phi}(T)^{d} \subset W_{0}^{1, \phi}(\Omega)^{d}$. Hence, with the help of Lemma 93 and (3.23)

$$
\begin{aligned}
|T| & \left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(h_{T}\left|g_{T}\right|\right)+|T| \phi_{|\nabla U|_{T} \mid}\left(\left|s_{T}\right|\right)=|T| s_{T} \cdot\left(h_{T} g_{T}\right) \\
= & \int_{T} h_{T} g_{T} \cdot s_{T} \psi_{T} d x=\int_{T} g \cdot h_{T} s_{T} \psi_{T} d x+\int_{T} h_{T}\left(g_{T}-g\right) \cdot s_{T} \psi_{T} d x \\
= & \int_{T}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)): \nabla\left(h_{T} s_{T} \psi_{T}\right) d x+\int_{T} h_{T}\left(g_{T}-g\right) \cdot s_{T} \psi_{T} d x \\
\leq & \int_{T}|\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)|\left|s_{T}\right| h_{T}\left\|\nabla \psi_{T}\right\|_{L^{\infty}(T)} d x \\
& \quad+\int_{T} h_{T}\left|g_{T}-g\right|\left|s_{T}\right|\left\|\psi_{T}\right\|_{L^{\infty}(T)} d x \\
\leq & C \int_{T}|\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)|\left|s_{T}\right| d x+C \int_{T} h_{T}\left|g_{T}-g\right|\left|s_{T}\right| d x \\
= & \left(\operatorname{Lower}_{1}\right)+\left(\text { Lower }_{2}\right) .
\end{aligned}
$$

Now, applying Young's inequality (Proposition 11) we get for $\delta>0$

$$
\left(\text { Lower }_{1}\right) \preccurlyeq \int_{T} C_{\delta}\left(\phi_{|\nabla U|}\right)^{*}(|\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)|)+\delta \phi_{|\nabla U|}\left(\left|\left(s_{T} \psi_{T}\right)\right|\right) d x .
$$

The first term can be estimated with Corollary 65

$$
\begin{aligned}
\int_{T}\left(\phi_{|\nabla U|}\right)^{*}(|\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)|) d x & \approx \int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(\phi_{|\nabla U|}^{\prime}(|\nabla u-\nabla U|)\right) d x \\
& \approx\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(T)}^{2}
\end{aligned}
$$

Therefore, we have

$$
\begin{align*}
\left(\text { Lower }_{1}\right) & \preccurlyeq C_{\delta}\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(T)}^{2}+\delta \int_{T} \phi_{|\nabla U|}\left(\left|s_{T}\right|\right) d x  \tag{3.32}\\
& =C_{\delta}\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(T)}^{2}+\delta|T| \phi_{|\nabla U|_{T} \mid}\left(\left|s_{T}\right|\right) .
\end{align*}
$$

Similarly, Young's inequality (Proposition 11) and Lemma 93 yield for the second term (Lower ${ }_{2}$ )

$$
\begin{align*}
\left(\text { Lower }_{2}\right) & \preccurlyeq \int_{T} h_{T}\left|g_{T}-g\right|\left|s_{T}\right| d x  \tag{3.33}\\
& \leq C_{\delta} \int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}\left|g_{T}-g\right|\right) d x+\delta|T| \phi_{|\nabla U|_{T \mid} \mid}\left(\left|s_{T}\right|\right) .
\end{align*}
$$

The constant $C_{\delta}$ depends on $\Delta_{2}\left(\left\{\phi_{a}\right\}_{a \geq 0}\right)$ and hence on $\Delta_{2}(\phi)$; see Lemma 57 . Combining (3.32) and (3.33) we get

$$
\begin{aligned}
& |T|\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(h_{T}\left|g_{T}\right|\right)+|T| \phi_{|\nabla U|_{T} \mid}\left(\left|s_{T}\right|\right) \\
& \preccurlyeq C_{\delta}\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(T)}^{2}+C_{\delta} \int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}\left|g_{T}-g\right|\right) d x \\
& \quad+\delta|T| \phi_{|\nabla U|_{T} \mid}\left(\left|s_{T}\right|\right),
\end{aligned}
$$

hence, choosing $\delta>0$ small enough, this yields

$$
\int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}\left|g_{T}\right|\right) \preccurlyeq\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(T)}^{2}+\int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}\left|g_{T}-g\right|\right) d x .
$$

The triangle like inequality of Corollary 10 implies

$$
\int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right) d x \preccurlyeq \int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}\left|g_{T}\right|\right)+\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}\left|g_{T}-g\right|\right) d x
$$

Recalling that $g_{T} \in \mathbb{R}$ was arbitrary, we obtain

$$
\begin{equation*}
\int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right) d x \preccurlyeq\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(T)}^{2}+\operatorname{osc}^{2}(U, T, g) . \tag{3.34}
\end{equation*}
$$

It remains to estimate the jump-estimator. Let $\sigma \in \mathcal{S}, \sigma \subset T$ and recall from Corollary 65

$$
\begin{align*}
\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(\left|\llbracket \mathbf{A}(\nabla U) \rrbracket_{\sigma}\right|\right) & \approx\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(\phi_{|\nabla U|_{T \mid} \mid}^{\prime}\left(|\llbracket \nabla U \rrbracket|_{\sigma} \mid\right)\right) \\
& \approx \phi_{|\nabla U|_{T} \mid}\left(|\llbracket \nabla U \rrbracket|_{\sigma} \mid\right)  \tag{3.35}\\
& \approx|\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma} \mid .
\end{align*}
$$

As in the estimate of the element-estimator, there exists $s_{\sigma} \in \mathbb{R}^{d}$ such that Young's inequality is sharp (see also (2.4)), i.e.,

$$
\left.\llbracket \mathbf{A}(\nabla U) \rrbracket n\right|_{\sigma} \cdot s_{\sigma}=\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma} \mid\right)+\phi_{|\nabla U|_{T} \mid}\left(\left|s_{\sigma}\right|\right) .
$$

Recalling that $\chi_{\sigma} \in W_{0}^{1, \phi}\left(\omega_{\sigma}\right)$ we have from Lemma 93 and (3.23)

$$
\begin{aligned}
& h_{\sigma}|\sigma|\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma} \mid\right)+h_{\sigma}|\sigma| \phi_{|\nabla U|_{T} \mid}\left(\left|s_{\sigma}\right|\right)=\left.h_{\sigma}|\sigma| \llbracket \mathbf{A}(\nabla U) \rrbracket n\right|_{\sigma} \cdot s_{\sigma} \\
&=\left.h_{\sigma} \int_{\sigma} \llbracket \mathbf{A}(\nabla U) \rrbracket n\right|_{\sigma} \cdot s_{\sigma} \chi_{\sigma} d \sigma \\
&=-\int_{\omega_{\sigma}}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)): \nabla\left(s_{\sigma} h_{\sigma} \chi_{\sigma}\right) d x+\int_{\omega_{\sigma}} h_{\sigma} g \cdot s_{\sigma} \chi_{\sigma} d x \\
& \leq \int_{\omega_{\sigma}}|\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)|\left|s_{\sigma} \nabla\left(h_{\sigma} \chi_{\sigma}\right)\right| d x+\int_{\omega_{\sigma}} h_{\sigma}|g|\left|s_{\sigma} \chi_{\sigma}\right| d x \\
& \leq C \int_{\omega_{\sigma}}|\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)|\left|s_{\sigma}\right| d x+C \int_{\omega_{\sigma}} h_{\sigma}|g|\left|s_{\sigma}\right| d x \\
&=\left(\text { Lower }_{3}\right)+\left(\text { Lower }_{4}\right) .
\end{aligned}
$$

We estimate the two terms separately. For the first one we have with Young's inequality (Proposition 11) for $\delta>0$

$$
\left(\text { Lower }_{3}\right) \preccurlyeq \int_{\omega_{\sigma}} C_{\delta}\left(\phi_{|\nabla U|}\right)^{*}(|\mathbf{A}(\nabla u)-\nabla \mathbf{A}(\nabla U)|)+\delta \phi_{|\nabla U|}\left(\left|s_{\sigma}\right|\right) d x .
$$

The constant $C_{\delta}$ depends on $\Delta_{2}\left(\left\{\phi_{a}\right\}_{a \geq 0}\right)$ and hence on $\Delta_{2}(\phi)$; see Lemma 57 . Corollary 65 then yields

$$
\begin{equation*}
\left(\text { Lower }_{3}\right) \preccurlyeq C_{\delta} \int_{\omega_{\sigma}} \mid \mathbf{F}(\nabla u)-\mathbf{F}\left(\left.\nabla(U)\right|^{2} d x+\delta \int_{\omega_{\sigma}} \phi_{|\nabla U|}\left(\left|s_{\sigma}\right|\right) d x .\right. \tag{3.36}
\end{equation*}
$$

Similarly, for the second term $\left(\right.$ Lower $\left._{4}\right)$

$$
\begin{equation*}
\left(\text { Lower }_{4}\right) \preccurlyeq \int_{\omega_{\sigma}} C_{\delta}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{\sigma}|g|\right)+\delta \phi_{|\nabla U|}\left(\left|s_{\sigma}\right|\right) d x . \tag{3.37}
\end{equation*}
$$

Now, (3.36) and (3.37) imply

$$
\begin{aligned}
& h_{\sigma}|\sigma|\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(\left|\llbracket \mathbf{A}(\nabla U) \rrbracket_{\sigma}\right|\right)+h_{\sigma}|\sigma| \phi_{|\nabla U|_{T} \mid}\left(\left|s_{\sigma}\right|\right) \\
& \preccurlyeq C_{\delta} \int_{\omega_{\sigma}} \mid \mathbf{F}(\nabla u)-\mathbf{F}\left(\left.\nabla(U)\right|^{2} d x+C_{\delta} \int_{\omega_{\sigma}}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{\sigma}|g|\right) d x\right. \\
& \quad+\delta \int_{\omega_{\sigma}} \phi_{|\nabla U|}\left(\left|s_{\sigma}\right|\right) d x .
\end{aligned}
$$

To absorb the last term at the right hand side we need the constant shift $|\nabla U|_{T} \mid$ on $\omega_{\sigma}$. Let $\tilde{T} \in \mathcal{T}$ be the other element adjacent to $\sigma$, i.e., $T \cap \tilde{T}=\sigma$ and $T \cup \tilde{T}=\omega_{\sigma}$. Then, $\left|\mathbf{F}\left(\left.\nabla U\right|_{\tilde{T}}\right)-\mathbf{F}\left(\left.\nabla U\right|_{T}\right)\right|=|\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma} \mid$ and hence we get with Corollary 69

$$
\begin{aligned}
h_{\sigma}|\sigma|\left(\phi_{|\nabla U|_{T} \mid}\right)^{*} & \left(\left|\llbracket \mathbf{A}(\nabla U) \rrbracket_{\sigma}\right|\right)+h_{\sigma}|\sigma| \phi_{|\nabla U|_{T} \mid}\left(\left|s_{\sigma}\right|\right) \\
& \preccurlyeq C_{\delta} \int_{\omega_{\sigma}} \mid \mathbf{F}(\nabla u)-\mathbf{F}\left(\left.\nabla(U)\right|^{2} d x+C_{\delta} \int_{\omega_{\sigma}}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{\sigma}|g|\right) d x\right. \\
& +\delta\left\{\int_{\omega_{\sigma}} \phi_{|\nabla U|_{T} \mid}\left(\left|s_{\sigma}\right|\right)+|\llbracket \mathbf{F}(\nabla U) \rrbracket|_{\sigma} \mid d x\right\} .
\end{aligned}
$$

Recall (3.35) and that $\left|\omega_{\sigma}\right| \approx h_{\sigma}|\sigma|$, with the constants hidden in $\approx$ solely depending on the shape-regularity of $\mathcal{T}$. Therfore, we get

$$
\begin{aligned}
h_{\sigma}|\sigma|\left(\phi_{|\nabla U|_{T} \mid}\right)^{*} & \left(\left|\llbracket \mathbf{A}(\nabla U) \rrbracket_{\sigma}\right|\right)+h_{\sigma}|\sigma| \phi_{|\nabla U|_{T} \mid}\left(\left|s_{\sigma}\right|\right) \\
\preccurlyeq & C_{\delta} \int_{\omega_{\sigma}} \mid \mathbf{F}(\nabla u)-\mathbf{F}\left(\left.\nabla(U)\right|^{2} d x+C_{\delta} \int_{\omega_{\sigma}}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{\sigma}|g|\right) d x\right. \\
& \quad+\delta h_{\sigma}|\sigma| \phi_{|\nabla U|_{T} \mid}\left(\left|s_{\sigma}\right|\right)+\delta h_{\sigma}|\sigma|\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(\left|\llbracket \mathbf{A}(\nabla U) \rrbracket_{\sigma}\right|\right) .
\end{aligned}
$$

Now, choosing $\delta$ small enough, we obtain

$$
\begin{aligned}
h_{\sigma}|\sigma|\left(\phi_{|\nabla U|_{T} \mid}\right)^{*} & \left(|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma} \mid\right) \\
& \preccurlyeq \int_{\omega_{\sigma}} \mid \mathbf{F}(\nabla u)-\mathbf{F}\left(\left.\nabla(U)\right|^{2} d x+\int_{\omega_{\sigma}}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{\sigma}|g|\right) d x .\right.
\end{aligned}
$$

Since $h_{\sigma} \approx h_{T} \approx h_{\tilde{T}}$ for each of the two triangles $T, \tilde{T}$ adjacent to $\sigma$, the last term is equivalent to the element residual. Therefore, we can apply (3.34) element-wise to get

$$
\begin{aligned}
\int_{\sigma}\left(\phi_{|\nabla U|_{T} \mid}\right)^{*}\left(|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma} \mid\right) d \sigma \preccurlyeq & \int_{\omega_{\sigma}} \mid \mathbf{F}(\nabla u)-\mathbf{F}\left(\left.\nabla(U)\right|^{2} d x\right. \\
& +\operatorname{osc}^{2}\left(U, \mathcal{T}\left(\omega_{\sigma}\right), g\right) .
\end{aligned}
$$

Now, summing this estimate over all $\sigma \in \mathcal{S}, \sigma \subset T$ together with (3.34) proves the first assertion.

To prove the second claim, we observe with Corollary 71 that

$$
\int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(\left|g-g_{T}\right|\right) d x \preccurlyeq \int_{T}|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)|^{2} d x+\int_{T}\left(\phi_{|\nabla u|}\right)^{*}\left(\left|g-g_{T}\right|\right) d x
$$

for all $g_{T} \in \mathbb{R}$ and all $T \in \mathcal{T}$. Taking the infimum over all $g_{T} \in \mathbb{R}$ and substituting this into the first estimate yields the desired assertion.

The lower estimates above are local. Summing over all $T \in \mathcal{T}$ and taking into account the finite overlapping of the $\omega_{T}$ immediately yield global versions.

Corollary 96. Let $u, U$ be the solutions of (3.21) and (3.18), respectively. Then, it holds with the same constants $C_{2}, \tilde{C}_{2}>0$ as in Theorem 95

$$
C_{2} \eta(U, \mathcal{T}, g) \leq\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(\Omega)}+\operatorname{osc}(U, \mathcal{T}, g)
$$

and

$$
\tilde{C}_{2} \eta(U, \mathcal{T}, g) \leq\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(\Omega)}+\operatorname{osc}(u, \mathcal{T}, g) .
$$

Remark 97. Former a posteriori estimates for the error in the energy norm lack in a gap in the power of the upper and the lower bound; see [7, 77, 74]. This gap is induced from the gap between the dual norm of the residual and the energy norm (see Remark 79 and [74]) and therefore cannot be avoided.

Remark 98. Liu and Yan proved in [52, 53] similar estimates for the case $\phi(t)=$ $\frac{1}{r} t^{r}, r \in(1, \infty)$. In particular, they show

$$
\begin{aligned}
\|u-U\|_{(r)}^{2} & \preccurlyeq\left(\eta_{1}^{2}+\eta_{2}^{2}\right)+\eta^{2} \\
\eta_{1}^{2}+\eta_{2}^{2} & \preccurlyeq u-U \|_{(r)}^{2}+\epsilon^{2},
\end{aligned}
$$

where $\frac{1}{r}+\frac{1}{r^{\prime}}=1$ and

$$
\begin{aligned}
\|u-U\|_{(r)}^{2} & =\int_{\Omega}(|\nabla U|+|\nabla(u-U)|)^{r-2}|\nabla(u-U)|^{2} d x \\
\eta_{1}^{2} & =\sum_{T \in \mathcal{T}} \int_{T}\left(|\nabla U|^{r-1}+h_{T}|g|\right)^{r^{\prime}-2} h_{T}^{2}|g|^{2} d x \\
\eta_{2}^{2} & =\left.\sum_{\sigma \in \mathcal{S}} \int_{\omega_{\sigma}}\left(|\nabla U|^{r-1}+\left.|\llbracket \mathbf{A}(\nabla U) \rrbracket|\right|_{\sigma} \mid\right)^{r^{\prime}-2}|\llbracket \mathbf{A}(\nabla U) \rrbracket|_{\sigma}\right|^{2} d \sigma \\
\eta^{2} & =\left.\sum_{\sigma \in \mathcal{S}} \int_{\omega_{\sigma}}\left(|\nabla U|+|\llbracket \nabla U \rrbracket|_{\sigma} \mid\right)^{r-2}|\llbracket \nabla U \rrbracket|_{\sigma}\right|^{2} d \sigma,
\end{aligned}
$$

and

$$
\epsilon^{2}=\sum_{T \in \mathcal{T}} \int_{T}\left(|\nabla U|^{r-1}+h_{T}\left|g-g_{T}\right|\right)^{r^{\prime}-2} h_{T}^{2}\left|g-g_{T}\right|^{2} d x .
$$

In [53, 52] the contributions $\eta_{2}$ and $\eta$ are defined by integrating over a particularly chosen simplex in $\mathcal{T}\left(\omega_{\sigma}\right), \sigma \in \mathcal{S}$. We neglected this special choice, since it is just a matter of constants: For fixed $\sigma \in \mathcal{S}$ let $\left\{T_{1}, T_{2}\right\}=\mathcal{T}\left(\omega_{\sigma}\right)$. Then, the triangle inequality yields

$$
\begin{aligned}
\left|\nabla U\left(T_{1}\right)\right|+|\llbracket \nabla U \rrbracket|_{\sigma} \mid & =\left|\nabla U\left(T_{1}\right)\right|+\left|\nabla U\left(T_{1}\right)-\nabla U\left(T_{2}\right)\right| \\
& \approx\left|\nabla U\left(T_{2}\right)\right|+\left|\nabla U\left(T_{1}\right)-\nabla U\left(T_{2}\right)\right| \\
& =\left|\nabla U\left(T_{2}\right)\right|+|\llbracket \nabla U \rrbracket|_{\sigma} \mid .
\end{aligned}
$$

For $\eta_{2}$ a similar argument applies. Thus, the above estimators are equivalent to the ones of Liu and Yan.

We will now show that that our estimates generalize those of Liu and Yan. As we observed in Remark 75 and Lemma 74, it holds

$$
\left.\|u-U\|_{(r)}^{2} \approx \int_{\Omega} \phi_{|\nabla U|}(\mid \nabla u-\nabla U) \mid\right) d x=\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(\Omega)}^{2}
$$

Furthermore, we have by

$$
\phi^{\prime}(t)=t^{r-1} \quad \text { and } \quad\left(\phi^{*}\right)^{\prime \prime}(t)=\left(r^{\prime}-1\right) t^{r^{\prime}-2}
$$

that

$$
\begin{aligned}
\eta_{1}^{2} & \approx \sum_{T \in \mathcal{T}} \int_{T}\left(\phi^{*}\right)^{\prime \prime}\left(\phi^{\prime}(|\nabla U|)+h_{T}|g|\right) h_{T}^{2}|g|^{2} d x \\
& \approx \sum_{T \in \mathcal{T}} \int_{T}\left(\phi^{*}\right)_{\phi^{\prime}(|\nabla U|}\left(h_{T}|g|\right) d x \\
& \approx \sum_{T \in \mathcal{T}} \int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|g|\right) d x
\end{aligned}
$$

where we used the estimates of Proposition 62 and Lemma 60. Hence $\eta_{1}$ is equivalent to the element-estimator. In the same way it can be shown that $\epsilon$ is equivalent to $\operatorname{osc}(U, \mathcal{T}, g)$.

To handle the last two terms, $\eta_{2}$ and $\eta$, we observe by similar estimates as for $\eta_{1}$ that

$$
\begin{aligned}
\left(|\mathbf{Q}|^{r-1}+\right. & |\mathbf{A}(\mathbf{Q})-\mathbf{A}(\mathbf{P})|)^{r^{\prime}-2}|\mathbf{A}(\mathbf{Q})-\mathbf{A}(\mathbf{P})|^{2} \\
& \approx \phi^{\prime \prime}\left(\phi^{\prime}(|\mathbf{Q}|)+|\mathbf{A}(\mathbf{Q})-\mathbf{A}(\mathbf{P})|\right)|\mathbf{A}(\mathbf{Q})-\mathbf{A}(\mathbf{P})|^{2} \\
& \approx\left(\phi_{|\mathbf{Q}|}\right)^{*}(|\mathbf{A}(\mathbf{Q})-\mathbf{A}(\mathbf{P})|) \\
& \approx|\mathbf{F}(\mathbf{P})-\mathbf{F}(\mathbf{Q})|^{2},
\end{aligned}
$$

for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$, where the last estimate is shown in Corollary 65. Furthermore, Proposition 62 yields

$$
|\mathbf{F}(\mathbf{P})-\mathbf{F}(\mathbf{Q})|^{2} \approx \phi_{|\mathbf{Q}|}(|\mathbf{P}-\mathbf{Q}|) \approx(|\mathbf{Q}|+|\mathbf{P}-\mathbf{Q}|)^{r-2}|\mathbf{P}-\mathbf{Q}|^{2}
$$

for all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$. Hence, $\eta_{2}$ as well as $\eta$ are equivalent to the jump estimator.
Summarizing, Theorems 90 and 95 generalize the estimates of Liu and Yan to more general N-functions; see [53, 52]. Moreover, they avoid unnecessary terms and clarify the presentation.

### 3.5 Adaptive Finite Elements

Although adaptive finite elements have been a powerful tool of engineering and scientific computing for about three decades, the convergence analysis is rather recent. It started with Dörfler [36], who introduced a crucial marking, from now on called Dörflers marking. Later Morin, Nochetto, and Siebert [57, 58] established linear convergence for linear elliptic problems. The first plain convergence result for the nonlinear Poisson equation is due to Veeser [74]. Further convergence results can be found in $[20,55,19,61,60,70]$; see also Remark 111.

In Section 3.5.1 we introduce an adaptive finite element method (AFEM) for the nonlinear Poisson equation. Then, after some auxiliary results in Section 3.5.2 the main result in Section 3.5.3, which is basically from [28, 27], states linear convergence of AFEM. Finally, the section is closed by a result on the quasi-optimal convergence rate of AFEM based on the results in [71, 19, 27].

For the remainder of this chapter we assume that the polygonal domain $\Omega \subset$ $\mathbb{R}^{d}$ is triangulated by a conforming initial triangulation $\mathcal{T}_{0}$.

### 3.5.1 Adaptive Finite Element Method (AFEM)

The adaptive finite element method AFEM for the nonlinear Poisson equation (3.21) consists of a loop

$$
\text { SOLVE } \rightarrow \text { ESTIMATE } \rightarrow \text { MARK } \rightarrow \text { REFINE. }
$$

The procedure SOLVE calculates the Ritz Galerkin solution. For any conforming triangulation $\mathcal{T}$ of $\Omega$ we suppose that the routine SOLVE outputs the exact Ritz-Galerkin solution $U \in \mathbb{V}(\mathcal{T})$ of (3.22) with right hand side $g \in L^{\phi^{*}}(\Omega)$

$$
U=\operatorname{SOLVE}(\mathcal{T}, g)
$$

Next, the error between the discrete solution $U$ and the continuous solution $u$ of (3.21) is estimated by ESTIMATE. We assume that, given a conforming triangulation $\mathcal{T}$ of $\Omega$, the finite element solution $U \in \mathscr{V}(\mathcal{T})$, and the right hand side $g \in L^{\phi^{*}}(\Omega)$ of (3.21), the procedure ESTIMATE outputs the error indicators (3.24)

$$
\{\eta(U, T, g)\}_{T \in \mathcal{T}}=\operatorname{ESTIMATE}(U, \mathcal{T}, g)
$$

In the selection of elements for refinement we rely on Dörfler marking. Given a grid $\mathcal{T}$, the set of indicators $\{\eta(U, T, g)\}_{T \in \mathcal{T}}$, and a marking parameter $\theta \in(0,1]$, we suppose that MARK outputs a subset $\mathcal{M} \subset \mathcal{T}$ of marked elements, i.e.,

$$
\mathcal{M}=\operatorname{MARK}\left(\{\eta(U, T, g)\}_{T \in \mathcal{T}}, \mathcal{T}, \theta\right)
$$

such that $\mathcal{M}$ satisfies the Dörfler property

$$
\eta(U, \mathcal{M}, g) \geq \theta \eta(U, \mathcal{T}, g)
$$

Refinement is based on shape-regular bisection of single elements. Any given $d$ simplex is subdivided into two sub-simplices of the same size such that the minimal angle is uniformly bounded from below. We do not go too much into detail of refining routines and just assume that there exists a procedure REFINE, that produces a conforming refinement of a given triangulation $\mathcal{T}$ based on a certain subset $\mathcal{M} \subset \mathcal{T}$ of marked elements and an integer $b$. In particular, let

$$
\mathcal{T}_{*}=\operatorname{REFINE}(\mathcal{T}, \mathcal{M}, b),
$$

then $\mathcal{T}_{*}$ is a conforming triangulation of $\Omega$ such that for $T \in \mathcal{M}$ the set $\mathcal{T}_{*}(T)$ has at least $2^{b}$ elements, i.e., $T$ is at least bisected $b$ times. Moreover, bisection implies the mesh-size reduction of the refined elements $T^{\prime} \in \mathcal{T}_{*}(T), T \in \mathcal{M}$,

$$
\begin{equation*}
\left|T^{\prime}\right| \leq 2^{-b}|T| \quad \text { or equivalently } \quad h_{T^{\prime}} \leq 2^{-b / d} h_{T} . \tag{3.38}
\end{equation*}
$$

Note that due to conformity of meshes additional refinements may be mandatory and therefore we do not have equality in the above display.

We call $\mathbb{T}$ the set of conforming triangulations of $\Omega$ that can be produced from $\mathcal{T}_{0}$ by finite many calls of REFINE. Furthermore, we suppose that the shaperegularity $\sigma(\mathbb{T})$ is bounded. For the existence of such a procedure REFINE we refer to $[5,54,56,67,71,72]$.

Let $\phi$ be an N-function that satisfies Assumption 40, we assume that $g \in$ $L^{\phi^{*}}(\Omega)$ in (3.21). The precise formulation of AFEM is as follows.

Algorithm 99 (AFEM). Given a conforming initial triangulation $\mathcal{T}_{0}$ of $\Omega, b \in \mathbb{N}$ and a marking parameter $\theta \in(0,1]$, let $k=0$

1. $U_{k}=\operatorname{SOLVE}\left(\mathcal{T}_{k}, g\right)$;
2. $\left\{\eta\left(U_{k}, T, g\right)\right\}_{T \in \mathcal{T}_{k}}=\operatorname{ESTIMATE}\left(U_{k}, \mathcal{T}_{k}, g\right)$;
3. $\mathcal{M}_{k}=\operatorname{MARK}\left(\left\{\eta\left(U_{k}, T, g\right)\right\}_{T \in \mathcal{I}_{k}}, \mathcal{T}_{k}, \theta\right)$;
4. $\mathcal{T}_{k+1}=\operatorname{REFINE}\left(\mathcal{T}_{k}, \mathcal{M}_{k}, b\right) ;$ increment $k$ and go to step (1).

### 3.5.2 Auxiliary Results

One of the basic ideas in proving linear convergence of Algorithm 99 (AFEM) in the linear case is the so called error reduction property; see [58, 57, 19] as well as Remark 101. This property can be generalized to the nonlinear case by the energy reduction property (see also [74]): Let $\mathbb{V}_{1} \subset \mathbb{V}_{2} \subset \mathbb{V}$ be closed subspaces and $u_{1} \in \mathbb{V}_{1}, u_{2} \in \mathbb{V}_{2}$, and $u \in \mathbb{V}$ be the unique minimizers of the energy functional $\mathcal{J}$ (3.10) in their respective spaces; compare with Corollary 55. Then, we have

$$
\begin{equation*}
\mathcal{J}\left(u_{2}\right)-\mathcal{J}(u)=\mathcal{J}\left(u_{1}\right)-\mathcal{J}(u)-\left(\mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right)\right) . \tag{3.39}
\end{equation*}
$$

Note that since $\mathbb{V}_{1} \subset \mathbb{V}_{2} \subset \mathbb{V}$, we have

$$
\mathcal{J}(u) \leq \mathcal{J}\left(u_{2}\right) \leq \mathcal{J}\left(u_{1}\right)
$$

Thus, (3.39) yields an energy reduction and it remains to find a link between the energy differences and the error. This is the content of the following proposition from [28].

Proposition 100 (energy reduction in nested spaces). Let $u_{1} \in \mathbb{V}_{1}$ and $u_{2} \in \mathbb{V}_{2}$ be the minimizers of the energy functional $\mathcal{J}$ with respect to the closed subspaces $\mathbb{V}_{1} \subset \mathbb{V}_{2} \subset \mathbb{V}$. Then there exist constants $C_{3}, c_{3}>0$ such that

$$
c_{3}\left\|\mathbf{F}\left(\nabla u_{1}\right)-\mathbf{F}\left(\nabla u_{2}\right)\right\|_{L^{2}(\Omega)}^{2} \leq \mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right) \leq C_{3}\left\|\mathbf{F}\left(\nabla u_{1}\right)-\mathbf{F}\left(\nabla u_{2}\right)\right\|_{L^{2}(\Omega)}^{2}
$$

The constants $c_{3}, C_{3}$ depend only on $\Delta\left(\left\{\phi, \phi^{*}\right\}\right)$ and the constants of Assumption 40.

Proof. For the sake of completeness we sketch the proof. We define $\Phi(\mathbf{Q}):=$ $\phi(|\mathbf{Q}|)$ for $\mathbf{Q} \in \mathbb{R}^{d \times d}$, hence $\mathcal{J}(v)=\int_{\Omega} \Phi(\nabla v)-g \cdot v d x$. Let $h(t):=\mathcal{J}\left(\left[u_{1}, u_{2}\right]_{t}\right)$ for $t \in \mathbb{R}$, where $\left[u_{2}, u_{1}\right]_{t}:=(1-t) u_{2}+t u_{1}$. Since $u_{2}$ is the minimal function of $\mathcal{J}$ in $\mathbb{V}_{2} \supset \mathbb{V}_{1}$, we have $h^{\prime}(0)=0$. We denote as $D_{i j}$ the partial derivative in
direction of the $i j$-th matrix component and as $D_{i} v^{j}$ the $i$-th partial derivative of the $j$-th component of $v \in \mathbb{V}$. We get by Taylors formula

$$
\begin{align*}
& \mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right)=h(1)-h(0)=\frac{1}{2} \int_{0}^{1} h^{\prime \prime}(t)(1-t) d t  \tag{3.40}\\
& \quad=\frac{1}{2} \sum_{i, j, k, l} \int_{0}^{1} \int_{\Omega}\left(D_{i j} D_{k l} \Phi\right)\left(\left[u_{2}, u_{1}\right]_{t}\right)\left(D_{i} u_{1}^{j}-D_{i} u_{2}^{j}\right)\left(D_{k} u_{1}^{l}-D_{k} u_{2}^{l}\right) d x(1-t) d t .
\end{align*}
$$

Note that the expression above is well defined if we extend $\phi^{\prime \prime}(t) t$ continuously to zero for $t=0$; see Assumption 40. Recalling (3.3), then for $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$ with $\mathbf{Q}=\left(Q_{i j}\right)_{i, j=1, \ldots, d}$, it holds

$$
\sum_{i, j, k, l} D_{i j} D_{k l} \Phi(\mathbf{P}) Q_{i j} Q_{k l}=\frac{\phi^{\prime}(|\mathbf{P}|)}{|\mathbf{P}|}\left(|\mathbf{Q}|^{2}-\frac{|\mathbf{P}: \mathbf{Q}|}{|\mathbf{P}|^{2}}\right)+\phi^{\prime \prime}(|\mathbf{P}|) \frac{|\mathbf{P}: \mathbf{Q}|^{2}}{|\mathbf{P}|^{2}}
$$

By Assumption 40 there are constants $C, c>0$ such that $c \phi^{\prime}(t) \leq t \phi^{\prime \prime}(t) \leq$ $C \phi^{\prime}(t)$ for all $t \in[0, \infty)$. Therefore,

$$
\begin{aligned}
\sum_{i, j, k, l} D_{i j} D_{k l} \Phi(\mathbf{P}) Q_{i j} Q_{k l} & \leq \frac{\phi^{\prime}(|\mathbf{P}|)}{|\mathbf{P}|}|\mathbf{Q}|^{2}+C \frac{\phi^{\prime}(|\mathbf{P}|)}{|\mathbf{P}|^{3}}|\mathbf{P}|^{2}|\mathbf{Q}|^{2} \\
& \leq(1+C) \frac{\phi^{\prime}(|\mathbf{P}|)}{|\mathbf{P}|}|\mathbf{Q}|^{2}
\end{aligned}
$$

and on the other hand

$$
\begin{aligned}
\sum_{i, j, k, l} D_{i j} D_{k l} \Phi(\mathbf{P}) Q_{i j} Q_{k l} & \geq \frac{\phi^{\prime}(|\mathbf{P}|)}{|\mathbf{P}|}|\mathbf{Q}|^{2}+(c-1) \frac{\phi^{\prime}(|\mathbf{P}|)}{|\mathbf{P}|} \frac{|\mathbf{P}: \mathbf{Q}|^{2}}{|\mathbf{P}|^{2}} \\
& \geq c \frac{\phi^{\prime}(|\mathbf{P}|)}{|\mathbf{P}|}|\mathbf{Q}|^{2}
\end{aligned}
$$

i.e.,

$$
\sum_{i, j, k, l} D_{i j} D_{k l} \Phi(\mathbf{P}) Q_{i j} Q_{k l} \approx \frac{\phi^{\prime}(|\mathbf{P}|)}{|\mathbf{P}|}|\mathbf{Q}|^{2}
$$

uniformly in $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{d \times d}$. Combining the last estimate with (3.40), we obtain

$$
\begin{equation*}
\mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right) \approx \int_{0}^{1} \int_{\Omega} \frac{\phi^{\prime}\left(\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right|\right)}{\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right|}\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x(1-t) d t \tag{3.41}
\end{equation*}
$$

Since $(1-t) \leq 1$ we can estimate

$$
\begin{aligned}
\mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right) & \preccurlyeq \int_{0}^{1} \int_{\Omega} \frac{\phi^{\prime}\left(\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right|\right)}{\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right|}\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x d t \\
& =\int_{\Omega} \int_{0}^{1} \frac{\phi^{\prime}\left(\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right|\right)}{\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right|} d t\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x .
\end{aligned}
$$

Now, an application of Lemma 46, Assumption 40, and Lemma 74 yields

$$
\begin{aligned}
\mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right) & \preccurlyeq \int_{\Omega} \frac{\phi^{\prime}\left(\left|\nabla u_{2}\right|+\left|\nabla u_{1}\right|\right)}{\left|\nabla u_{2}\right|+\left|\nabla u_{1}\right|}\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x \\
& \approx \int_{\Omega} \phi^{\prime \prime}\left(\left|\nabla u_{2}\right|+\left|\nabla u_{1}\right|\right)\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x \\
& \approx\left\|\mathbf{F}\left(\nabla u_{1}\right)-\mathbf{F}\left(\nabla u_{2}\right)\right\|_{L^{2}(\Omega)}^{2} .
\end{aligned}
$$

On the other hand observe that $2(1-t)$ is a density of a probability measure on the Borel $\sigma$-algebra over $(0,1)$. Therefore, since $\phi$ is convex we can estimate (3.41) with Jensen's inequality (Lemma 4)

$$
\begin{aligned}
\mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right) & \succcurlyeq \int_{\Omega} \int_{0}^{1} \frac{\phi^{\prime}\left(\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right|\right)}{\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right|}(1-t) d t\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x \\
& \succcurlyeq \int_{\Omega} \int_{0}^{1} \frac{\phi\left(\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right|\right)}{\left(\left|\nabla u_{2}\right|+\left|\nabla u_{1}\right|\right)^{2}}(1-t) d t\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x \\
& \succcurlyeq \int_{\Omega} \frac{\phi\left(\int_{0}^{1}\left|\left[\nabla u_{2}, \nabla u_{1}\right]_{t}\right| 2(1-t) d t\right)}{\left(\left|\nabla u_{2}\right|+\left|\nabla u_{1}\right|\right)^{2}}\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x .
\end{aligned}
$$

Both $\int_{0}^{1}\left|[\mathbf{P}, \mathbf{Q}]_{t}\right| 2(1-t) d t$ and $|\mathbf{P}|+|\mathbf{Q}|$ define a norm on the space $\mathbb{R}^{d \times d} \times \mathbb{R}^{d \times d}$. Thus, they are equivalent, i.e.,

$$
\int_{0}^{1}\left|[\mathbf{P}, \mathbf{Q}]_{t}\right| 2(1-t) d t \approx|\mathbf{P}|+|\mathbf{Q}|
$$

uniformly in $\mathbf{P}, \mathbf{Q}$. This, together with Assumption 40 and Lemma 74 yields

$$
\begin{aligned}
\mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right) & \succcurlyeq \int_{\Omega} \frac{\phi\left(\left|\nabla u_{2}\right|+\left|\nabla u_{1}\right|\right)}{\left(\left|\nabla u_{2}\right|+\left|\nabla u_{1}\right|\right)^{2}}\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x \\
& \succcurlyeq \int_{\Omega} \phi^{\prime \prime}\left(\left|\nabla u_{2}\right|+\left|\nabla u_{1}\right|\right)\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x \\
& \approx\left\|\mathbf{F}\left(\nabla u_{1}\right)-\mathbf{F}\left(\nabla u_{2}\right)\right\|_{L^{2}(\Omega)}^{2} .
\end{aligned}
$$

Hence, the lemma is proven.

Remark 101. In the linear case, i.e., for $\phi(t)=\frac{1}{2} t^{2}$ we have with the notation of Proposition 100

$$
\mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right)=\int_{\Omega} \frac{1}{2}\left|\nabla u_{1}\right|^{2}-\frac{1}{2}\left|\nabla u_{2}\right|^{2} d x-\int_{\Omega} g \cdot\left(u_{1}-u_{2}\right) .
$$

Since $u_{1}, u_{2}$ are minimal functions of $\mathcal{J}$ in their respective spaces $\mathbb{V}_{1} \subset \mathbb{V}_{2}$, it holds

$$
\left\langle D J\left(u_{i}\right), v\right\rangle=\int_{\Omega} \nabla u_{i}: \nabla v-g \cdot v d x=0 \quad \text { for all } v \in \mathbb{V}_{i}
$$

$i=1,2$. Therefore, $\mathbb{V}_{1} \subset \mathbb{V}_{2}$ implies

$$
\int_{\Omega} g \cdot\left(u_{1}-u_{2}\right) d x=\int_{\Omega}\left|\nabla u_{1}\right|^{2}-\left|\nabla u_{2}\right|^{2} d x
$$

and

$$
\int_{\Omega} g \cdot u_{1} d x=\int_{\Omega}\left|\nabla u_{1}\right|^{2} d x=\int_{\Omega} \nabla u_{2}: \nabla u_{1} d x .
$$

Altogether this yields

$$
\begin{aligned}
\mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right) & =\int_{\Omega} \frac{1}{2}\left|\nabla u_{2}\right|^{2}-\frac{1}{2}\left|\nabla u_{1}\right|^{2} d x \\
& =\int_{\Omega} \frac{1}{2}\left|\nabla u_{2}\right|^{2}-\nabla u_{2}: \nabla u_{1}+\frac{1}{2}\left|\nabla u_{1}\right|^{2} d x \\
& =\int_{\Omega} \frac{1}{2}\left|\nabla u_{1}-\nabla u_{2}\right|^{2} d x
\end{aligned}
$$

Thus, in the linear case the energy reduction property (3.39) is equivalent to the error reduction property

$$
\begin{aligned}
\frac{1}{2}\left\|u_{2}-u\right\|_{L^{2}(\Omega)}^{2} & =\mathcal{J}\left(u_{2}\right)-\mathcal{J}(u)=\mathcal{J}\left(u_{1}\right)-\mathcal{J}(u)-\left(\mathcal{J}\left(u_{1}\right)-\mathcal{J}\left(u_{2}\right)\right) \\
& =\frac{1}{2}\left\|u_{1}-u\right\|_{L^{2}(\Omega)}^{2}-\frac{1}{2}\left\|u_{1}-u_{2}\right\|_{L^{2}(\Omega)}^{2} ;
\end{aligned}
$$

see [74].
Convergence of Algorithm 99 AFEM) is naturally based on properties of the estimator, since it contains the only available information on the error. The following technical results reveal the behavior of the estimator on perturbations.
Lemma 102. Let $\mathcal{T}$ be a conforming triangulation of $\Omega$, $v, w \in \mathbb{V}, V \in \mathbb{V}(\mathcal{T})$, then there exists $\Lambda_{1}>0$ solely dependent on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, such that for all $T \in \mathcal{T}$, $\delta>0$

$$
\eta^{2}(v, V, T, g) \leq\left(1+C_{\delta}\right) \Lambda_{1} \eta^{2}(w, V, T, g)+\delta \Lambda_{1}\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(T)}^{2}
$$

The constant $C_{\delta}$ stems from Young's inequality (Proposition 11) and depends only on $\delta$ and $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.

Proof. Applying Corollary 71 to the element-estimator yields for $\delta>0$

$$
\begin{aligned}
\int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}\left(h_{T}|g|\right) d x \preccurlyeq & \left(1+C_{\delta}\right) \int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}\left(h_{T}|g|\right) d x \\
& +\delta\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(T)}^{2}
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
\eta^{2}(v, V, T, g)= & \int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}\left(h_{T}|g|\right) d x+\int_{\partial T} h_{T}|\llbracket \mathbf{F}(\nabla V) \rrbracket|^{2} d \sigma \\
\preccurlyeq & \left(1+C_{\delta}\right) \int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}\left(h_{T}|g|\right) d x+\delta\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(T)}^{2} \\
& +\int_{\partial T} h_{T}|\llbracket \mathbf{F}(\nabla V) \rrbracket|^{2} d \sigma \\
\leq & \left(1+C_{\delta}\right) \eta^{2}(w, V, T, g)+\delta\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(T)}^{2} .
\end{aligned}
$$

Choosing $\delta$ small enough yields the assertion.
The following corollary is a direct consequence of Lemma 102 and the upper bound Theorem 90.

Corollary 103. Let $\mathcal{T}$ be a conforming triangulation of $\Omega$, let $u \in \mathbb{V}$ be the solution of (3.21) and $U \in \mathbb{V}(\mathcal{T})$ its Ritz-Galerkin approximation. Then there exist constants $c_{4}, C_{4}>0$ such that

$$
c_{4} \eta(u, U, \mathcal{T}, g) \leq \eta(U, \mathcal{T}, g) \leq C_{4} \eta(u, U, \mathcal{T}, g),
$$

where the constants $c_{4}, C_{4}$ depend solely on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and the shape-regularity of $\mathcal{T}$.

Proof. Summing over all $T \in \mathcal{T}$, Lemma 102 yields for $v, w \in \mathbb{V}$

$$
\eta^{2}(v, U, \mathcal{T}, g) \leq\left(1+C_{\delta}\right) \Lambda_{1} \eta^{2}(w, U, \mathcal{T}, g)+\delta \Lambda_{1}\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(\Omega)}^{2} .
$$

If now $v=u$ and $w=U$ or $v=U$ and $w=u$, the last term can be estimated by the upper bound Theorem 90. This yields the assertion.

Lemma 104. Let $\mathcal{T}$ be a conforming triangulation, $v \in \mathbb{V}$ and $V, W \in \mathbb{V}(\mathcal{T})$. Then there exists a constant $\Lambda_{2}$ solely depending on the shape regularity of $\mathcal{T}$ and d such that

$$
\eta^{2}(v, V, T, g) \leq(1+\delta) \eta^{2}(v, W, T, g)+\left(1+\delta^{-1}\right) \Lambda_{2}\|\mathbf{F}(\nabla V)-\mathbf{F}(\nabla W)\|_{L^{2}\left(\omega_{T}\right)}^{2},
$$

for all $T \in \mathcal{T}$.

Proof. Since the element-residual does not depend on the discrete solution in the second argument of the estimator, it suffices to prove the assertion for the jump estimator. It holds for $\sigma \in \mathcal{S} \cap \partial T$ with the triangle inequality and Young's inequality st $\leq \frac{\delta}{2} s^{2}+\frac{1}{2 \delta} t^{2}$ for $\delta>0$

$$
\begin{aligned}
h_{T}\|\llbracket \mathbf{F}(\nabla V) \rrbracket\|_{L^{2}(\sigma)}^{2}= & h_{T}\|\llbracket \mathbf{F}(\nabla V)-\mathbf{F}(\nabla W)+\mathbf{F}(\nabla W) \rrbracket\|_{L^{2}(\sigma)}^{2} \\
\leq & (1+\delta) h_{T}\|\llbracket \mathbf{F}(\nabla W) \rrbracket\|_{L^{2}(\sigma)}^{2} \\
& +\left(1+\delta^{-1}\right) h_{T}\|\llbracket \mathbf{F}(\nabla V)-\mathbf{F}(\nabla W) \rrbracket\|_{L^{2}(\sigma)}^{2} .
\end{aligned}
$$

Let now $T^{\prime} \in \mathcal{T}$ such that $\sigma=T \cap T^{\prime}$ and recall that $\nabla V, \nabla W$ are piecewise constant. Shape regularity yields $|T| \approx h_{T}|\sigma| \approx h_{T^{\prime}}|\sigma| \approx\left|T^{\prime}\right|$ and thus the second term can be estimated by

$$
\begin{aligned}
& h_{T}\| \| \mathbf{F}(\nabla V)-\mathbf{F}(\nabla W) \rrbracket \|_{L^{2}(\sigma)}^{2} \leq 2 h_{T}\left\|\mathbf{F}\left(\left.\nabla V\right|_{T}\right)-\mathbf{F}\left(\left.\nabla W\right|_{T}\right)\right\|_{L^{2}(\sigma)}^{2} \\
&+2 h_{T}\left\|\mathbf{F}\left(\left.\nabla V\right|_{T^{\prime}}\right)-\mathbf{F}\left(\left.\nabla W\right|_{T^{\prime}}\right)\right\|_{L^{2}(\sigma)}^{2} \\
&= 2 h_{T}|\sigma|\left|\mathbf{F}\left(\left.\nabla V\right|_{T}\right)-\mathbf{F}\left(\left.\nabla W\right|_{T}\right)\right|^{2} \\
&+2 h_{T}|\sigma|\left|\mathbf{F}\left(\left.\nabla V\right|_{T^{\prime}}\right)-\mathbf{F}\left(\left.\nabla W\right|_{T^{\prime}}\right)\right|_{L^{2}(\sigma)}^{2} \\
& \approx \int_{T}\left|\mathbf{F}\left(\left.\nabla V\right|_{T}\right)-\mathbf{F}\left(\left.\nabla W\right|_{T}\right)\right|^{2} d x \\
&+\int_{T^{\prime}}\left|\mathbf{F}\left(\left.\nabla V\right|_{T^{\prime}}\right)-\mathbf{F}\left(\left.\nabla W\right|_{T^{\prime}}\right)\right|_{L^{2}(\sigma)}^{2} d x \\
&=\|\mathbf{F}(\nabla V)-\mathbf{F}(\nabla W)\|_{L^{2}\left(\omega_{\sigma}\right)}^{2}
\end{aligned}
$$

Since it holds $\omega_{T}=$ interior $\bigcup\left\{\omega_{\sigma} \mid \sigma \in \mathcal{S}: \sigma \subset \partial T\right\}$ and $T$ has at most $d+1$ sides, the assertion follows.

A key observation of the subsequent convergence analysis is the following perturbed estimator reduction that stems from the mesh-size reduction of the refined elements in Algorithm 99 (AFEM).

Lemma 105 (perturbed estimator reduction). Let $u \in \mathbb{V}$ be the unique solution of (3.21) and let $\left(\mathcal{T}_{k}, \mathbb{V}\left(\mathcal{T}_{k}\right), U_{k}\right)_{k \in \mathbb{N}_{0}}$ be the sequence of meshes, finite element spaces, and discrete solutions produced by AFEM. Then, with $\lambda:=1-2^{-\frac{b}{d}} \in$ $(0,1)$,

$$
\begin{aligned}
\eta^{2}\left(u, U_{k+1}, \mathcal{T}_{k+1}, g\right) \leq(1 & +\delta)\left\{\eta^{2}\left(u, U_{k}, \mathcal{T}_{k}, g\right)-\lambda \eta^{2}\left(u, U_{k}, \mathcal{M}_{k}, g\right)\right\} \\
& +\left(1+\delta^{-1}\right) \Lambda_{3}\left\|\mathbf{F}\left(\nabla U_{k}\right)-\mathbf{F}\left(\nabla U_{k+1}\right)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

where the constant $\Lambda_{3}>0$ depends solely on the shape regularity of $\sigma\left(\left\{\mathcal{T}_{k}\right\}_{k \in \mathbb{N}}\right)$ and $d$.

Proof. We observe from Lemma 104 and $U_{k} \in \mathbb{V}\left(\mathcal{T}_{k}\right) \subset \mathbb{V}\left(\mathcal{T}_{k+1}\right)$ that

$$
\begin{align*}
\eta^{2}\left(u, U_{k+1}, \mathcal{T}_{k+1}, g\right) \leq & (1+\delta) \eta^{2}\left(u, U_{k}, \mathcal{T}_{k+1}, g\right) \\
& +\left(1+\delta^{-1}\right) \Lambda_{2} \sum_{T \in \mathcal{T}_{k+1}}\left\|\mathbf{F}\left(\nabla U_{k+1}\right)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}\left(\omega_{T}\right)}^{2}  \tag{3.42}\\
\leq & (1+\delta) \eta^{2}\left(u, U_{k}, \mathcal{T}_{k+1}, g\right) \\
& +\left(1+\delta^{-1}\right) \Lambda_{2}(d+2)\left\|\mathbf{F}\left(\nabla U_{k+1}\right)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}(\Omega)}^{2}
\end{align*}
$$

where we used that $\omega_{T}$ consists of at most $d+2$ elements. The error estimator can be splitted according to marked and non-marked elements, i.e.,

$$
\begin{aligned}
\eta^{2}\left(u, U_{k}, \mathcal{T}_{k+1}, g\right)= & \sum_{T^{\prime} \in \mathcal{T}_{k+1}} \eta^{2}\left(u, U_{k}, T^{\prime}, g\right) \\
= & \sum_{T \in \mathcal{T}_{k}} \sum_{T^{\prime} \in \mathcal{T}_{k+1}(T)} \eta^{2}\left(u, U_{k}, T^{\prime}, g\right) \\
= & \sum_{T \in \mathcal{T}_{k} \backslash \mathcal{M}_{k}} \sum_{T^{\prime} \in \mathcal{T}_{k+1}(T)} \eta^{2}\left(u, U_{k}, T^{\prime}, g\right) \\
& +\sum_{T \in \mathcal{M}_{k}} \sum_{T^{\prime} \in \mathcal{T}_{k+1}(T)} \eta^{2}\left(u, U_{k}, T^{\prime}, g\right)
\end{aligned}
$$

Let $T \in \mathcal{M}_{k}$, recalling (3.38), we have for all all $T^{\prime} \in \mathcal{T}_{k+1}(T), T \in \mathcal{M}_{k}$, the mesh-size reduction $h_{T^{\prime}}=\left|T^{\prime}\right|^{1 / d} \leq\left(2^{-b}|T|\right)^{1 / d}=2^{-b / d} h_{T}$. Note further, that $U_{k} \in \mathbb{V}\left(\mathcal{T}_{k}\right) \subset \mathbb{V}\left(\mathcal{T}_{k+1}\right)$. Therefore, $\nabla U_{k}$ jumps only across inter element sides of $\mathcal{T}_{k}$, i.e., $\left|\llbracket \nabla U_{k} \rrbracket\right|=0$ and therefore $\left|\llbracket \mathbf{F}\left(\nabla U_{k}\right) \rrbracket\right|=0$ on interior sides of $\mathcal{T}_{k+1}(T)$. With (2.6a) we have

$$
\begin{aligned}
& \eta^{2}\left(u, U_{k}, \mathcal{T}_{k+1}(T), g\right)= \sum_{T^{\prime} \in \mathcal{T}_{k+1}(T)}\left\{\int_{T^{\prime}}\left(\phi_{|\nabla u|}\right)^{*}\left(h_{T^{\prime}}|g|\right) d x\right. \\
&\left.\quad+h_{T^{\prime}}\| \| \mathbf{F}\left(\nabla U_{k}\right) \rrbracket \|_{L^{2}(\partial T)}^{2}\right\} \\
&= \sum_{T^{\prime} \in \mathcal{T}_{k+1}(T)}\left\{\int_{T^{\prime}}\left(\phi_{|\nabla u|}\right)^{*}\left(2^{-b / d} h_{T}|g|\right) d x\right. \\
&\left.+2^{-b / d} h_{T}\left\|\llbracket \mathbf{F}\left(\nabla U_{k}\right) \rrbracket\right\|_{L^{2}(\partial T)}^{2}\right\} \\
& \leq 2^{-b / d} \sum_{T^{\prime} \in \mathcal{T}_{k+1}(T)}\left\{\int_{T^{\prime}}(\phi|\nabla u|)^{*}\left(h_{T}|g|\right) d x\right. \\
&\left.\quad+h_{T}\| \| \mathbf{F}\left(\nabla U_{k}\right) \rrbracket \|_{L^{2}(\partial T)}^{2}\right\} \\
&= 2^{-b / d} \eta^{2}\left(u, U_{k}, T, g\right) .
\end{aligned}
$$

For all other elements $T \in \mathcal{T}_{k} \backslash \mathcal{M}_{k}$ it follows from the monotonicity of the mesh-size and similar arguments

$$
\eta^{2}\left(u, U_{k}, \mathcal{T}_{k+1}(T), g\right) \leq \eta^{2}\left(u, U_{k}, T, g\right) .
$$

Hence, summing over all $T \in \mathcal{T}_{k}$ implies

$$
\begin{aligned}
\eta^{2}\left(u, U_{k}, \mathcal{T}_{k+1}, g\right) & \leq \sum_{T \in \mathcal{T}_{k} \backslash \mathcal{M}_{k}} \eta^{2}\left(u, U_{k}, T, g\right)+2^{-b / d} \sum_{T \in \mathcal{M}_{k}} \eta^{2}\left(u, U_{k}, T, g\right) \\
& =\eta^{2}\left(u, U_{k}, \mathcal{T}_{k} \backslash \mathcal{M}_{k}, g\right)+2^{-b / d} \eta^{2}\left(u, U_{k}, \mathcal{M}_{k}, g\right) \\
& =\eta^{2}\left(u, U_{k}, \mathcal{T}_{k}, g\right)-\lambda \eta^{2}\left(u, U_{k}, \mathcal{M}_{k}, g\right)
\end{aligned}
$$

Inserting this in (3.42) yields the assertion.

### 3.5.3 Contraction of AFEM

In this section we prove linear convergence of AFEM. The result is taken from [27] and improves the result in [28]. In particular, it combines the results of [28] with ideas of the linear case [19]; see also Remark 111.

Theorem 106 (Contraction of AFEM). Let $u \in \mathbb{V}$ be the solution of (3.21) and let $\left(\mathcal{T}_{k}, \mathbb{V}_{k}, U_{k}\right)_{k \in \mathbb{N}}$ be the sequence of meshes, finite element spaces, and discrete solutions produced by Algorithm 99 (AFEM). Then, there exists $\gamma>0, \alpha \in(0,1)$, depending solely on the shape-regularity of $\mathcal{T}_{0}, b, \Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, and the marking parameter $0<\theta \leq 1$, such that

$$
\left.\left.\begin{array}{rl}
\mathcal{J}\left(U_{k+1}\right)-\mathcal{J}(u)+\gamma \eta^{2}\left(u, U_{k+1},\right. & \mathcal{T}_{k+1}
\end{array}\right), g\right) .\left\{\begin{array}{l} 
\\
\\
\left.\leq \alpha\left\{U_{k}\right)-\mathcal{J}(u)+\gamma \eta^{2}\left(u, U_{k}, \mathcal{T}_{k}, g\right)\right\}
\end{array}\right.
$$

Proof. For the sake of convenience, we use the notation

$$
\begin{gathered}
\epsilon_{k}^{2}:=\mathcal{J}\left(U_{k}\right)-\mathcal{J}(u), \quad e_{k}^{2}:=\mathcal{J}\left(U_{k+1}\right)-\mathcal{J}(u) \\
\eta_{k}:=\eta\left(u, U_{k}, \mathcal{T}_{k}, g\right), \quad \eta_{k}\left(\mathcal{M}_{k}\right):=\eta\left(u, U_{k}, \mathcal{M}_{k}, g\right) .
\end{gathered}
$$

We combine the energy reduction (3.39) with the estimator reduction Corollary 105 and thus get for $\gamma>0$

$$
\epsilon_{k+1}^{2}+\gamma \eta_{k+1} \leq \epsilon_{k}^{2}-e_{k}^{2}+(1+\delta) \gamma\left(\eta_{k}^{2}-\lambda \eta_{k}^{2}\left(\mathcal{M}_{k}\right)\right)+\left(1+\delta^{-1}\right) \gamma \Lambda_{2} e_{k}^{2} .
$$

Choose $\gamma:=\frac{1}{\left(1+\delta^{-1}\right) \Lambda_{2}}$ to obtain

$$
\epsilon_{k+1}^{2}+\gamma \eta_{k+1} \leq \epsilon_{k}^{2}+(1+\delta) \gamma\left(\eta_{k}^{2}-\lambda \eta_{k}^{2}\left(\mathcal{M}_{k}\right)\right)
$$

We take a closer look to the term $\eta_{k}^{2}\left(\mathcal{M}_{k}\right)=\eta^{2}\left(u, U_{k}, \mathcal{M}_{k}\right)$. In particular, we want to apply Dörfler's marking property and thus we have to substitute its first argument with the help of Proposition 102 to get for all $\rho>0$

$$
\begin{aligned}
\eta_{k}^{2}\left(\mathcal{M}_{k}\right) & \geq \frac{1}{\left(1+C_{\rho}\right) \Lambda_{1}} \eta^{2}\left(U_{k}, U_{k}, \mathcal{M}_{k}, g\right)-\frac{\rho}{1+C_{\rho}}\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{k}\right)\right\|^{2} \\
& \geq \frac{\theta^{2}}{\left(1+C_{\rho}\right) \Lambda_{1}} \eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right)-\frac{\rho}{1+C_{\rho}} \epsilon_{k}^{2}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \epsilon_{k+1}^{2}+\gamma \eta_{k+1} \leq\left\{1+(1+\delta) \gamma \lambda \frac{\rho}{1+C_{\rho}}\right\} \epsilon_{k}^{2} \\
&+(1+\delta) \gamma\left(\eta_{k}^{2}-\lambda \frac{\theta^{2}}{\left(1+C_{\rho}\right) \Lambda_{1}} \eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right)\right)
\end{aligned}
$$

We split the estimator $\eta_{k}^{2}=\frac{1}{2} \eta_{k}^{2}+\frac{1}{2} \eta_{k}^{2}$ into two parts and apply the upper bound Theorem 90 and Proposition 100 to the first part to get

$$
\begin{aligned}
\leq\{ & \left.1+\frac{(1+\delta) \gamma \lambda}{1+C_{\rho}}\left(\rho-\frac{c_{3}}{2 C_{1}} \frac{\theta^{2}}{\Lambda_{1}}\right)\right\} \epsilon_{k}^{2} \\
& +(1+\delta) \gamma\left(\eta_{k}^{2}-\lambda \frac{\theta^{2}}{2\left(1+C_{\rho}\right) \Lambda_{1}} \eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right)\right)
\end{aligned}
$$

Finally, Corollary 103 yields

$$
\begin{aligned}
\leq\{ & \left.1+\frac{(1+\delta) \gamma \lambda}{1+C_{\rho}}\left(\rho-\frac{c_{3}}{2 C_{1}} \frac{\theta^{2}}{\Lambda_{1}}\right)\right\} \epsilon_{k}^{2} \\
& +(1+\delta)\left\{1-\lambda \frac{c_{4}^{2}}{2\left(1+C_{\rho}\right)} \frac{\theta^{2}}{\Lambda_{1}}\right\} \gamma \eta_{k}^{2} .
\end{aligned}
$$

We set

$$
\alpha:=\max \left\{1+\frac{(1+\delta) \gamma \lambda}{1+C_{\rho}}\left(\rho-\frac{c_{3}}{2 C_{1}} \frac{\theta^{2}}{\Lambda_{1}}\right),(1+\delta)\left(1-\lambda \frac{c_{4}^{2}}{2\left(1+C_{\rho}\right)} \frac{\theta^{2}}{\Lambda_{1}}\right)\right\}
$$

Now, choose $\rho \in\left(0, \frac{c_{3}}{2 C_{1}} \frac{\theta^{2}}{\Lambda_{1}}\right)$. Hence, the first term is less than 1 for all $\delta>0$. For $\delta$ small enough, the second term becomes less than 1, too. This yields the desired estimate.

The next result follows from Theorem 106 with induction over $k \in \mathbb{N}$.
Corollary 107. Assume the conditions of Theorem 106, then for all $k \in \mathbb{N}$

$$
\mathcal{J}\left(U_{k}\right)-\mathcal{J}(u)+\gamma \eta^{2}\left(u, U_{k}, \mathcal{T}_{k}, g\right) \leq \alpha^{k}\left\{\mathcal{J}\left(U_{0}\right)-\mathcal{J}(u)+\gamma \eta^{2}\left(u, U_{0}, \mathcal{T}_{k}, g\right)\right\}
$$

Corollary 108. Under the conditions of Theorem 106, there exists $C>0$ depending on the shape-regularity of $\mathcal{T}_{0}$ and $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, such that for all $k \in \mathbb{N}$

$$
\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}(\Omega)}^{2} \leq C \alpha^{k}
$$

and

$$
\eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right) \leq C \alpha^{k}
$$

Proof. The first assertion is an immediate consequence of Corollary 107 and Proposition 100. The second assertion follows from Theorem 106 with the help of Corollary 103.

It is shown in [27] that Algorithm 99 leads to quasi-optimal meshes. The proof of this result relies amongst others on the linear convergence rate of Algorithm 99 (AFEM) and is a generalization of the results in $[71,19]$ to the nonlinear case. To state the result, we need to introduce a suitable error quantity being controlled by AFEM and its associated approximation class $\mathbb{A}_{s}$. On the one hand, oscillation is dominated by the estimator according to Remark 94, thereby yielding with Corollary 103

$$
\begin{aligned}
\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}(\Omega)}^{2}+\operatorname{osc}^{2}(u & \left., \mathcal{T}_{k}, g\right) \\
& \leq\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}(\Omega)}^{2}+\eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right)
\end{aligned}
$$

On the other hand, the global lower bound (Corollary 96) implies

$$
\begin{aligned}
&\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}(\Omega)}^{2}+\eta^{2}\left(U_{k}, \mathcal{I}_{k}, g\right) \\
& \leq\left(1+\frac{1}{\tilde{C}_{2}^{-2}}\right)\left\{\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}(\Omega)}^{2}+\operatorname{osc}^{2}\left(u, \mathcal{T}_{k}, g\right)\right\}
\end{aligned}
$$

We thus realize that

$$
\begin{align*}
\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}(\Omega)}^{2} & +\operatorname{osc}^{2}\left(u, \mathcal{T}_{k}, g\right) \\
& \approx\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}(\Omega)}^{2}+\eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right) \tag{3.43}
\end{align*}
$$

and call the square root of the right-hand side the total error. This is equivalent to the quantity being reduced by AFEM and motivates the following definition of the approximation class $\mathbb{A}_{s}$. The quality of the best approximation to the total error with at most $N$ elements more than $\mathcal{T}_{0}$ is given by

$$
\Sigma(N ; u, g):=\inf _{\left\{\mathcal{T} \in \mathbb{T}: \# \mathcal{T}-\# \tau_{0} \leq N\right\}} \inf _{V \in \mathbb{V}(\mathcal{T})}\left(\|\mathbf{F}(\nabla V)-\mathbf{F}(\nabla u)\|_{L^{2}(\Omega)}^{2}+\operatorname{osc}^{2}(u, \mathcal{T}, g)\right)^{1 / 2}
$$

Now, for $s>0$ we define the nonlinear approximation class $\mathbb{A}_{s}$ to be

$$
\mathbb{A}_{s}:=\left\{(u, g): \sup _{N>0}\left(N^{s} \Sigma(N ; u, g)\right)<\infty\right\} .
$$

Now, we are prepared to state the result on quasi-optimal convergence rate of AFEM from [27].

Theorem 109. Let $u \in \mathbb{V}$ be the solution of (3.21), let the initial triangulation $\mathcal{T}_{0}$ of $\Omega$ satisfy condition (b) of $\S 4$ in [72], and let the routine REFINE be based on the conforming local refinement routine in [72]. Assume $(u, g) \in \mathbb{A}_{s}$ for some $s>0$, then there exists $\theta_{*} \in(0,1)$, such that the sequence $\left(\mathcal{T}_{k}, \mathbb{V}_{k}, U_{k}\right)_{k \in \mathbb{N}}$ of meshes, finite element spaces, and discrete solutions, produced by Algorithm 99 (AFEM) with marking parameter $\theta \in\left(0, \theta_{*}\right)$, satisfies

$$
\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{k}\right)\right\|_{L^{2}(\Omega)}^{2}+\operatorname{osc}^{2}\left(u, \mathcal{T}_{k}, g\right) \leq C\left(\# \mathcal{T}_{k}-\# \mathcal{T}_{0}\right)^{-2 s}
$$

for all $k \in \mathbb{N}$. The constant $\theta^{*} \in(0,1)$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, the constants in Assumption 40 and the shape regularity of $\mathcal{T}_{0}$. The constant $C>0$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, the constants in Assumptions 40 , the shape-regularity of $\mathcal{T}_{0}$, the refinement depth $b$, and the marking parameter $\theta$.

Remark 110. Note that due to the global lower bound (Corollary 96)

$$
\tilde{C}_{2} \eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right) \leq\left\|\mathbf{F}\left(\nabla U_{k}\right)-\mathbf{F}(\nabla u)\right\|_{L^{2}(\Omega)}^{2}+\operatorname{osc}^{2}\left(u, \mathcal{T}_{k}, g\right)
$$

On the other hand, we have by the fact that $\operatorname{osc}^{2}\left(u, \mathcal{T}_{k}\right) \leq \eta^{2}\left(u, U_{k}, \mathcal{T}_{k}, g\right) \approx$ $\eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right)$ (Remark 94 and Corollary 103) and the upper bound (Theorem 90) that

$$
\begin{aligned}
\left\|\mathbf{F}\left(\nabla U_{k}\right)-\mathbf{F}(\nabla u)\right\|_{L^{2}(\Omega)}^{2}+\operatorname{osc}^{2}\left(u, \mathcal{T}_{k}, g\right) & \leq C_{1} \eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right)+\operatorname{osc}^{2}\left(u, \mathcal{T}_{k}, g\right) \\
& \preccurlyeq \eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right)
\end{aligned}
$$

Hence, it follows

$$
\begin{equation*}
\eta^{2}\left(U_{k}, \mathcal{T}_{k}, g\right) \approx\left\|\mathbf{F}\left(\nabla U_{k}\right)-\mathbf{F}(\nabla u)\right\|_{L^{2}(\Omega)}^{2}+\operatorname{osc}^{2}\left(u, \mathcal{T}_{k}, g\right) \tag{3.44}
\end{equation*}
$$

Therefore, the total error and the estimator are equivalent and thus the approximation class could be equivalently defined substituting the total error by the estimator. This reflects the fact that AFEM takes all its decisions depending on the indicators $\eta\left(U_{k}, T, g\right), T \in \mathcal{T}_{k}$, and therefore optimal meshes can only be expected with respect to this quantity.

Remark 111. Based on the crucial Dörfler marking [36], Morin, Nochetto, and Siebert established in [57, 58, 59] the first convergence result for an adaptive finite element method. Later these results have been extended to more general elliptic operators by Chen and Feng [20] and Mekchay and Nochetto [55]. What all these results have in common is that they incorporate a separate marking according to oscillation. In particular, in step MARK of (AFEM) the set $\mathcal{M}_{k}$ is further enlarged to satisfy additionally

$$
\operatorname{osc}^{2}\left(U_{k}, \mathcal{M}_{k}, g\right) \geq \theta^{2} \operatorname{osc}^{2}\left(U_{k}, \mathcal{T}_{k}, g\right)
$$

The first result on convergence of an adaptive finite element algorithm for the nonlinear Poisson problem was proved by Veeser in [74] using hierarchical estimators. The result is based on the error notion in the energy norm and thus the a posteriori error estimators are not optimal; see also Remark 9\%. This prevents proving linear convergence.

Diening and Kreuzer proved linear convergence in the quasi-norm of an adaptive finite element method for the nonlinear Poisson equation in [28]. There, the marking according to oscillation is completely avoided for the first time.

Binev, Dahmen, and DeVore showed in [12] a quasi-optimal convergence rate for an adaptive method using coarsening. Stevenson improved this result in [71] showing that an algorithm based on the method in [57] leads to quasi-optimal meshes.

Up to this point, all mentioned results rely on a so-called discrete lower bound, which estimates the distance of discrete solutions in nested spaces. For this reason it was crucial to have a discrete substitute of the bubble functions in Section 3.4.2. Thus, an interior node condition was mandatory on the marked elements. This condition can, e.g., be ensured by taking $b=3$ in $2 d$ or $b=6$ in $3 d$ as refinement depth of REFINE. This condition could be completely avoided in recent works of Recently Morin, Siebert, and Veeser [61, 60]. They proved convergence of (AFEM) for general marking strategies, including maximum and equidistribution strategy besides Dörfler strategy. The main result is a plain convergence result. They do not provide a strict error reduction between two successive iterations, which is currently crucial for proving complexity results like in Theorem 109. Siebert extended these results to estimators without lower bound [70].

Recently the interior node condition could be avoided in [19] for the linear case and in [27] for the nonlinear case, nevertheless providing linear convergence results for Dörfler marking. These works additionally established quasi-optimal convergence rates for the considered adaptive finite element methods.
Remark 112 (symmetric gradient). In the modeling of quasi-Newtonian fluids, the symmetric gradient appears rather then the gradient; see Section 1.1. In particular, models often lead to equations of the form

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}(\mathbf{E}(u)): \mathbf{E}(v) d x=\langle g, v\rangle \quad \text { for all } v \in W_{0}^{1, \phi}(\Omega)^{d} \tag{3.45}
\end{equation*}
$$

where the symmetric gradient is defined as $\mathbf{E}(v):=\frac{1}{2}\left(\nabla v+\nabla v^{t}\right)$. Note, that for this equation the corresponding energy becomes

$$
\mathcal{J}_{\mathbf{E}}(v):=\int_{\Omega} \phi(|\mathbf{E}(v)|) d x-\langle g, v\rangle .
$$

In order to handle this kind of equations, we need a so called Korn inequality, i.e.,

$$
\begin{equation*}
\int_{\Omega} \phi(|\nabla v|) d x \preccurlyeq \int_{\Omega} \phi(|\mathbf{E}(v)|) d x \quad \text { for all } v \in W_{0}^{1, \phi}(\Omega)^{d} . \tag{3.46}
\end{equation*}
$$

In the case $W_{0}^{1, \phi}(\Omega)^{d}=W_{0}^{1, r}(\Omega)^{d}$ for some $r \in(0,1)$ a Korn inequality is proved, e.g., in [62, 29, 30]. For more general $N$-functions, a Korn inequality can be found in [33].

Since the pointwise estimate $|\mathbf{E}(u)| \leq|\nabla u|$ immediately implies the inverse inequality of (3.46), we can deduce by Corollary 36 that $\|\mathbf{E}(\cdot)\|_{\phi}$ is equivalent to $\|\cdot\|_{W_{0}^{1, \phi}(\Omega)}$. This is the key observation for proving existence like in Section 3.1.2.

Most estimates are based on the pointwise estimates of Sections 3.1.2 and 3.2.1. Hence, in these estimates we can easily insert $\mathbf{E}(v)$ instead of $\nabla v$ in order to get the corresponding estimates to the ones in Section 3.2.2. With the same techniques as in Section 3.4 we get upper and lower bounds for the error. In particular, let $\mathcal{T}$ be a conforming triangulation of $\Omega$ and $U \in \mathbb{V}(\mathcal{T})$ be the finite element solution of (3.45) with $g \in L^{\phi^{*}}(\Omega)^{d}$, i.e.,

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}(\mathbf{E}(U)): \mathbf{E}(V) d x=\langle g, V\rangle \quad \text { for all } V \in \stackrel{\otimes}{\mathbb{V}}(\mathcal{T}) \tag{3.47}
\end{equation*}
$$

Then,

$$
\|\mathbf{F}(\mathbf{E}(u))-\mathbf{F}(\mathbf{E}(U))\|_{L^{2}(\Omega)} \preccurlyeq \eta_{\mathbf{E}}(U, \mathcal{T}, g)
$$

and

$$
\eta_{\mathbf{E}}(U, \mathcal{T}, g) \preccurlyeq\|\mathbf{F}(\mathbf{E}(u))-\mathbf{F}(\mathbf{E}(U))\|_{L^{2}(\Omega)}+\operatorname{osc}_{\mathbf{E}}(U, \mathcal{T}, g),
$$

where for $v \in \mathbb{V}, V \in \mathbb{V}(\mathcal{T})$

$$
\begin{gathered}
\eta_{\mathbf{E}}^{2}(v, V, \mathcal{T}, g):=\sum_{T \in \mathcal{T}}\left\{\int_{T}\left(\left.\phi_{|\mathbf{E}(v)|}\right|^{*}\left(h_{T}|g|\right) d x+\int_{\partial T} h_{T}|\llbracket \mathbf{F}(\mathbf{E}(V)) \rrbracket|^{2} d \sigma\right\},\right. \\
\eta_{\mathbf{E}}^{2}(V, \mathcal{T}, g):=\eta_{\mathbf{E}}^{2}(V, V, \mathcal{T}, g),
\end{gathered}
$$

and

$$
\operatorname{osc}_{\mathbf{E}}^{2}(v, \mathcal{T}, g):=\inf _{g_{T} \in \mathbb{R}} \int_{T}\left(\phi_{|\mathbf{E}(v)|}\right)^{*}\left(h_{T}\left|g-g_{T}\right|\right) d x
$$

In order to get a convergent adaptive finite element method $\left(\mathrm{AFEM}_{\mathbf{E}}\right)$ for (3.45) we have to modify Algorithm 99 (AFEM). In particular, the procedure SOLVE has to be substituted by a procedure $U=\operatorname{SOLVE}_{\mathbf{E}}(\mathcal{T}, g)$, that, given a conforming triangulation $\mathcal{T}$ of $\Omega$ and a right-hand side $g \in L^{\phi^{*}}(\Omega)$, outputs the finite element solution $U \in \mathbb{V}(\mathcal{T})$ of (3.47). Moreover, the routine ESTIMATE has to be modified into a routine ESTIMATE $E_{\mathbf{E}}$ that outputs the estimators $\left\{\eta_{\mathbf{E}}(U, T, g)\right\}_{T \in \mathcal{T}}$ instead of $\{\eta(U, T, g)\}_{T \in \mathcal{T}}$. Now, we are able to define $\left(\mathrm{AFEM}_{\mathbf{E}}\right)$ :

Algorithm $113\left(\mathrm{AFEM}_{\mathbf{E}}\right)$. Given a conforming initial triangulation $\mathcal{T}_{0}$ of $\Omega$, $b \in \mathbb{N}$ and a marking parameter $\theta \in(0,1]$, let $k=0$,

1. $U_{k}=\operatorname{SOLVE}_{\mathbf{E}}\left(\mathcal{T}_{k}, g\right)$;
2. $\left\{\eta_{\mathbf{E}}\left(U_{k}, T, g\right)\right\}_{T \in \mathcal{T}_{k}}=\operatorname{ESTIMATE}_{\mathbf{E}}\left(U_{k}, \mathcal{T}_{k}, g\right)$;
3. $\mathcal{M}_{k}=\operatorname{MARK}\left(\left\{\eta_{\mathbf{E}}\left(U_{k}, T, g\right)\right\}_{T \in \mathcal{T}_{k}}, \mathcal{T}_{k}, \theta\right)$;
4. $\mathcal{T}_{k+1}=\operatorname{REFINE}\left(\mathcal{T}_{k}, \mathcal{M}_{k}, b\right)$; increment $k$ and go to step (1).

Using the same techniques as in the proof of Theorem 106, the AFEM $_{\mathbf{E}}$ yields a reduction of the energies, i.e., there exists $\alpha \in(0,1), \gamma>0$, such that

$$
\begin{aligned}
\mathcal{J}_{\mathbf{E}}\left(U_{k+1}\right)-\mathcal{J}_{\mathbf{E}}(u)+\gamma \eta_{\mathbf{E}}^{2}\left(u, U_{k+1}\right. & \left., \mathcal{T}_{k+1}, g\right) \\
& \leq \alpha\left\{\mathcal{J}_{\mathbf{E}}\left(U_{k}\right)-\mathcal{J}_{\mathbf{E}}(u)+\gamma \eta_{\mathbf{E}}^{2}\left(u, U_{k}, \mathcal{T}_{k}, g\right)\right\}
\end{aligned}
$$

Then analogously to the proof of Proposition 100 we get that the energy reduction is equivalent to error reduction and hence for all $k \in \mathbb{N}$

$$
\left\|\mathbf{F}(\mathbf{E}(u))-\mathbf{F}\left(\mathbf{E}\left(U_{k}\right)\right)\right\|_{L^{2}(\Omega)} \leq \alpha^{k} C ;
$$

see Corollary 108. It remains the question if this result implies $U_{k} \rightarrow u$ as $k \rightarrow \infty$. For this reason we need Korn's inequality. In fact, Lemma 76 together with $\left\|\mathbf{F}(\mathbf{E}(u))-\mathbf{F}\left(\mathbf{E}\left(U_{k}\right)\right)\right\|_{L^{2}(\Omega)}^{2} \approx \int_{\Omega} \phi_{|\mathbf{E}(u)|}\left(\left|\mathbf{E}(u)-\mathbf{E}\left(U_{k}\right)\right|\right) d x$ (see Lemma 74) implies

$$
\mathbf{E}\left(U_{k}\right) \rightarrow_{k \rightarrow \infty} \mathbf{E}(u) \quad \text { in } L^{\phi}(\Omega)^{d \times d}
$$

Hence, the equivalence of the norms $\|\cdot\|_{W_{0}^{1, \phi}(\Omega)}$ and $\|\mathbf{E}(\cdot)\|_{L^{\phi}(\Omega)}$ yields

$$
U_{k} \rightarrow_{k \rightarrow \infty} u \quad \text { in } W_{0}^{1, \phi}(\Omega)^{d} .
$$

Therfore, we can handle problems of the form (3.45), too.

## Chapter 4

## Adaptive Uzawa Finite Element Method for the Nonlinear Stationary Stokes Problem

The nonlinear stationary Stokes equations are a well established physical model of, e.g., steady, viscous, incompressible quasi-Newtonian fluids; see Section 1.1. This chapter is concerned with the numerical solution of this problem. In the first part, we state the problem and proof existence and uniqueness of a solution. The second section $\S 4.2$ is concerned with a convergent quasi-steepest descent algorithm, which is a generalization of the Uzawa algorithm for the linear case. In the last part we proof convergence of a practicable adaptive Uzawa algorithm (AUA) using finite elements.

### 4.1 Nonlinear Stationary Stokes Equations

In this Section we introduce the nonlinear stationary stokes equation for a certain class of N -functions. We give a short overview on existence and uniqueness of solutions and finally, we introduce an equivalent minimizing problem that is crucial for the convergent adaptive algorithm in Sections 4.2 and 4.3.

### 4.1.1 Stating the Problem

In the following, let $\phi$ be a fixed N -function that satisfies Assumption 40. We discuss problems of the form: Find functions $u: \Omega \rightarrow \mathbb{R}^{d}, p: \Omega \rightarrow \mathbb{R}$, such that for a given right-hand side $f: \Omega \rightarrow \mathbb{R}^{d}$

$$
\begin{align*}
-\operatorname{div} \mathbf{A}(\nabla u)+\nabla p & =f & & \text { in } \Omega, \\
\operatorname{div} u & =0 & & \text { in } \Omega,  \tag{4.1}\\
u & =0 & & \text { on } \partial \Omega .
\end{align*}
$$

Thereby, the vector-field $\mathbf{A}: \mathbb{R}^{d \times d} \rightarrow \mathbb{R}^{d \times d}$ is defined as

$$
\mathbf{A}(\mathbf{Q}):=\phi^{\prime}(|\mathbf{Q}|) \frac{\mathbf{Q}}{|\mathbf{Q}|}
$$

For the weak formulation of (4.1) we suppose that $f \in L^{\phi^{*}}(\Omega)$. We are looking for $u \in W_{0}^{1, \phi}(\Omega)^{d}, p \in L^{\phi^{*}}(\Omega) / \mathbb{R}$, such that

$$
\begin{align*}
\int_{\Omega} \mathbf{A}(\nabla u): \nabla v d x-\int_{\Omega} p \operatorname{div} v d x & =\int_{\Omega} f \cdot v d x & & \text { for all } v \in W_{0}^{1, \phi}(\Omega)^{d}  \tag{4.2}\\
\int_{\Omega} q \operatorname{div} u d x & =0 & & \text { for all } q \in L^{\phi^{*}}(\Omega) / \mathbb{R}
\end{align*}
$$

Remark 114. We recall the definition of the viscosity of quasi Newtonian fluids in Section 1.1. If we take

$$
\nu(t)=\frac{\phi^{\prime}(t)}{t}, \quad \text { for } t \geq 0
$$

then, for $r \in(1, \infty)$,

$$
\phi(t)=\frac{1}{r} t^{r}, \quad \mathbf{A}(\mathbf{Q})=(|\mathbf{Q}|)^{r-2} \mathbf{Q}
$$

correspond to the power law, whereas for $r \in(1, \infty), \kappa \geq 0$ and $\nu_{0}>\nu_{\infty} \geq 0$, the $N$-function and vector-field

$$
\begin{aligned}
\phi(t) & =\int_{0}^{t}\left(\nu_{\infty}+\left(\nu_{0}-\nu_{\infty}\right)\left(\kappa^{2}+s^{2}\right)^{\frac{r-2}{2}}\right) s d s \\
\mathbf{A}(\mathbf{Q}) & =\left(\nu_{\infty}+\left(\nu_{0}-\nu_{\infty}\right)\left(\kappa^{2}+|\mathbf{Q}|^{2}\right)^{\frac{r-2}{2}}\right) \mathbf{Q}
\end{aligned}
$$

correspond to the Carreau law. Due to this physical interpretation of the nonlinear stationary Stokes problem, we call $u$ velocity and $p$ the pressure. Consequently, we call $W_{0}^{1, \phi}(\Omega)$ the velocity space and $L^{\phi^{*}}(\Omega) / \mathbb{R}$ the pressure space.

Remark 115. Recalling Remark 39, we observe that the above problem is well posed, since $\operatorname{div} v \in L^{\phi}(\Omega)=\left(L^{\phi^{*}}(\Omega)\right)^{*}$. Furthermore, the choice of the pressure space $L^{\phi^{*}}(\Omega) / \mathbb{R}$ is reasonable, since the pressure is only determined up to a constant. In particular, it holds for $q \in L^{\phi^{*}}(\Omega)$ and $v \in W_{0}^{1, \phi}(\Omega)$ that

$$
\int_{\Omega}(q+c) \operatorname{div} v d x=\int_{\Omega} q \operatorname{div} v d x-\int_{\Omega}(\nabla c) \cdot v d x=\int_{\Omega} q \operatorname{div} v d x+0
$$

for all $c \in \mathbb{R}$.

### 4.1.2 Existence and Uniqueness of Solutions

Existence and uniqueness of a solution of (4.2) are closely connected to the so called inf-sup condition. As is shown in [4] for $r>1, \frac{1}{r}+\frac{1}{r^{\prime}}=1$, there exists a constant $\beta_{0}>0$ such that

$$
\begin{equation*}
\inf _{q \in L^{r^{\prime}}(\Omega) / \mathbb{R}} \sup _{v \in W_{0}^{1, r}(\Omega)^{d}} \frac{\int_{\Omega} q \operatorname{div} v d x}{\|v\|_{W_{0}^{1, r}(\Omega)^{d}}\|q\|_{L^{r^{\prime}}(\Omega) / \mathbb{R}}}>\beta_{0} . \tag{4.3}
\end{equation*}
$$

In particular, the inf-sup condition asserts that

$$
\|\nabla q\|_{W^{-1, r^{\prime}}(\Omega)} \geq \beta_{0}\|q\|_{L^{r^{\prime}}(\Omega) / \mathbb{R}}
$$

for all $q \in L^{r^{\prime}}(\Omega) / \mathbb{R}$, where $\langle\nabla q, v\rangle:=-\int_{\Omega} q \operatorname{div} v d x$ for $v \in W_{0}^{1, r}(\Omega)$. For this reason we restrict ourselves to a certain class of N -functions; compare also Remark 123.

Assumption 116. Let $\phi$ be an N -function that satisfies Assumption 40. We suppose that there exists $r>1$ and $t_{0} \geq 0$, such that

$$
\phi(t) \approx t^{r} \quad \text { for all } t \geq t_{0}
$$

Corollary 117. Let $\phi$ be an $N$-function that satisfies Assumption 116 for an $r>1$. Then,

$$
L^{\phi}(\Omega)=L^{r}(\Omega), \quad L^{\phi *}(\Omega)=L^{r^{\prime}}(\Omega), \quad \text { and } \quad W_{0}^{1, \phi}(\Omega)=W_{0}^{1, r}(\Omega)
$$

with $\frac{1}{r}+\frac{1}{r^{\prime}}=1$. Moreover, the norms of each pair of function spaces are equivalent and therefore there exists $\beta>0$, such that

$$
\begin{equation*}
\inf _{q \in L^{\phi^{*}}(\Omega) / \mathbb{R}} \sup _{v \in W_{0}^{1, \phi}(\Omega)^{d}} \frac{\int_{\Omega} q \operatorname{div} v d x}{\|v\|_{W_{0}^{1, \phi}(\Omega)^{d}}\|q\|_{L^{\phi^{*}}(\Omega) / \mathbb{R}}}>\beta . \tag{4.4}
\end{equation*}
$$

Proof. The claim $L^{\phi}(\Omega)=L^{r}(\Omega)$ follows from Proposition 29 and the equivalence of their norms follows from Lemma 35. Thanks to (2.6e), the claim for the second pair of function spaces follows analogously. The assertion for the last pair of spaces, $W_{0}^{1, \phi}(\Omega)=W_{0}^{1, r}(\Omega)$, follows by the definition of their particular norms: In fact, their norms are defined via the $L^{r}(\Omega)$ and $L^{\phi}(\Omega)$ norms, respectively. As shown above, the norms of $L^{r}(\Omega)$ and $L^{\phi}(\Omega)$ are equivalent and hence the norms of $W_{0}^{1, \phi}(\Omega)$ and $W_{0}^{1, r}(\Omega)$ are also equivalent. Finally, $C_{0}^{\infty}(\Omega)$ is dense in each of the spaces, and therefore $W_{0}^{1, \phi}(\Omega)=W_{0}^{1, r}(\Omega)$.

The inf-sup condition (4.4) follows from (4.3) and the equivalence of the particular norms.

Remark 118. Basic calculations yield for all $t \geq \kappa$

$$
\frac{1}{r} t^{r} \leq \int_{0}^{t}(\kappa+s)^{r-2} s d s \leq 2^{r-2} \frac{1}{r} t^{r}
$$

if $r>2$. In the case $r \in(1,2)$, the inverse estimates hold true. Similar estimates can be shown for $t \mapsto \int_{0}^{t}\left(\kappa^{2}+s^{2}\right)^{\frac{r-2}{2}} s d s$. In the case of the Carreau law it holds for all $t \geq \kappa$

$$
\int_{0}^{t}\left(\nu_{\infty}+\left(\nu_{0}-\nu_{\infty}\right)\left(\kappa^{2}+s^{2}\right)^{\frac{r-2}{2}}\right) s d s \approx t^{\max \{2, r\}}
$$

where $\nu_{0}>\nu_{\infty}>0$ and $\kappa \geq 0$. Hence, among many others, the class of $N$-functions satisfying Assumption 116 covers the most common nonlinearities appearing in the modeling of quasi-Newtonian flow like the power law and the Carreau law; see Section 1.1.

However, we want to emphasize that we only miss an inf-sup condition for general N -functions and that beyond the inf-sup condition there is no need for any restriction to $r$-integrable functions; see also Remarks 123 and 142. To indicate that we do not use techniques particularly related to $r$-integrability we decided to keep the notation of the spaces via N -functions, i.e., we write $W_{0}^{1, \phi}(\Omega)$ instead of $W_{0}^{1, r}(\Omega), L_{0}^{\phi}(\Omega)$ instead of $L_{0}^{r}(\Omega)$, and $L^{\phi^{*}}(\Omega) / \mathbb{R}$ instead of $L^{r^{\prime}}(\Omega) / \mathbb{R}$; see also Corollary 117.

We start with two abstract results about Lagrange multipliers; see [79, Proposition 43.1] and [79, Corollary 43.2].

Proposition 119. Assume that the following two conditions hold:
i) $X$ and $Y$ are real Banach-spaces.
ii) The operators $\mathcal{A}: X \rightarrow \mathbb{R}$ and $\mathcal{B}: X \rightarrow Y$ are continuous linear operators and $\mathbf{R}(\mathcal{B}):=\{\mathcal{B} x: x \in X\}$ is closed.

Then if $\mathcal{A} h=0$ for all $h \in X$ such that $\mathcal{B} h=0$ holds, there exists a $\Lambda \in Y^{*}$ such that

$$
\mathcal{A} k+\Lambda(\mathcal{B} k)=0 \quad \text { for all } k \in X
$$

For $\mathbf{R}(\mathcal{B})=Y, \Lambda$ is unique.
Corollary 120. Suppose the assumptions of Proposition 119. If $\mathbf{R}(\mathcal{B}) \neq Y$, then, by the assumptions i) and ii), there exists a $\Lambda \in Y^{*}, \Lambda \neq 0$, such that

$$
\Lambda(\mathcal{B} k)=0 \quad \text { for all } k \in X
$$

In the following we discuss how Proposition 119 can be applied to problem (4.2) in order to obtain its unique solvability. In particular, we take $\mathcal{B}:=$ div, $X=W_{0}^{1, \phi}(\Omega)^{d}$, and $Y=L_{0}^{\phi}(\Omega)$. Thus, $\mathcal{B}$ is a continuous linear operator on Banach spaces and we have that the subspace

$$
Z:=\left\{v \in W_{0}^{1, \phi}(\Omega)^{d}: \operatorname{div} v=0\right\} \subset W^{1, \phi}(\Omega)^{d}
$$

is closed. Therefore, with Corollaries 55 and 50 , there exists a unique $u \in Z$ such that

$$
\int_{\Omega} \mathbf{A}(\nabla u): \nabla v d x=\int_{\Omega} f \cdot v d x \quad \text { for all } v \in Z
$$

where we use the notation of (4.2). Now, we define the linear operator

$$
\mathcal{A} v:=\int_{\Omega} \mathbf{A}(\nabla u): \nabla v d x-\int_{\Omega} f \cdot v d x \quad \text { for } v \in W_{0}^{1, \phi}(\Omega)
$$

which is continuous from $W_{0}^{1, \phi}(\Omega)^{d}$ to $\mathbb{R}$; see Lemma 48. The next lemma specifies the space of the Lagrange multiplicator $\Lambda$ of Proposition 119.

Lemma 121. Let $\phi$ be an $N$-function that satisfies Assumption 40, then

$$
\left(L_{0}^{\phi}(\Omega),\|\cdot\|_{\phi}\right)^{*}=\left(L^{\phi^{*}}(\Omega) / \mathbb{R}, \inf _{c \in \mathbb{R}}\|\cdot-c\|_{\left(\phi^{*}\right)}\right)
$$

and

$$
\left(L_{0}^{\phi}(\Omega),\|\cdot\|_{\phi}\right)=\left(L^{\phi^{*}}(\Omega) / \mathbb{R}, \inf _{c \in \mathbb{R}}\|\cdot-c\|_{\left(\phi^{*}\right)}\right)^{*}
$$

Proof. By the Hahn-Banach theorem we have $\left(L_{0}^{\phi}(\Omega)\right)^{*}=\left.L^{\phi^{*}}(\Omega)\right|_{\left.L_{0}^{\phi}(\Omega)\right)}$ and since $\int_{\Omega} \operatorname{ch} d x=0$ for all $c \in \mathbb{R}, h \in L_{0}^{\phi}(\Omega)$, it follows $\left(L_{0}^{\phi}(\Omega)\right)^{*} \subset L^{\phi^{*}}(\Omega) / \mathbb{R}$. Let $q \in L^{\phi^{*}}(\Omega)$ such that $\langle q, h\rangle=0$ for all $h \in L_{0}^{\phi}(\Omega)$. Then for all $\psi \in L^{\phi}(\Omega)$

$$
\begin{equation*}
0=\int_{\Omega} q(\psi-\langle\psi\rangle) d x=\int_{\Omega}(q-\langle q\rangle)(\psi-\langle\psi\rangle) d x=\int_{\Omega}(q-\langle q\rangle) \psi d x \tag{4.5}
\end{equation*}
$$

where $\langle q\rangle:=\frac{1}{|\Omega|} \int_{\Omega} q d x$. Therefore, we proved that any linear functional $\ell \in$ $\left(L_{0}^{\phi}(\Omega)\right)^{*}$ is representable in the form

$$
\ell(h)=\int_{\Omega} q h d x, \quad h \in L_{0}^{\phi}(\Omega)
$$

with a $q \in L^{\phi^{*}}(\Omega) / \mathbb{R}$ and vice versa. It remains to prove that the norms on $\left(L_{0}^{\phi}(\Omega)\right)^{*}$ and $L^{\phi^{*}}(\Omega) / \mathbb{R}$ are equal. We observe that Propositions 25 and 26 imply
for $q \in L^{\phi^{*}}(\Omega)$

$$
\begin{aligned}
\|q\|_{\left(L_{0}^{\phi}(\Omega)\right)^{*}} & =\sup _{h \in L_{0}^{\phi}(\Omega),\|h\|_{\phi}=1} \int_{\Omega} q h d x \\
& =\inf _{c \in \mathbb{R}^{\mathbb{R}}} \sup _{h \in L_{0}^{\phi}(\Omega),\|h\|_{\phi}=1} \int_{\Omega}(q-c) h d x \\
& \leq \inf _{c \in \mathbb{R}^{\mathbb{R}}} \sup _{h \in L_{0}^{\phi}(\Omega),\|h\|_{\phi}=1}\|q-c\|_{\left(\phi^{*}\right)}\|h\|_{\phi}=\inf _{c \in \mathbb{R}}\|q-c\|_{\left(\phi^{*}\right)} .
\end{aligned}
$$

Thus, it suffices to show that

$$
\begin{equation*}
\sup _{h \in L_{0}^{\phi}(\Omega),\|h\|_{\phi}=1} \int_{\Omega} q h d x \geq \inf _{c \in \mathbb{R}^{\prime}}\|q-c\|_{\left(\phi^{*}\right)} . \tag{4.6}
\end{equation*}
$$

Let $q_{0} \in L^{\phi^{*}}(\Omega) / \mathbb{R}$ be fixed, then by the considerations above, $q_{0}$ defines a linear functional on $L_{0}^{\phi}(\Omega)$. Since $L_{0}^{\phi}(\Omega)$ is a closed subspace of $L^{\phi}(\Omega)$, we know - by the Hahn-Banach extension theorem (cf. [78]) - that there exists $\bar{q}_{0} \in\left(L^{\phi^{*}}(\Omega),\|\cdot\|_{\left(\phi^{*}\right)}\right)=\left(L^{\phi}(\Omega),\|\cdot\|_{\phi}\right)^{*}$, such that $\bar{q}_{0}$ is an extension of $q_{0}$, i.e.,

$$
\int_{\Omega} q_{0} h d x=\int_{\Omega} \bar{q}_{0} h d x \quad \text { for all } h \in L_{0}^{\phi}(\Omega)
$$

and $\bar{q}_{0}$ and $q_{0}$ have equal operator norms

$$
\sup _{h \in L_{0}^{\phi}(\omega),\|h\|_{\phi^{*}=1}} \int_{\Omega} q_{0} h d x=\sup _{k \in L^{\phi}(\omega),\|k\|_{\phi^{*}=1}} \int_{\Omega} \bar{q}_{0} k d x=\left\|\bar{q}_{0}\right\|_{\left(\phi^{*}\right)}
$$

see also Propositions 25 and 26. Since, by (4.5), $\bar{q}_{0}$ and any other representative of $q_{0}$ only differ up to a constant, we have

$$
\left\|\bar{q}_{0}\right\|_{\left(\phi^{*}\right)} \geq \inf _{c \in \mathbb{R}}\left\|q_{0}-c\right\|_{\left(\phi^{*}\right)} .
$$

Hence, (4.6) is established. The second claim states the reflexivity of $L_{0}^{\phi}(\Omega) \subset$ $L^{\phi}(\Omega)$. Since closed subspaces of reflexive Banach spaces are reflexive [37, II.3.23] the assertion follows from the reflexivity of $L^{\phi}(\Omega)$; see Remark 27 .

Note with the help of Lemma 121, that $\nabla: L^{\phi^{*}}(\Omega) / \mathbb{R} \rightarrow W_{0}^{-1, \phi^{*}}(\Omega)^{d}$ is the dual operator of div : $W_{0}^{1, \phi}(\Omega)^{d} \rightarrow L_{0}^{\phi}(\Omega)$ and observe that div : $W_{0}^{1, \phi}(\Omega)^{d} \rightarrow$ $L_{0}^{\phi}(\Omega)$ is a closed operator. Recalling the closed range theorem (see, e.g., [78] and [15]) the inf-sup condition (4.4) is equivalent to

$$
\mathbf{R}(\operatorname{div})=\mathbf{N}(\nabla)^{\perp}
$$

where $\mathbf{N}(\nabla)$ denotes the kernel of $\nabla$ in $L^{\phi^{*}}(\Omega) / \mathbb{R}$. Moreover, by the inf-sup condition (4.4) we have that $\nabla: L^{\phi^{*}}(\Omega) / \mathbb{R} \rightarrow W^{-1, \phi^{*}}(\Omega)^{d}$ is injective, i.e., $\mathbf{N}(\nabla)=\{0\}$ and therefore

$$
\mathbf{R}(\text { div })=\{0\}^{\perp}=L_{0}^{\phi}(\Omega)
$$

Hence, we proved $\mathbf{R}(\mathcal{B})=Y$ and therefore Proposition 119 yields the following existence and uniqueness result.

Theorem 122. Let $\phi$ be an $N$-function that satisfies Assumption 116. Then there exists a unique solution $(u, p) \in W_{0}^{1, \phi}(\Omega)^{d} \times L^{\phi^{*}}(\Omega) / \mathbb{R}$ of (4.2).

Remark 123. For general N-functions no inf-sup condition is known so far. The above considerations and Corollary 120 show that the existence and uniqueness of $p \in L^{\phi^{*}}(\Omega) / \mathbb{R}$ in (4.2) is equivalent to the inf-sup condition

$$
\inf _{q \in L^{\phi^{*}}(\Omega) / \mathbb{R}} \sup _{v \in W_{0}^{1, \phi}(\Omega)^{d}} \frac{\int_{\Omega} q \operatorname{div} v d x}{\|v\|_{W_{0}^{1, \phi}(\Omega)^{d}}\|q\|_{L^{\phi^{*}}(\Omega) / \mathbb{R}}}>\beta
$$

for some $\beta>0$. We want to emphasize that all subsequent analysis is applicable to $N$-functions that satisfy Assumption 40 and for which such a inf-sup condition holds.

### 4.1.3 The Lagrangian Function

Following the approach in [40]. For a given $N$-function $\phi$, we define the Lagrangian function $\mathcal{L}: W_{0}^{1, \phi}(\Omega)^{d} \times L^{\phi^{*}}(\Omega) / \mathbb{R} \rightarrow \mathbb{R}$ of (4.2) by

$$
\mathcal{L}(v, q):=\int_{\Omega} \phi(|\nabla v|)-q \operatorname{div} v-f \cdot v d x
$$

For the ease of exposition, we will use the abbreviations

$$
\mathbb{V}:=W_{0}^{1, \phi}(\Omega)^{d} \quad \text { and } \quad \mathbb{Q}:=L^{\phi^{*}}(\Omega) / \mathbb{R}
$$

in the remainder of this chapter.
Proposition 124. Let $\phi$ be an $N$-function that satisfies Assumption 116. Then the nonlinear Stokes problem (4.2) is equivalent to the saddle-point problem: Find functions $u \in \mathbb{V}, p \in \mathbb{Q}$, such that

$$
\begin{equation*}
\inf _{v \in \mathbb{V}} \mathcal{L}(v, p)=\mathcal{L}(u, p)=\sup _{q \in \mathbb{Q}} \mathcal{L}(u, q) \tag{4.7}
\end{equation*}
$$

i.e., the unique solution $(u, p) \in \mathbb{V} \times \mathbb{Q}$ of (4.2) is the unique saddle-point of $\mathcal{L}$.

Proof. Let ( $u, p$ ) be the solution of (4.2). From

$$
\int_{\Omega} q \operatorname{div} u d x=0 \quad \text { for all } q \in \mathbb{Q}
$$

we get

$$
\mathcal{L}(u, q)=\mathcal{L}(u, p), \quad \text { for all } q \in \mathbb{Q}
$$

Hence, the second equality of (4.7) is established. We observe further, that $u$ is the unique solution of the nonlinear Poisson equation (3.2) with right hand side $g=f-\nabla p \in W^{-1, \phi^{*}}(\Omega)^{d}$; see Theorem 49. Recalling Theorem 54, $u$ is the unique minimizer of $\mathcal{L}(\cdot, p)$, which implies the left equality in (4.7).

On the other hand, let $(u, p) \in \mathbb{V} \times \mathbb{Q}$ be a saddle-point of $\mathcal{L}$, then we have that $u$ is a minimizer of $\mathcal{L}(\cdot, p)$ and thus Theorem 54 yields

$$
\int_{\Omega} \mathbf{A}(\nabla u): \nabla v d x=\int_{\Omega} p \operatorname{div} v+f \cdot v d x \quad \text { for all } v \in \mathbb{V}
$$

Finally, the right equality of (4.7) implies

$$
\mathcal{L}(u, q)-\mathcal{L}(u, p)=\int_{\Omega}(p-q) \operatorname{div} u d x \leq 0 \quad \text { for all } q \in \mathbb{Q}
$$

Since $p \in \mathbb{Q}$ is arbitrary, this yields

$$
\int_{\Omega} q \operatorname{div} u d x=0 \quad \text { for all } q \in \mathbb{Q} \text {. }
$$

Therefore, we have proved that the solution of the saddle-point problem (4.7) is a solution of (4.2). Hence, the uniqueness of the saddle-point problem then follows by the uniqueness of solutions of (4.2); see Theorem 122.

The following proposition is a general property of saddle-points; see e.g. [40, VI, Proposition 1.2].

Proposition 125. Suppose the conditions of Proposition 124, then

$$
\sup _{q \in \mathbb{Q}} \inf _{v \in \mathbb{V}} \mathcal{L}(v, q)=\mathcal{L}(u, p)=\inf _{v \in \mathbb{V}} \sup _{q \in \mathbb{Q}} \mathcal{L}(v, q) .
$$

Based on the above results we define the nonlinear functional $\mathcal{F}: \mathbb{Q} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathcal{F}(q):=-\inf _{v \in \mathbb{V}} \mathcal{L}(v, q) \quad \text { for all } q \in \mathbb{Q} \tag{4.8}
\end{equation*}
$$

According to Proposition 125 our aim is to minimize $\mathcal{F}$.
Corollary 126. Under the conditions of this section, the functional $\mathcal{F}: \mathbb{Q} \rightarrow \mathbb{R}$ possesses a unique minimizer $p \in \mathbb{Q}$.

Proof. The assertion is an immediate consequence of Propositions 124 and 125.

Note from the definition of the Lagrangian function, that evaluating $\mathcal{F}$ at $q \in \mathbb{Q}$ is a minimizing problem of the form (3.11), with $g=f-\nabla q \in W^{-1 \phi^{*}}(\Omega)$. Hence, by Theorem 54, the unique minimizer $u_{q} \in \mathbb{V}$ of

$$
\begin{equation*}
\mathcal{F}(q)=-\mathcal{L}\left(u_{q}, q\right)=-\inf _{v \in \mathbb{V}} \mathcal{L}(v, q) \tag{4.9}
\end{equation*}
$$

is the unique solution of the elliptic equation

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}\left(\nabla u_{q}\right): \nabla v d x=\int_{\Omega} f \cdot v+q \operatorname{div} v d x \quad \text { for all } v \in \mathbb{V} . \tag{4.10}
\end{equation*}
$$

In the following, we will analyze the functional $\mathcal{F}$.
Proposition 127. Under the conditions of Proposition 124 let $\mathcal{F}: \mathbb{Q} \rightarrow \mathbb{R}$ be defined as in (4.8). Then the mapping

$$
q \mapsto u_{q},
$$

defined by (4.9), is continuous from $\mathbb{Q}$ to $\mathbb{V}$. Moreover, $\mathcal{F}: \mathbb{Q} \rightarrow \mathbb{R}$ is continuous.
In order to prove Proposition 127 we need some technical Lemmas. We start with a basic observation that will be used frequently in the following.
Lemma 128. For an $N$-function $\phi$ with $\Delta_{2}(\phi)<\infty$ holds

$$
\phi_{a}(|\operatorname{tr}(\mathbf{Q})|) \preccurlyeq \phi_{a}(|\mathbf{Q}|)
$$

for all $a \geq 0$ and $\mathbf{Q}=\left(Q_{i j}\right)_{i, j} \in \mathbb{R}^{d \times d}$, where $\operatorname{tr}(\mathbf{Q})=\sum_{i=1}^{d} Q_{i i}$. The constant hidden in $\preccurlyeq$ depends solely on $\Delta_{2}(\phi)$ and d.
Proof. First, we observe that $|\operatorname{tr}(\mathbf{Q})| \leq \sqrt{d}|\mathbf{Q}|$ for all $\mathbf{Q} \in \mathbb{R}^{d \times d}$. Therefore, the monotonicity of $\phi_{a}$ implies

$$
\phi_{a}(|\operatorname{tr}(\mathbf{Q})|) \leq \phi_{a}(\sqrt{d}|\mathbf{Q}|) .
$$

Now, the assertion follows by Corollary 10 , recalling that the $\Delta_{2}$-constant of $\phi_{a}$ is bounded uniformly in $a \geq 0$; see Lemma 57 .

The next Lemma states that we can use $L_{0}^{\phi^{*}}(\Omega)$ as a representation space for $L^{\phi^{*}}(\Omega) / \mathbb{R}$.

Lemma 129. Let $\phi$ be an $N$-function that satisfies Assumption 116. Then it holds

$$
\|q-\langle q\rangle\|_{\left(\phi^{*}\right)} \leq 2 \inf _{c \in \mathbb{R}}\|q-c\|_{\left(\phi^{*}\right)} \leq 2\|q-\langle q\rangle\|_{\left(\phi^{*}\right)}
$$

for all $q \in L^{\phi^{*}}(\Omega)$, where $\langle q\rangle:=\frac{1}{|\Omega|} \int_{\Omega} q d x$.

Proof. We have to show the equivalence of norms of $L^{\phi^{*}}(\Omega) / \mathbb{R}$ and $L_{0}^{\phi^{*}}(\Omega)$. It is clear that $\inf _{c \in \mathbb{R}}\|q-c\|_{\left(\phi^{*}\right)} \leq\|q-\langle q\rangle\|_{\left(\phi^{*}\right)}$. On the other hand we have for any $c \in \mathbb{R}$

$$
\begin{equation*}
\|q-\langle q\rangle\|_{\left(\phi^{*}\right)} \leq\|q-c\|_{\left(\phi^{*}\right)}+\|c-\langle q\rangle\|_{\left(\phi^{*}\right)} . \tag{4.11}
\end{equation*}
$$

For the second summand of the right hand side, we obtain by Jensen's inequality (Lemma 4)

$$
\begin{aligned}
\int_{\Omega} \phi^{*}(|c-\langle q\rangle|) d x & \leq \int_{\Omega} \phi^{*}\left(\frac{1}{|\Omega|} \int_{\Omega}|c-q| d y\right) d x \\
& \leq \int_{\Omega} \frac{1}{|\Omega|} \int_{\Omega} \phi^{*}(|c-q|) d y d x=\int_{\Omega} \phi^{*}(|c-q|) d y
\end{aligned}
$$

Therfore, by the definition of the Minkowski functional (2.13) we have for all $c \in \mathbb{R}$

$$
\|c-\langle q\rangle\|_{\left(\phi^{*}\right)} \leq\|c-q\|_{\left(\phi^{*}\right)} .
$$

Applying this to (4.11) we get

$$
\|q-\langle q\rangle\|_{\left(\phi^{*}\right)} \leq 2\|q-c\|_{\left(\phi^{*}\right)},
$$

which is the desired estimate since $c \in \mathbb{R}$ is arbitrary.
Corollary 130. Let $w \in W_{0}^{1, \phi}(\Omega)$ and $\left(q_{n}\right)_{n \in \mathbb{N}} \subset L^{\phi^{*}}(\Omega)$. Under the conditions of Lemma 129 the following assertions are equivalent:
i)

$$
\int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}\left(\left|q_{n}-\left\langle q_{n}\right\rangle\right|\right) d x \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

ii)

$$
\inf _{c \in \mathbb{R}} \int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}\left(\left|q_{n}-c\right|\right) d x \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

iii)

$$
\inf _{c \in \mathbb{R}}\left\|q_{n}-c\right\|_{\left(\phi^{*}\right)} \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

Proof. It holds

$$
\inf _{c \in \mathbb{R}} \int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}\left(\left|q_{n}-c\right|\right) d x \leq \int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}\left(\left|q_{n}-\left\langle q_{n}\right\rangle\right|\right) d x
$$

for all $n \in \mathbb{N}$. Thus i) implies ii).
Now, assuming ii) we observe for fixed $n \in \mathbb{N}$ that the real function $c \mapsto$ $\int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}\left(\left|q_{n}-c\right|\right) d x$ is continuous and tends to infinity as $|c|$ tends to infinity. Thus, it attains its minimum. Denoting a minimizer by $c_{n} \in \mathbb{R}$, it follows by ii) that

$$
\int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}\left(\left|q_{n}-c_{n}\right|\right) d x \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Hence, Lemma 76 implies $\left\|q_{n}-c_{n}\right\|_{\left(\phi^{*}\right)} \rightarrow 0$ as $n \rightarrow \infty$. The estimate

$$
\inf _{c \in \mathbb{R}}\left\|q_{n}-c\right\|_{L^{\phi^{*}}(\Omega)} \leq\left\|q_{n}-c_{n}\right\|_{L^{\phi^{*}}(\Omega)}
$$

yields that ii) implies iii).
The fact that iii) implies i) can be deduced from Lemma 76 and the equivalence of norms in Lemma 129.

Lemma 131. Let $\phi$ be an $N$-function that satisfies $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$. Then the functional $\mathcal{L}: \mathbb{V} \times \mathbb{Q} \rightarrow \mathbb{R}$ is continuous.

Proof. Let $v, w \in \mathbb{V}$ and $q, h \in \mathbb{Q}$. Then, by the triangle inequality we have

$$
\begin{align*}
|\mathcal{L}(v, q)-\mathcal{L}(w, h)| \leq & \left|\int_{\Omega} \phi(|\nabla v|)-\phi(|\nabla w|) d x\right|  \tag{4.12}\\
& +\left|\int_{\Omega} q \operatorname{div} v-h \operatorname{div} w d x\right|+\left|\int_{\Omega} f \cdot(v-w) d x\right|
\end{align*}
$$

The first addend at the right hand side can be estimated by the quasi triangle inequality (Corollary 10)

$$
\left|\int_{\Omega} \phi(|\nabla v|)-\phi(|\nabla w|) d x\right| \preccurlyeq\left|\int_{\Omega} \phi(|\nabla v-\nabla w|) d x\right|
$$

Thanks to the equivalence of norm-convergence and mean convergence (Proposition 31) this term becomes small as $\|v-w\|_{\mathbb{V}}$ becomes small. For the second addend we estimate

$$
\begin{aligned}
\left|\int_{\Omega} q \operatorname{div} v-h \operatorname{div} w d x\right| & =\left|\int_{\Omega} q \operatorname{div} v-q \operatorname{div} w+q \operatorname{div} w-h \operatorname{div} w d x\right| \\
& \leq\left|\int_{\Omega} q \operatorname{div}(v-w) d x\right|+\left|\int_{\Omega}(q-h) \operatorname{div} w d x\right|
\end{aligned}
$$

Recalling that the pressure is determinated up to a constant we obtain by Proposition 24

$$
\left|\int_{\Omega} q \operatorname{div} v-h \operatorname{div} w d x\right| \leq\|q-\tilde{c}\|_{\phi^{*}}\|\operatorname{div}(v-w)\|_{(\phi)}+\|q-h-\hat{c}\|_{\phi^{*}}\|\operatorname{div} v\|_{(\phi)}
$$

for all $\tilde{c}, \hat{c} \in \mathbb{R}$. Taking the infimum over all $\tilde{c}, \hat{c}$, applying the point-wise estimate of Lemma 128, and (2.14), we can further deduce

$$
\left|\int_{\Omega} q \operatorname{div} v-h \operatorname{div} w d x\right| \preccurlyeq\|q\|_{\mathbb{Q}}\|v-w\|_{\mathbb{V}}+\|q-h\|_{\mathbb{Q}}\|v\|_{\mathbb{V}}
$$

which becomes small as $\|v-w\|_{\mathbb{V}}$ and $\|q-h\|_{\mathbb{Q}}$ becomes small - provided $\|q\|_{\mathbb{Q}}$ and $\|v\|_{\mathbb{V}}$ stay bounded. The last term of the right hand side of (4.12) can be estimated by Proposition 24

$$
\left|\int_{\Omega} f \cdot(v-w) d x\right| \leq\|f\|_{\left(\phi^{*}\right)}\|v-w\|_{\phi} \leq\|f\|_{\left(\phi^{*}\right)}\|v-w\|_{\mathbb{V}} .
$$

Hence, this term also becomes small as $\|v-w\|_{\mathbb{V}}$ becomes small. Applying these estimates to (4.12) yields the assertion.

Proof of Proposition 127. From the preceeding considerations we know that $u_{q}$ solves (4.10). According to Lemma 129 we can choose $q, h \in L_{0}^{\phi^{*}}(\Omega)$ as representatives of functions in $\mathbb{Q}$. It holds

$$
\int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}\left(\nabla u_{q+h}\right)\right): \nabla v d x=\int_{\Omega} h \operatorname{div} v d x \quad \text { for all } v \in \mathbb{V} .
$$

Taking $v=u_{q}-u_{q+h}$ and applying Young's inequality (Proposition 11) we get

$$
\begin{aligned}
\int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}\left(\nabla u_{q+h}\right)\right) & : \nabla\left(u_{q}-u_{q+h}\right) d x \\
& \leq \int_{\Omega} C_{\delta}\left(\phi_{\left|\nabla u_{q}\right|}\right)^{*}(|h|)+\delta \phi_{\left|\nabla u_{q}\right|}\left(\left|\operatorname{div}\left(u_{q}-u_{q+h}\right)\right|\right) d x
\end{aligned}
$$

Lemma 128 then implies

$$
\begin{aligned}
\int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}\left(\nabla u_{q+h}\right)\right) & : \nabla\left(u_{q}-u_{q+h}\right) d x \\
& \preccurlyeq \int_{\Omega} C_{\delta}\left(\phi_{\left|\nabla u_{q}\right|}\right)^{*}(|h|)+\delta \phi_{\left|\nabla u_{q}\right|}\left(\left|\nabla\left(u_{q}-u_{q+h}\right)\right|\right) d x .
\end{aligned}
$$

According to Lemma 74 , for $\delta$ small enough, we obtain

$$
\int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\nabla\left(u_{q}-u_{q+h}\right)\right|\right) d x \preccurlyeq \int_{\Omega}\left(\phi_{\left|\nabla u_{q}\right|}\right)^{*}(|h|) d x \approx \int_{\Omega} \phi_{\phi^{\prime}\left(\left|\nabla u_{q}\right|\right)}^{*}(|h|) d x .
$$

Now, Lemmas 76 and 129 imply the desired result.
The continuity of $\mathcal{F}$ follows from the continuity of $\mathcal{L}$ on $\mathbb{V} \times \mathbb{Q}$ (Lemma 131) and the continuity of $q \mapsto u_{q}$.

We will now conclude our analytical considerations proving some properties of $\mathcal{F}$, which will be crucial in the convergence analysis of Sections 4.2 and 4.3.

Proposition 132. Let $\phi$ be an $N$-function that satisfies Assumption 116. Then, the functional $\mathcal{F}: \mathbb{Q} \rightarrow \mathbb{R}$ defined in (4.8) is strictly convex.

Proof. Let $q_{1}, q_{2} \in \mathbb{Q}$ with $q_{1} \neq q_{2}$, then for $t \in(0,1)$

$$
\mathcal{L}\left(v, t q_{1}+(1-t) q_{2}\right)=t \mathcal{L}\left(v, q_{1}\right)+(1-t) \mathcal{L}\left(v, q_{2}\right), \quad \text { for all } v \in \mathbb{V}
$$

since $\mathcal{L}$ is linear in its second argument. The strict convexity follows from recalling that $u_{q}$ is the unique minimizer of $\mathcal{L}(\cdot, q)$. In particular,

$$
\mathcal{L}\left(u_{t q_{1}+(1-t) q_{2}}, q_{1}\right)<\mathcal{L}\left(u_{q_{1}}, q_{1}\right)
$$

and

$$
\mathcal{L}\left(u_{t q_{1}+(1-t) q_{2}}, q_{2}\right)<\mathcal{L}\left(u_{q_{2}}, q_{2}\right)
$$

for all $t \in(0,1)$. Hence,

$$
\begin{aligned}
\mathcal{F}\left(t q_{1}+(1-t) q_{2}\right) & =-\mathcal{L}\left(u_{t q_{1}+(1-t) q_{2}}, t q_{1}+(1-t) q_{2}\right) \\
& =-t \mathcal{L}\left(u_{t q_{1}+(1-t) q_{2}}, q_{1}\right)-(1-t) \mathcal{L}\left(u_{t q_{1}+(1-t) q_{2}}, q_{2}\right) \\
& <-t \mathcal{L}\left(u_{q_{1}}, q_{1}\right)-(1-t) \mathcal{L}\left(u_{q_{2}}, q_{2}\right) \\
& =t \mathcal{F}\left(q_{1}\right)+(1-t) \mathcal{F}\left(q_{2}\right) .
\end{aligned}
$$

This finishes the proof.

Proposition 133. Let $\phi$ be an $N$-function that satisfies Assumption 116. For $q \in \mathbb{Q}$, let $u_{q}$ be the uniquely determined function from (4.10). The functional $\mathcal{F}$ is Fréchet differentiable in $q$ with derivative $D \mathcal{F}(q)=\operatorname{div} u_{q} \in \mathbb{Q}^{*}$, i.e.,

$$
\langle D \mathcal{F}(q), h\rangle=\int_{\Omega} h \operatorname{div} u_{q} d x, \quad \text { for } h \in \mathbb{Q}
$$

Proof. To prove the assertion, we have to show that

$$
\mathcal{F}(q+h)-\mathcal{F}(q)-\int_{\Omega} h \operatorname{div} u_{q} d x=o\left(\|h\|_{\mathbb{Q}}\right)
$$

According to (4.9) and the definition of the Lagrangian function we have

$$
\begin{aligned}
\mathcal{F}(q+h)- & \mathcal{F}(q)-\int_{\Omega} h \operatorname{div} u_{q} d x \\
= & -\mathcal{L}\left(u_{q+h}, q+h\right)+\mathcal{L}\left(u_{q}, q\right)-\int_{\Omega} h \operatorname{div} u_{q} d x \\
= & \int_{\Omega} \phi\left(\left|\nabla u_{q}\right|\right)-q \operatorname{div} u_{q}-f \cdot u_{q} d x \\
& -\int_{\Omega} \phi\left(\left|\nabla u_{q+h}\right|\right)-(q+h) \operatorname{div} u_{q+h}-f \cdot u_{q+h} d x \\
& -\int_{\Omega} h \operatorname{div} u_{q} d x \\
= & \int_{\Omega} \phi\left(\left|\nabla u_{q}\right|\right)-q \operatorname{div} u_{q}-f \cdot u_{q} d x \\
& -\int_{\Omega} \phi\left(\left|\nabla u_{q+h}\right|\right)-q \operatorname{div} u_{q+h}-f \cdot u_{q+h} d x \\
& -\int_{\Omega} h \operatorname{div}\left(u_{q}-u_{q+h}\right) d x .
\end{aligned}
$$

Defining $\mathcal{J}_{q}$ as

$$
\mathcal{J}_{q}(v):=\int_{\Omega} \phi(|\nabla v|)-f \cdot v-q \operatorname{div} v d x
$$

yields

$$
\begin{aligned}
\mathcal{F}(q+h)-\mathcal{F}(q) & -\int_{\Omega} h \operatorname{div} u_{q} d x \\
& =\mathcal{J}_{q}\left(u_{q}\right)-\mathcal{J}_{q}\left(u_{q+h}\right)-\int_{\Omega} h \operatorname{div}\left(u_{q}-u_{q+h}\right) d x
\end{aligned}
$$

Note that the definition of $\mathcal{J}_{q}$ corresponds to the definition of $\mathcal{J}$ in (3.10) with $g=f-\nabla q \in \mathbb{V}^{*}$. Therefore, since $u_{q}$ is the minimizer of $\mathcal{J}_{q}$, we get from Proposition 100 and (4.2)

$$
\begin{aligned}
\left|\mathcal{J}_{q}\left(u_{q}\right)-\mathcal{J}_{q}\left(u_{q+h}\right)\right| & \approx \int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}\left(\nabla u_{q+h}\right)\right):\left(\nabla u_{q}-\nabla u_{q+h}\right) d x \\
& =-\int_{\Omega} h \operatorname{div}\left(u_{q}-u_{q+h}\right) d x
\end{aligned}
$$

where the constants hidden in $\approx$ solely depend on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$. Hence, it follows that

$$
\begin{aligned}
\left|\mathcal{F}(q+h)-\mathcal{F}(q)-\int_{\Omega} h \operatorname{div} u_{q} d x\right| & \preccurlyeq\left|\int_{\Omega} h \operatorname{div}\left(u_{q}-u_{q+h}\right) d x\right| \\
& \leq\|h\|_{\mathbb{Q}}\left\|\operatorname{div}\left(u_{q}-u_{q+h}\right)\right\|_{\phi}
\end{aligned}
$$

where we used that $\|\cdot\|_{\mathbb{Q}}$ equals to the operator-norm of $\left(L_{0}^{\phi}(\Omega)\right)^{*}$; see Lemma 121. Thus, Lemma 128 implies

$$
\left|\mathcal{F}(q+h)-\mathcal{F}(q)-\int_{\Omega} h \operatorname{div} u_{q} d x\right| \preccurlyeq\|h\|_{\mathbb{Q}}\left\|\nabla\left(u_{q}-u_{q+h}\right)\right\|_{\phi} .
$$

Now, the continuity of $q \mapsto u_{q}$ (Proposition 127), implies that $\left\|\nabla\left(u_{q}-u_{q+h}\right)\right\|_{\phi} \rightarrow$ 0 as $h \rightarrow 0$ in $\mathbb{Q}$. This proves the assertion.

Corollary 134. Assume the conditions of Proposition 133. Then $D \mathcal{F}: \mathbb{Q} \rightarrow \mathbb{Q}^{*}$ is strictly monotone.

Proof. Proposition 133 asserts that $\mathcal{F}$ is Fréchet differentiable. The strict convexity of $\mathcal{F}$ (Proposition 132) implies the strict monotonicity of $D \mathcal{F}$; see [79, Proposition 42.6].

### 4.2 Generalized Uzawa Algorithm

This section contains an infinite-dimensional convergent steepest descent algorithm, which is the motivation for the convergent adaptive method for the nonlinear stationary Stokes equation in Section 4.3. It is a generalization of the well known Uzawa method (see, e.g., [73, 15]) to the nonlinear case. In the linear case the method is a contraction for certain relaxation parameters [64, 65]; compare with Remark 141. Due to the lack of an inf-sup condition for the quasi-norm it is currently not possible to show contraction for our nonlinear problem; see Remark 142.

The idea of the algorithm is to approximate the unique minimizer $p \in \mathbb{Q}=$ $L^{\phi^{*}}(\Omega) / \mathbb{R}$ of

$$
\begin{equation*}
q \in \mathbb{Q}: \quad \mathcal{F}(q) \rightarrow \min \tag{4.13}
\end{equation*}
$$

where $\mathcal{F}$ is defined as in (4.8); see also Corollary 126. Since we know from Proposition 133, that $\mathcal{F}$ is Fréchet differentiable with derivative

$$
\langle D \mathcal{F}(q), h\rangle=\int_{\Omega} h \operatorname{div} u_{q} d x, \quad \text { for } h \in \mathbb{Q}
$$

we may think of using the method of steepest descent; cf. [24].

### 4.2.1 Quasi-Steepest Descent Direction

For norms, a steepest descent direction $\mathfrak{d} \in \mathbb{Q}$ of $D \mathcal{F}$ in $q \in \mathbb{Q}$ is defined by

$$
\|D \mathcal{F}(q)\|_{\mathbb{Q}^{*}}=\sup _{h \in \mathbb{Q},\|h\|_{\phi^{*}}=1}\langle D \mathcal{F}(q), h\rangle=-\left\langle D \mathcal{F}(q), \frac{\mathfrak{d}}{\|\mathfrak{d}\|_{\phi}}\right\rangle
$$

However, the experience of Chapter 3 indicates that for nonlinear problems, like (4.13), norms might not be the appropriate concept of distance. Using the concept of quasi-norms the question arises what is the 'steepest' descent in this context. To generalize this principle to the case of quasi-norms, we have to generalize the dual or operator norm. In the case of $\phi(t)=\frac{1}{2} t^{2}$, i.e., the case when quasi-norm and norm coincide, we know for $l \in L_{0}^{2}(\Omega)=\left(L_{0}^{2}(\Omega)\right)^{*}$, that

$$
\frac{1}{2}\|l\|_{L^{2}(\Omega), *}^{2}=\sup _{h \in L^{2}(\Omega)}\left\{\langle l, h\rangle-\frac{1}{2}\|h\|_{L^{2}(\Omega)}^{2}\right\}=\sup _{h \in L^{2}(\Omega)}\left\{\langle l, h\rangle-\int_{\Omega} \phi(|h|) d x\right\} .
$$

This motivates the following definition of the dual quasi-norm; see also Remark 79. For $l \in L_{0}^{\phi}(\Omega)=\left(L^{\phi^{*}}(\Omega) / \mathbb{R}\right)^{*}$ (see Lemma 121), $w \in W_{0}^{1, \phi}(\Omega)$, we define

$$
\begin{equation*}
\|l\|_{(\nabla w), \mathbb{Q}^{*}}^{2}:=\sup _{h \in L^{\phi^{*}}(\Omega)}\left\{\langle l, h\rangle-\inf _{c \in \mathbb{R}} \int_{\Omega} \phi_{|\nabla w|}^{*}(|h-c|) d x\right\} . \tag{4.14}
\end{equation*}
$$

Recall, that $\langle l, h\rangle=\int_{\Omega} l h d x=\int_{\Omega} l(h-\hat{c}) d x$ for all $\hat{c} \in \mathbb{R}$. We have according to Young's inequality (2.3)

$$
\begin{aligned}
\langle l, h\rangle-\int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}(|h-c|) d x \leq & \int_{\Omega} \phi_{|\nabla w|}(|l|)+\left(\phi_{|\nabla w|}\right)^{*}(|h-c|) d x \\
& -\int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}(|h-c|) d x
\end{aligned}
$$

and hence

$$
\begin{equation*}
\langle l, h\rangle-\int_{\Omega} \phi_{|\nabla w|}(|h-c|) d x \leq \int_{\Omega} \phi_{|\nabla w|}(|l|) d x \tag{4.15}
\end{equation*}
$$

for all $h \in L^{\phi}(\Omega), c \in \mathbb{R}$.
On the other hand note, that by the properties of the N-function $\phi$, for $h \in$ $L^{\phi^{*}}(\Omega)$ there exists a unique $c_{h} \in \mathbb{R}$ that minimizes $\int_{\Omega} \phi^{*}(|h-c|) d x: c \in \mathbb{R}$. Moreover, by the strict convexity of $\phi, c_{h}$ is the unique solution of

$$
\left.\frac{\partial}{\partial c} \int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*}(|h-c|) d x\right|_{c=c_{h}}=\int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*^{\prime}}\left(\left|h-c_{h}\right|\right) \frac{h-c_{h}}{\left|h-c_{h}\right|} d x=0 .
$$

Hence, taking $h=\phi_{|\nabla w|}^{\prime}(|l|) \frac{l}{|l|} \in L^{\phi^{*}}(\Omega)$ it turns out that $\int_{\Omega}\left(\phi_{|\nabla w|}\right)^{*^{\prime}}(|h|) \frac{h}{|h|} d x=$ $\int_{\Omega} l d x=0$. Therefore, $c_{h}=0$ and we obtain by (2.4)

$$
\|l\|_{(\nabla w), \mathbb{Q}^{*}}^{2} \geq\langle l, h\rangle-\int_{\Omega} \phi_{|\nabla w|}(|h|) d x=\int_{\Omega} \phi_{|\nabla w|}(|l|) d x .
$$

Together with (4.15) this yields

$$
\begin{equation*}
\|l\|_{(\nabla w), \mathbb{Q}^{*}}^{2}=\int_{\Omega} \phi_{|\nabla w|}(|l|) d x, \tag{4.16}
\end{equation*}
$$

which is exactly what we expect from a reasonable dual quasi-norm on $L_{0}^{\phi}(\Omega)$.
The next question is how to choose the shift $|\nabla w|$. Recalling Lemma 74, the quasi-norm is a quantity, which is equivalent to the residual tested with the error. Carrying over these ideas to the functional $\mathcal{F}$ suggests to test the residual $D \mathcal{F}(q)$, $q \in \mathbb{Q}$, with the error $q-p$ :

$$
\begin{aligned}
\langle D \mathcal{F}(q), q-p\rangle= & \langle D \mathcal{F}(q)-D \mathcal{F}(p), q-p\rangle \\
= & \int_{\Omega}(q-p) \operatorname{div}\left(u_{q}-u\right) d x \\
= & \int_{\Omega} q \operatorname{div}\left(u_{q}-u\right)+f\left(u_{q}-u\right) \\
& -p \operatorname{div}\left(u_{q}-u\right)-f\left(u_{q}-u\right) d x
\end{aligned}
$$

According to (4.10) and Lemma 74 this leads to

$$
\begin{align*}
\langle D \mathcal{F}(q)-D \mathcal{F}(p), q-p\rangle & =\int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}(\nabla u)\right):\left(\nabla u_{q}-\nabla u\right) d x \\
& \approx \int_{\Omega} \phi_{|\nabla u|}\left(\left|\nabla u-\nabla u_{q}\right|\right) d x  \tag{4.17}\\
& \approx \int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\nabla u-\nabla u_{q}\right|\right) d x
\end{align*}
$$

Therefore, the residual of $\mathcal{F}$ is closely connected to the error $u-u_{q}$ in the quasinorm with shift $|\nabla u|$ or $\left|\nabla u_{q}\right|$. Since the solution $u$ is not at our disposal we decide for the later one in the following definition of the quasi-steepest descent direction; compare also Remark 143.
Definition 135 (quasi-steepest descent). Let $\phi$ be an $N$-function that satisfies Assumption 40 and assume the notation of this chapter. Then, the quasi-steepest descent direction with respect to $\mathcal{F}$ in $q \in \mathbb{Q}$ is defined as

$$
\begin{equation*}
\mathfrak{J}_{q}:=-\phi_{\left|\nabla u_{q}\right|}^{\prime}\left(\left|\operatorname{div} u_{q}\right|\right) \frac{\operatorname{div} u_{q}}{\left|\operatorname{div} u_{q}\right|} . \tag{4.18}
\end{equation*}
$$

### 4.2.2 Convergent Generalized Uzawa Algorithm (GUA)

Now, we are prepared to state the infinite-dimensional quasi-steepest descent algorithm.
Algorithm 136 (GUA). Let $\mu>0$ and $q_{0} \in \mathbb{Q}=L^{\phi^{*}}(\Omega) / \mathbb{R}$ be an initial guess for the exact solution $p \in \mathbb{Q}$. Let $j=0$;

1. (DERIVATIVE)

$$
u_{j} \in \mathbb{V}: \quad \int_{\Omega} \mathbf{A}\left(\nabla u_{j}\right): \nabla v d x=\int_{\Omega} f \cdot v d x+\int_{\Omega} q_{j} \operatorname{div} v d x
$$

for all $v \in \mathbb{V}$;
2. (QUASI-STEEPEST DESCENT DIRECTION)

$$
\mathfrak{d}_{j}:=-\phi_{\left|\nabla u_{j}\right|}^{\prime}\left(\left|\operatorname{div} u_{j}\right|\right) \frac{\operatorname{div} u_{j}}{\left|\operatorname{div} u_{j}\right|} ;
$$

3. (UPDATE)

$$
q_{j+1}:=q_{j}+\mu \mathfrak{d}_{j} ;
$$

increment $j$ and go to step (1);
Remark 137. In step (DERIVATIVE) of Algorithm 136 the function $u_{j}=u_{q_{j}} \in \mathbb{V}$ is determined. This leads immediately to the derivative $\operatorname{D\mathcal {F}}\left(q_{j}\right)=\operatorname{div} u_{j}$. Hence, in step (QUASI-STEEPEST DESCENT DIRECTION) the quasi-steepest descent direction, with respect to $D \mathcal{F}\left(q_{j}\right)=\operatorname{div} u_{j}$, is determined according to (4.18). Finally, in step (UPDATE), the approximation $q_{j}$ to the solution $p \in \mathbb{Q}$ is updated with the quasi-steepest descent direction scaled by a step-size parameter $\mu$.

Note, that Algorithm 136 (GUA) is driven by $\operatorname{div} u_{j}=D \mathcal{F}\left(q_{j}\right), j \in \mathbb{N}$. Hence, the question arises what it means to $\left(q_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{Q}$ if the sequence $\left(\operatorname{div} u_{j}\right) \subset L_{0}^{\phi}(\Omega)$ vanishes.

Lemma 138. Let $\phi$ be an $N$-function that satisfy Assumption 40. For a sequence $\left(q_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{Q}$, we define the sequence $\left(u_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{V}$ by $u_{j}:=u_{q_{j}}$ as in (4.9). Then

$$
\operatorname{div} u_{j} \rightarrow_{j \rightarrow \infty} 0 \quad \text { in } L_{0}^{\phi}(\Omega)
$$

implies

$$
q_{j} \rightarrow_{j \rightarrow \infty} p \quad \text { in } \mathbb{Q},
$$

where $p$ is the unique minimizer of $\mathcal{F}$.
Proof. We assume the contrary. In particular, w.l.o.g., there exists a constant $c>0$ such that $\left\|p-q_{j}\right\|_{\mathbb{Q}}>c$ - otherwise we pass to a subsequence. By the inf-sup condition (4.4) and Corollary 36 , there exists a $\tilde{\beta}>0$ such that

$$
\begin{aligned}
\tilde{\beta}\left\|p-q_{j}\right\|_{\mathbb{Q}} & \leq \sup _{v \in W_{0}^{1, \phi}(\Omega)} \frac{\int_{\Omega}\left(p-q_{j}\right) \operatorname{div} v d x}{\|\nabla v\|_{(\phi)}} \\
& =\sup _{v \in W_{0}^{1, \phi}(\Omega)} \frac{\int_{\Omega}\left(p-q_{j}\right) \operatorname{div} v d x+\int_{\Omega}(f-f) v d x}{\|\nabla v\|_{(\phi)}} \\
& =\sup _{v \in W_{0}^{1, \phi}(\Omega)} \frac{\int_{\Omega}\left(\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla u_{j}\right)\right): \nabla v d x}{\|\nabla v\|_{(\phi)}},
\end{aligned}
$$

where we used (4.10) in the last equality. By means of Young's inequality (Proposition 11), it follows for $\delta>0$

$$
\begin{aligned}
\tilde{\beta}\left\|p-q_{j}\right\|_{\mathbb{Q}} \leq & C_{\delta} \int_{\Omega}\left(\phi_{|\nabla u|}\right)^{*}\left(\left|\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla u_{j}\right)\right|\right) d x \\
& +\delta \sup _{v \in W_{0}^{1, \phi}(\Omega)} \int_{\Omega} \phi_{|\nabla u|}\left(\frac{|\nabla v|}{\|\nabla v\|_{(\phi)}}\right) d x,
\end{aligned}
$$

where the constant $C_{\delta}$ depends on $\delta$ and $\Delta_{2}\left(\left\{\phi_{a}\right\}_{a \geq 0}\right)$ and thus on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$; see Lemma 57. The second term is bounded according to

$$
\int_{\Omega} \phi_{|\nabla u|}\left(\frac{|\nabla v|}{\|\nabla v\|_{(\phi)}}\right) d x \preccurlyeq \int_{\Omega} \phi\left(\frac{|\nabla v|}{\|\nabla v\|_{(\phi)}}\right)+\phi(|\nabla u|) d x \leq 1+\int_{\Omega} \phi(|\nabla u|) d x
$$

see Corollary 69. Hence, for $\delta$ small enough, we have by the assumption $0<c<$ $\left\|p-q_{j}\right\|_{\mathbb{Q}}$ that

$$
\tilde{\beta}\left\|p-q_{j}\right\|_{\mathbb{Q}} \preccurlyeq C \int_{\Omega}\left(\phi_{|\nabla u|}\right)^{*}\left(\left|\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla u_{j}\right)\right|\right) d x
$$

For a constant $C>0$ not depending on $j \in \mathbb{N}$. Furthermore, Corollary 65 and Lemma 74 imply

$$
\begin{aligned}
\tilde{\beta}\left\|p-q_{j}\right\|_{\mathbb{Q}} & \preccurlyeq C \int_{\Omega}\left(\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla u_{j}\right)\right):\left(\nabla u-\nabla u_{j}\right) d x \\
& =C \int_{\Omega}\left(p-q_{j}\right) \operatorname{div}\left(u-u_{j}\right) d x=C \int_{\Omega}\left(p-q_{j}\right) \operatorname{div} u_{j} d x \\
& \leq C\left\|p-q_{j}\right\|_{\mathbb{Q}}\left\|\operatorname{div} u_{j}\right\|_{\phi}
\end{aligned}
$$

where we used (4.10) and the fact that $\operatorname{div} u=0$; see (4.2). Since $\left\|\operatorname{div} u_{j}\right\|_{\phi} \rightarrow 0$ as $j \rightarrow \infty$, this is a contradiction and hence $q_{j} \rightarrow p$ in $\mathbb{Q}$ as $j \rightarrow \infty$.

The next theorem asserts that for some fixed $\mu>0$ the sequence $\left(q_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{Q}$ produced by Algorithm 136 (GUA) converges to the real solution.

Theorem 139. Let $\phi$ be an $N$-function that satisfies Assumption 116. There exists $\mu_{0}>0$ depending only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and $d$, such that for all step-sizes $\mu \in\left(0, \mu_{0}\right)$, it holds for the sequence $\left(q_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{Q}$ produced by Algorithm 136 (GUA) that

$$
q_{j} \rightarrow p \quad \text { in } \mathbb{Q}, \text { as } j \rightarrow \infty,
$$

where $p \in \mathbb{Q}$ is the solution of (4.13).

Proof. Recall that $\Delta_{2}\left(\left\{\phi_{a},\left(\phi_{a}\right)^{*}\right\}\right)$ is bounded with respect to $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$; see Lemma 57 . For $q_{j} \in \mathbb{Q}$ we define an auxiliary function $\mathcal{H}_{j}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\mathcal{H}_{j}(\mu):=\mathcal{F}\left(q_{j}\right)-\mathcal{F}\left(q_{j}+\mu \mathfrak{d}_{j}\right)
$$

By means of the mean value theorem and Proposition 133, for $\mu>0$, there exists $\theta \in(0, \mu)$ such that

$$
\begin{align*}
\mathcal{H}_{j}(\mu) & =\mu \mathcal{H}_{j}^{\prime}(\theta)=-\mu\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right), \mathfrak{d}_{j}\right\rangle \\
& =-\mu\left\langle D \mathcal{F}\left(q_{j}\right), \mathfrak{d}_{j}\right\rangle-\frac{\mu}{\theta}\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle \tag{4.19}
\end{align*}
$$

Considering the first term, the definition of $\mathfrak{d}_{j}$ and (2.6b) imply

$$
\begin{align*}
-\mu\left\langle D \mathcal{F}\left(q_{j}\right), \mathfrak{a}_{j}\right\rangle & =\mu \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}^{\prime}\left(\left|\operatorname{div} u_{j}\right|\right)\left|\operatorname{div} u_{j}\right| d x \\
& \geq \mu \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x . \tag{4.20}
\end{align*}
$$

For the second term holds

$$
\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle=\int_{\Omega} \theta \mathfrak{d}_{j} \operatorname{div}\left(u_{q_{j}+\theta \mathfrak{d}_{j}}-u_{j}\right) d x
$$

where $u_{q_{j}+\theta \mathfrak{o}_{j}}$ is defined as in (4.10). For convenience we shall denote $u_{\theta}:=u_{q_{j}+\theta \boldsymbol{o}_{j}}$ in the sequel. Applying Young's inequality (Proposition 11) it follows for $\delta>0$

$$
\begin{aligned}
\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-\right. & \left.D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle \\
& \leq \int_{\Omega} \delta \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div}\left(u_{\theta}-u_{j}\right)\right|\right)+C_{\delta}\left(\phi_{\left|\nabla u_{j}\right|}\right)^{*}\left(\left|\theta \mathfrak{d}_{j}\right|\right) d x
\end{aligned}
$$

where the constant $C_{\delta}$ solely depends on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and $\delta$. By Lemma 128, then

$$
\begin{align*}
\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-\right. & \left.D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle \\
& \left.\preccurlyeq \int_{\Omega} \delta \phi_{\left|\nabla u_{j}\right|}\left|\nabla\left(u_{\theta}-u_{j}\right)\right|\right)+C_{\delta}\left(\phi_{\left|\nabla u_{j}\right|}\right)^{*}\left(\left|\theta \mathfrak{d}_{j}\right|\right) d x, \tag{4.21}
\end{align*}
$$

where the constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}(\phi)$ and $d$. On the other hand we get, as in (4.17), with $\left(q_{j}+\theta \mathfrak{d}_{j}\right)-q_{j}=\theta \mathfrak{d}_{j}$ that

$$
\begin{align*}
\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)\right. & \left.-D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle \\
& =\int_{\Omega}\left(\mathbf{A}\left(\nabla u_{\theta}\right)-\mathbf{A}\left(\nabla u_{j}\right)\right): \nabla\left(u_{\theta}-u_{j}\right) d x  \tag{4.22}\\
& \approx \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\nabla\left(u_{\theta}-u_{j}\right)\right|\right) d x .
\end{align*}
$$

Therefore, choosing $\delta>0$ small enough in (4.21) yields

$$
\begin{equation*}
\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle \preccurlyeq \int_{\Omega}\left(\phi_{\left|\nabla u_{j}\right|}\right)^{*}\left(\left|\theta \mathfrak{d}_{j}\right|\right) d x \tag{4.23}
\end{equation*}
$$

where the constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$. We continue to estimate the right hand side of (4.23). Lemma 60 implies

$$
\left(\phi_{\left|\nabla u_{j}\right|}\right)^{*}\left(\left|\theta \mathfrak{d}_{j}\right|\right) \approx \phi_{\phi^{\prime}\left(\left|\nabla u_{j}\right|\right)}^{*}\left(\left|\theta \mathfrak{d}_{j}\right|\right)
$$

We may assume that $\mu<\mu_{0} \leq 2$. Hence, Lemma 128, the definition of shifted N -functions (Definition 56), and Corollary 17 yield

$$
2\left|\mathfrak{d}_{j}\right|=2 \phi_{\left|\nabla u_{j}\right|}^{\prime}\left(\left|\operatorname{div} u_{j}\right|\right) \preccurlyeq 2 \phi_{\left|\nabla u_{j}\right|}^{\prime}\left(\left|\nabla u_{j}\right|\right)=2 \frac{\phi^{\prime}\left(2\left|\nabla u_{j}\right|\right)}{2\left|\nabla u_{j}\right|}\left|\nabla u_{j}\right| \preccurlyeq \phi^{\prime}\left(\left|\nabla u_{j}\right|\right),
$$

where the constant hidden in $\preccurlyeq$ depends on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and $d$. Therefore, we can apply Lemma 59 with $\alpha=\frac{\theta}{2} \leq 1$ to obtain

$$
\left(\phi_{\left|\nabla u_{j}\right|}\right)^{*}\left(\left|\theta \mathfrak{d}_{j}\right|\right) \approx \phi_{\phi^{\prime}\left(\left|\nabla u_{j}\right|\right)}^{*}\left(\frac{\theta}{2} 2\left|\mathfrak{d}_{j}\right|\right) \preccurlyeq \theta^{2} \phi_{\phi^{\prime}\left(\left|\nabla u_{j}\right|\right)}^{*}\left(2\left|\mathfrak{d}_{j}\right|\right) \approx \theta^{2}\left(\phi_{\left|\nabla u_{j}\right|}\right)^{*}\left(\left|\mathfrak{d}_{j}\right|\right) .
$$

Note that the hidden constants of the last display solely depend on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and $d$. Recalling the definition of $\mathfrak{d}$ we get from (2.8) that

$$
\begin{equation*}
\left(\phi_{\left|\nabla u_{j}\right|}\right)^{*}\left(\left|\theta \mathfrak{d}_{j}\right|\right) \preccurlyeq \theta^{2} \phi_{\mid \nabla u_{j}}\left(\left|\operatorname{div} u_{j}\right|\right) . \tag{4.24}
\end{equation*}
$$

Applying this to (4.23) yields

$$
\begin{align*}
\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle & \leq \tilde{C} \theta^{2} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \\
& \leq \tilde{C} \mu^{2} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \tag{4.25}
\end{align*}
$$

with constant $\tilde{C}>0$ depending only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and $d$. Inserting this, together with (4.20) into (4.19), implies the estimate

$$
\begin{equation*}
\mathcal{H}_{j}(\mu)=\mu \mathcal{H}_{j}^{\prime}(\theta) \geq \mu(1-\tilde{C} \mu) \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \tag{4.26}
\end{equation*}
$$

We can now choose $0<\mu_{0} \leq 2$ such that $\mu(1-\tilde{C} \mu)>0$ for all $\mu \in\left(0, \mu_{0}\right)$. For fixed $\mu \in\left(0, \mu_{0}\right)$ this implies that $\operatorname{div} u_{j} \rightarrow 0$ in $L_{0}^{\phi}(\Omega)$ as $j \rightarrow \infty$ : In fact, observing that $q_{j}+\mu \mathfrak{d}_{j}=q_{j+1}$ and summing over $j$ yield for any $J \in \mathbb{N}$

$$
\begin{aligned}
\mathcal{F}\left(q_{0}\right)-\mathcal{F}\left(q_{j}\right) & =\sum_{j=0}^{J-1} \mathcal{F}\left(q_{j}\right)-\mathcal{F}\left(q_{j+1}\right) \\
& \geq \mu(1-\tilde{C} \mu) \sum_{j=0}^{J-1} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x .
\end{aligned}
$$

Recalling Corollary 126, the left hand side can be estimated by $\mathcal{F}\left(q_{0}\right)-\mathcal{F}(p)$ and thus is independent of $J$. Hence, the series

$$
\sum_{j=0}^{J-1} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \leq \frac{1}{\mu(1-\tilde{C} \mu)}\left(\mathcal{F}\left(q_{0}\right)-\mathcal{F}(p)\right)
$$

is bounded for all $J \in \mathbb{N}$, which implies

$$
\int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \rightarrow 0
$$

as $j \rightarrow \infty$. Due to (4.26) and the choice of $\mu$ the sequence $\left(\mathcal{F}\left(q_{j}\right)\right)_{j \in \mathbb{N}}$ is bounded. Combining (4.9) with (4.10) yields

$$
\begin{aligned}
\mathcal{F}\left(q_{0}\right) \geq \mathcal{F}\left(q_{j}\right) & =-\mathcal{L}\left(u_{j}, q_{j}\right)=\int_{\Omega}-\phi\left(\left|\nabla u_{j}\right|\right)+q_{j} \operatorname{div} u_{j}+f u_{j} d x \\
& =\int_{\Omega}-\phi\left(\left|\nabla u_{j}\right|\right)+\mathbf{A}\left(\nabla u_{j}\right): \nabla u_{j} d x \\
& =\int_{\Omega}-\phi\left(\left|\nabla u_{j}\right|\right)+\phi^{\prime}\left(\left|\nabla u_{j}\right|\right)\left|\nabla u_{j}\right| d x \\
& \geq(\nabla(\phi)-1) \int_{\Omega} \phi\left(\left|\nabla u_{j}\right|\right) d x \geq 0
\end{aligned}
$$

where the constant $\nabla(\phi)>1$ depends only on $\Delta_{2}\left(\phi^{*}\right)$; see Proposition 14 ii). Therefore, the sequence $\left(\int_{\Omega} \phi\left(\left|\nabla u_{j}\right|\right) d x\right)_{j \in \mathbb{N}} \subset \mathbb{R}$ is bounded. Assume that (div $\left.u_{j}\right)_{j \in \mathbb{N}}$ does not converge to zero in $\mathbb{Q}$. Then, Proposition 31 implies w.l.o.g. that

$$
0<c<\int_{\Omega} \phi\left(\left|\operatorname{div} u_{j}\right|\right) d x \quad \text { for all } j \in \mathbb{N}
$$

for a constant $c>0$ - otherwise we pass to a subsequence. Hence, we get by Corollary 69 for $\delta>0$

$$
c<\int_{\Omega} \phi\left(\left|\operatorname{div} u_{j}\right|\right) d x \preccurlyeq\left(1+C_{\delta}\right) \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x+\delta \int_{\Omega} \phi\left(\left|\nabla u_{j}\right|\right) d x
$$

for all $j \in \mathbb{N}$. Since $\left(\int_{\Omega} \phi\left(\left|\nabla u_{j}\right|\right) d x\right)_{j \in \mathbb{N}}$ is bounded, we can choose $\delta>0$ small enough to obtain

$$
0<c \preccurlyeq C \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x
$$

with a constant $C>0$ not depending on $j \in \mathbb{N}$. This is a contradiction, since $\int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \rightarrow 0$, as $j \rightarrow \infty$. Thus, $\operatorname{div} u_{j} \rightarrow 0$ in $\mathbb{Q}$ as $j \rightarrow \infty$ and the assertion follows with Lemma 138.

Corollary 140. Suppose the assumptions of Theorem 139. Then for $\mu \in\left(0, \mu_{0}\right)$ there exists constants $C, c>0$, such that for the reduction of $\mathcal{F}$

$$
\left.c \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \leq \mathcal{F}\left(q_{j}\right)-\mathcal{F}\left(q_{j+1}\right) \leq C \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}| | \operatorname{div} u_{j} \mid\right) d x
$$

The constants $C, c$ depend solely on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, $d$, and the step-size $\mu$.
Proof. The left inequality is proven by (4.26). For the right inequality we recall the prove of Theorem 139. In particular, we estimate the first term of the right hand side of (4.19) by the definition of $\mathfrak{d}_{j}$ and Corollary 15

$$
\begin{aligned}
-\mu\left\langle D \mathcal{F}\left(q_{j}\right), \mathfrak{o}_{j}\right\rangle & =\mu \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}^{\prime}\left(\left|\operatorname{div} u_{j}\right|\right)\left|\operatorname{div} u_{j}\right| d x \\
& \approx \mu \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x
\end{aligned}
$$

Moreover, from (4.22) it holds for the second term of the right hand side of (4.19)

$$
\frac{\mu}{\theta}\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle>0
$$

Hence, neglecting this term in (4.19) yields

$$
\mathcal{F}\left(q_{j}\right)-\mathcal{F}\left(q_{j+1}\right) \preccurlyeq \mu \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x
$$

and the assertion is proved.
Remark 141 (linear case $(r=2)$ ). In the linear case, i.e., when $\phi(t)=\frac{1}{2} t^{2}$, the above algorithm corresponds to the Uzawa method, which is known to converge for appropriate values of the parameter $\mu$; see, e.g., [15, 73, 6, 64]. In particular, it converges linearly for $\mu \in(0,2)$ and the contraction factor seems to be optimal for $\mu=1$ [64, 65]. We shall show that the convergence proof of Theorem 139 leads to the same result in the linear case.

We use the notation of the proof of Theorem 139. Observe that in the linear case $\mathcal{F}(q)=\int_{\Omega}-\frac{1}{2}\left|\nabla u_{q}\right|^{2}+f \cdot u_{q}+q \operatorname{div} u_{q} d x=\frac{1}{2}\left|\nabla u_{q}\right|_{W^{1,2}(\Omega)}$ and $\mathfrak{d}_{j}=\operatorname{div} u_{j}$. Moreover, we obtain by straight forward calculations that

$$
\mathcal{F}\left(q_{j}\right)-\mathcal{F}\left(q_{j}+\mu \mathfrak{d}_{j}\right)=\mathcal{H}_{j}(\mu)=\mu \mathcal{H}_{j}^{\prime}\left(\frac{\mu}{2}\right)
$$

i.e., the mean value Theorem holds with $\theta=\frac{\mu}{2}$. As in the proof of Theorem 139 we get

$$
\begin{equation*}
\mathcal{H}_{j}(\mu)=\mu \mathcal{H}_{j}^{\prime}\left(\frac{\mu}{2}\right)=-\mu\left\langle D \mathcal{F}\left(q_{j}\right), \mathfrak{o}_{j}\right\rangle-\frac{\mu}{\theta}\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle \tag{4.27}
\end{equation*}
$$

Noting that $\|\operatorname{div} v\|_{L^{2}(\Omega)} \leq\|\nabla v\|_{L^{2}(\Omega)}$ for $v \in W_{0}^{1,2}(\Omega)$ (see [64]), we get for the second term

$$
\begin{aligned}
\left\|\nabla u_{\theta}-\nabla u_{j}\right\|_{L^{2}(\Omega)}^{2} & =\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle \\
& =\int_{\Omega} \theta \mathfrak{d}_{j} \operatorname{div}\left(u_{\theta}-u_{j}\right) d x \\
& \leq\left\|\operatorname{div}\left(u_{\theta}-u_{j}\right)\right\|_{L^{2}(\Omega)}\left\|\theta \mathfrak{d}_{j}\right\|_{L^{2}(\Omega)} \\
& \leq\left\|\nabla u_{\theta}-\nabla u_{j}\right\|_{L^{2}(\Omega)}\left\|\theta \mathfrak{d}_{j}\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

Therefore, with $\mathfrak{d}_{j}=-\operatorname{div} u_{j}$

$$
\left\|\nabla u_{\theta}-\nabla u_{j}\right\|_{L^{2}(\Omega)}^{2}=\left\langle D \mathcal{F}\left(q_{j}+\theta \mathfrak{d}_{j}\right)-D \mathcal{F}\left(q_{j}\right), \theta \mathfrak{d}_{j}\right\rangle \leq\left\|\theta \operatorname{div} u_{j}\right\|_{L^{2}(\Omega)}^{2} .
$$

Thus, inserting this in (4.27) we get with $-\left\langle D \mathcal{F}\left(q_{j}\right), \mathfrak{d}_{j}\right\rangle=\left\|\operatorname{div} u_{j}\right\|_{L^{2}(\Omega)}^{2}$ and $\theta=\frac{\mu}{2}$

$$
\begin{align*}
\mathcal{F}\left(q_{j}\right)-\mathcal{F}\left(q_{j}+\mu \mathfrak{d}_{j}\right)=\mathcal{H}_{j}(\mu) & \geq(\mu-\mu \theta)\left\|\operatorname{div} u_{j}\right\|_{L^{2}(\Omega)}^{2} \\
& =\mu\left(1-\frac{\mu}{2}\right)\left\|\operatorname{div} u_{j}\right\|_{L^{2}(\Omega)}^{2} . \tag{4.28}
\end{align*}
$$

Moreover, we observe by the inf-sup condition, $\operatorname{div} u=0$, and (4.10) that

$$
\begin{align*}
\left\|\operatorname{div} u_{j}\right\|_{L^{2}(\Omega)}^{2} & =\left\|\operatorname{div}\left(u_{j}-u\right)\right\|_{L^{2}(\Omega)}^{2} \\
& \geq \beta^{2}\left\|\nabla\left(u_{j}-u\right)\right\|_{L^{2}(\Omega)}^{2} \\
& =\beta^{2} \int_{\Omega}\left(\nabla\left(u_{j}-u\right)\right):\left(\nabla\left(u_{j}-u\right)\right) d x \\
& =\beta^{2} \int_{\Omega}\left(p-q_{j}\right)\left(\operatorname{div}\left(u_{j}-u\right)\right) d x  \tag{4.29}\\
& =\beta^{2} \int_{\Omega}\left(p-q_{j}\right)\left(\operatorname{div}\left(u_{j}+u\right)\right) d x \\
& =\beta^{2} \int_{\Omega}\left(\nabla\left(u_{j}-u\right)\right):\left(\nabla\left(u_{j}+u\right)\right) d x \\
& =\beta^{2}\left(\left\|\nabla u_{j}\right\|_{L^{2}(\Omega)}^{2}-\|\nabla u\|_{L^{2}(\Omega)}^{2}\right)=2 \beta^{2}\left(\mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)\right)
\end{align*}
$$

as $\mathcal{F}(q)=\frac{1}{2}\left\|\nabla u_{q}\right\|_{L^{2}(\Omega)}^{2}$ for $q \in \mathbb{Q}$. Altogether, we have with $q_{j+1}=q_{j}+\mu \mathfrak{d}_{j}$ for $\mu \in(0,2)$

$$
\begin{aligned}
\mathcal{F}\left(q_{j+1}\right)-\mathcal{F}(p) & =\mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)-\left(\mathcal{F}\left(q_{j}\right)-\mathcal{F}\left(q_{j+1}\right)\right) \\
& \leq \mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)-\mu\left(1-\frac{\mu}{2}\right)\left\|\operatorname{div} u_{j}\right\|_{L^{2}(\Omega)}^{2} \\
& \leq \mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)-\mu\left(1-\frac{\mu}{2}\right) 2 \beta^{2}\left(\mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)\right) \\
& =\left(1-\mu(2-\mu) \beta^{2}\right)\left(\mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)\right) .
\end{aligned}
$$

Furthermore, we can deduce from (4.29) that $\left\|\nabla\left(u_{j}-u\right)\right\|_{L^{2}(\Omega)}^{2}=2\left(\mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)\right)$ and hence,

$$
\begin{equation*}
\left\|\nabla\left(u_{j+1}-u\right)\right\|_{L^{2}(\Omega)}^{2} \leq\left(1-\mu(2-\mu) \beta^{2}\right)\left\|\nabla\left(u_{j}-u\right)\right\|_{L^{2}(\Omega)}^{2} \tag{4.30}
\end{equation*}
$$

As $\beta<1$ (see [64]), this yields a contraction for $\mu \in(0,2)$. The contraction factor becomes minimal for $\mu=1$ and is the same factor obtained in [64] for this case.

Remark 142 (contraction). We observed in Remark 141 that, for some step-size $\mu$, the Uzawa algorithm is a contraction for the linear case; see (4.30) and [64, 65]. Therefore, the question arises, if Algorithm 136 (GUA) is also a contraction in the nonlinear case.

We assume the conditions of Theorem 139. Recall that

$$
\mathcal{F}(q)=-\mathcal{L}\left(u_{q}, q\right)=\sup _{v \in \mathbb{V}}-\mathcal{L}(v, q) \quad \text { for } q \in \mathbb{Q}
$$

and

$$
\mathcal{F}(p)=\inf _{q \in \mathbb{Q}} \sup _{v \in \mathbb{V}}-\mathcal{L}(v, q)
$$

i.e., $u_{q}$ is the minimizer of the functional $\mathcal{J}_{q}(\cdot):=\mathcal{L}(\cdot, q)$.

By Corollary 140, there exists a $c>0$ solely depending on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right), d$, and $\mu$, such that

$$
\begin{aligned}
\mathcal{F}\left(q_{j+1}\right)-\mathcal{F}(p) & =\mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)-\left(\mathcal{F}\left(q_{j}\right)-\mathcal{F}\left(q_{j+1}\right)\right) \\
& \leq \mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)-c \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x
\end{aligned}
$$

Thanks to Corollary 140, this estimate is optimal up to a constant. Hence, a fixed contraction for differences of the functional $\mathcal{F}$ in each step is equivalent to

$$
\begin{equation*}
\mathcal{F}\left(q_{j}\right)-\mathcal{F}(p) \preccurlyeq \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x . \tag{4.31}
\end{equation*}
$$

Therefore, we shall analyze the term $\mathcal{F}\left(q_{j}\right)-\mathcal{F}(p)$. On the one hand we obtain with (4.10) and Proposition 100

$$
\begin{align*}
\langle D \mathcal{F}(q)-D \mathcal{F}(p), q-p\rangle & =\int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}(\nabla u)\right):\left(\nabla u_{q}-\nabla u\right) d x \\
& \approx \int_{\Omega} \phi_{|\nabla u|}\left(\left|\nabla u_{q}-\nabla u\right|\right) d x  \tag{4.32}\\
& \approx \mathcal{J}_{q}(u)-\mathcal{J}_{q}\left(u_{q}\right)=\mathcal{L}(u, q)-\mathcal{L}\left(u_{q}, q\right) \\
& \leq \mathcal{L}(u, p)-\mathcal{L}\left(u_{q}, q\right)=\mathcal{F}(q)-\mathcal{F}(p)
\end{align*}
$$

Note that the involved constants solely depend on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, but not on $q$. On the other hand, the mean value theorem for some $\theta \in(0,1)$ implies

$$
\begin{aligned}
\mathcal{F}(q)-\mathcal{F}(p) & =\langle D \mathcal{F}(p+\theta(q-p)), q-p\rangle \\
& =\langle D \mathcal{F}(q), q-p\rangle+\langle D \mathcal{F}(p+\theta(q-p))-D \mathcal{F}(q), q-p\rangle \\
& =\langle D \mathcal{F}(q)-D \mathcal{F}(p), q-p\rangle+\langle D \mathcal{F}(p+\theta(q-p))-D \mathcal{F}(q), q-p\rangle,
\end{aligned}
$$

where we use that $D \mathcal{F}(p)=\operatorname{div} u=0$; see Proposition 133. By the monotonicity of $D \mathcal{F}$ (Corollary 134) we have for the last term

$$
\begin{aligned}
& \langle D \mathcal{F}(p+\theta(q-p))-D \mathcal{F}(q), q-p\rangle \\
& \quad=\frac{1}{\theta-1}\langle D \mathcal{F}(q+(\theta-1)(q-p))-D \mathcal{F}(q),(\theta-1)(q-p)\rangle \leq 0
\end{aligned}
$$

Hence,

$$
\mathcal{F}(q)-\mathcal{F}(p) \leq\langle D \mathcal{F}(q)-D \mathcal{F}(p), q-p\rangle
$$

Thus, with (4.32), it holds for all $q \in \mathbb{Q}$

$$
\begin{equation*}
\mathcal{F}(q)-\mathcal{F}(p) \approx\langle D \mathcal{F}(q)-D \mathcal{F}(p), q-p\rangle \approx\left\|\mathbf{F}\left(\nabla u_{q}\right)-\mathbf{F}(\nabla u)\right\|_{L^{2}(\Omega)}^{2} \tag{4.33}
\end{equation*}
$$

see also Lemma 74 Hence, by (4.17) it follows that (4.31) is equivalent to

$$
\int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\nabla u-\nabla u_{j}\right|\right) d x \preccurlyeq \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x
$$

The contraction should not depend on the specific sequence $\left(q_{j}\right)_{j \in \mathbb{N}}$, which strongly depends on the initial guess $q_{0}$ and the step-size $\mu$. Hence, the above observations lead to the question if it holds

$$
\begin{equation*}
\int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\nabla u-\nabla u_{q}\right|\right) d x \preccurlyeq \int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\operatorname{div} u_{q}\right|\right) d x \tag{4.34}
\end{equation*}
$$

for all $q \in \mathbb{Q}$. In the linear case, the analog estimate is a consequence of the inf-sup condition; see (4.29). Since we are dealing with quasi-norms, we have to look for an analog of the norm-inf-sup condition for quasi-norms; see (4.4). For one possible generalization assume that there exists $\beta>0$ such that for all $q \in \mathbb{Q}$

$$
\begin{align*}
\|\nabla(q-p)\|_{(\nabla u), *}^{2} & :=\sup _{v \in \mathbb{V}}\left\{\int_{\Omega}(q-p) \operatorname{div} v d x-\int_{\Omega} \phi_{|\nabla u|}(|\nabla v|) d x\right\} \\
& \geq \beta \inf _{c \in \mathbb{R}} \int_{\Omega}\left(\phi_{|\nabla u|}\right)^{*}(|q-p-c|) d x ; \tag{4.35}
\end{align*}
$$

compare also (4.14), (4.3), (4.4), and Corollary 130. Note, that this estimate is very meaningful according to the question whether we have an adequate error
concept or not; see Remark 143. We want to show, that (4.35) implies (4.34). By (4.10), Young's inequality (2.3), Corollary 65, Lemma 74, and Proposition 11 it holds for all $q \in \mathbb{Q}, v \in \mathbb{V}, \hat{c} \in \mathbb{R}$, and $\delta>0$

$$
\begin{align*}
\int_{\Omega}(q-p) & \operatorname{div} v d x-\int_{\Omega} \phi_{|\nabla u|}(|\nabla v|) d x \\
& =\int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}(\nabla u)\right): \nabla v d x-\int_{\Omega} \phi_{|\nabla u|}(|\nabla v|) d x \\
& \leq \int_{\Omega}\left(\phi_{|\nabla u|}\right)^{*}\left(\left|\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}(\nabla u)\right|\right) d x  \tag{4.36}\\
& \approx \int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}(\nabla u)\right): \nabla\left(u_{q}-u\right) d x \\
& =\int_{\Omega}(q-p) \operatorname{div} u_{q} d x=\int_{\Omega}(q-p-\hat{c}) \operatorname{div} u_{q} d x \\
& \leq \delta \inf _{c \in \mathbb{R}} \int_{\Omega}\left(\phi_{|\nabla u|}\right)^{*}(|q-p-c|) d x+C_{\delta} \int_{\Omega} \phi_{|\nabla u|}\left(\left|\operatorname{div} u_{q}\right|\right) d x
\end{align*}
$$

Taking the supremum over all $v \in \mathbb{V}$, (4.35) implies for $\delta>0$ small enough

$$
\int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\mathbf{A}(\nabla u)\right): \nabla\left(u_{q}-u\right) d x \preccurlyeq \int_{\Omega} \phi_{|\nabla u|}\left(\left|\operatorname{div} u_{q}\right|\right) d x .
$$

Now, the shift can be changed to $\left|\nabla u_{q}\right|$ with Corollary 69. Hence,

$$
\begin{aligned}
\int_{\Omega}\left(\mathbf{A}\left(\nabla u_{q}\right)-\right. & \mathbf{A}(\nabla u)): \nabla\left(u_{q}-u\right) d x \\
& \preccurlyeq\left(1+C_{\delta}\right) \int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\operatorname{div} u_{q}\right|\right) d x+\delta \int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\nabla\left(u-u_{q}\right)\right|\right) d x .
\end{aligned}
$$

Choosing $\delta>0$ small enough, the last term can be hidden in the left hand side; compare also Lemma 74. Therefore, (4.35) implies (4.34) and hence contraction of (GUA).

Remark 143 (concept of distance). In Remark 79 we proposed that it is important to use error concepts for which the dual error and the primal error are balanced with respect to the problem. In this chapter we implicitly introduced a concept of distance for the nonlinear Stokes problem. In particular, by (4.16) and the later choice of the shift, on $L^{\phi^{*}}(\Omega) / \mathbb{R}$ a measure of distance is defined by

$$
\|q-p\|_{\left(\nabla u_{q}\right), \mathbb{Q}}^{2}=\inf _{c \in \mathbb{R}} \int_{\Omega}\left(\phi_{\left|\nabla u_{q}\right|}\right)^{*}(|q-p-c|) d x
$$

see Corollary 130. The dual measure of distance on $L_{0}^{\phi}(\Omega)$ for the residual of
$q \in L^{\phi^{*}}(\Omega) / \mathbb{R}$ reads as

$$
\begin{aligned}
\|D \mathcal{F}(q)\|_{\left(\nabla u_{q}\right), \mathbb{Q}^{*}}^{2} & :=\sup _{\hat{q} \in \mathbb{Q}}\left\{\langle D \mathcal{F}(q), \hat{q}\rangle-\inf _{c \in \mathbb{R}} \int_{\Omega}\left(\phi_{\left|\nabla u_{q}\right|}\right)^{*}(|\hat{q}-c|) d x\right\} \\
& =\int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\operatorname{div} u_{q}\right|\right) d x ;
\end{aligned}
$$

cf. (4.14) and (4.16). Now, the question arises if these two quantities are balanced; see Remark 79. In fact, by $\operatorname{div} u=0$, Lemma 128, and Lemma 74 it holds

$$
\begin{aligned}
\int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\operatorname{div} u_{q}\right|\right) d x & =\int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\operatorname{div} u_{q}-\operatorname{div} u\right|\right) d x \\
& \preccurlyeq \int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\nabla u_{q}-\nabla u\right|\right) d x \\
& \approx \int_{\Omega}\left(\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla u_{q}\right)\right):\left(\nabla u-\nabla u_{q}\right) d x .
\end{aligned}
$$

Now, recalling (4.2) and (4.10) we get by means of Young's inequality (Proposition 11) for all $\delta>0$ and $c \in \mathbb{R}$

$$
\begin{aligned}
\int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\operatorname{div} u_{q}\right|\right) d x & \preccurlyeq \int_{\Omega}(p-q) \operatorname{div}\left(u-u_{q}\right) d x+\int_{\Omega}(f-f)\left(u-u_{q}\right) d x \\
& =\int_{\Omega}(p-q-c) \operatorname{div}\left(u-u_{q}\right) d x \\
& \leq \int_{\Omega} C_{\delta}\left(\phi_{\left|\nabla u_{q}\right|}\right)^{*}(|q-p-c|)+\delta \phi_{\left|\nabla u_{q}\right|}\left(\left|\operatorname{div}\left(u-u_{q}\right)\right|\right) d x .
\end{aligned}
$$

Recalling once again $\operatorname{div} u=0$, we get for $\delta>0$ small enough

$$
\|D \mathcal{F}(q)\|_{\left(\nabla u_{q}\right), \mathbb{Q}^{*}}^{2} \preccurlyeq\|q-p\|_{\left(\nabla u_{q}\right), \mathbb{Q}}^{2},
$$

where we took the infimum over all $c \in \mathbb{R}$.
We want to prove that the converse estimate is equivalent to the suggested quasi-norm inf-sup-condition (4.35) of Remark 142. Recalling (4.36) we observe that choosing $\delta$ small enough, (4.35) implies

$$
\begin{equation*}
\|D \mathcal{F}(q)\|_{\left(\nabla u_{q}\right), \mathbb{Q}^{*}}^{2} \succcurlyeq\|q-p\|_{\left(\nabla u_{q}\right), \mathbb{Q}}^{2} \tag{4.37}
\end{equation*}
$$

where we additionally used Corollaries 69 and 71 to change the shift from $|\nabla u|$ to $\left|\nabla u_{q}\right|$. On the other hand assuming (4.37), Lemma 128, Lemma 74, and $\operatorname{div} u=0$ yield

$$
\begin{aligned}
\|q-p\|_{\left(\nabla u_{q}\right), \mathbb{Q}}^{2} & \preccurlyeq\|D \mathcal{F}(q)\|_{\left(\nabla u_{q}\right), \mathbb{Q}^{*}}^{2}=\int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\operatorname{div} u_{q}\right|\right) d x \\
& \preccurlyeq \int_{\Omega} \phi_{\left|\nabla u_{q}\right|}\left(\left|\nabla u_{q}-\nabla u\right|\right) d x \\
& \approx \sup _{v \in \mathbb{V}}\left\{\int_{\Omega}\left(\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla u_{q}\right)\right): \nabla v d x-\int_{\Omega} \phi_{|\nabla u|}(|\nabla v|) d x\right\} ;
\end{aligned}
$$

see Remark 79 for the last estimate. Hence, an application of Corollary 71, (4.2), and (4.10) yields

$$
\|q-p\|_{(\nabla u), \mathbb{Q}}^{2} \preccurlyeq \sup _{v \in \mathbb{V}}\left\{\int_{\Omega}(p-q) \operatorname{div} v d x-\int_{\Omega} \phi_{|\nabla u|}(|\nabla v|) d x\right\},
$$

which is (4.35).
Therefore we proved that the error concept is balanced if and only if the quasi inf-sup condition (4.35) holds. Moreover, if the error concept is balanced then Algorithm 136 (GUA) yields linear convergence; see Remark 142.

### 4.3 Adaptive Uzawa Finite Element Method

As in [6] for the linear case, we shall now bring together algorithms 136 (GUA) and 99 (AFEM) to formulate an adaptive Uzawa algorithm (AUA). Recall that in the GUA, in each iteration $j \in \mathbb{N}$, the quasi-steepest descent direction $\mathfrak{d}_{j}$ is used for the update. To determine $\mathfrak{d}_{j}$, a nonlinear Poisson equation has to be solved. Now, the idea is to use Algorithm 99 to approximate the quasi-steepest descent direction.

In Section 4.3.1 an adaptive finite element method based on Algorithm 99 (AFEM) is presented to calculate an approximation to the quasi-descent direction. Section 4.3.2 collects some technical results on interpolation of discrete functions that are needed to prove convergence of the adaptive algorithm in section 4.3.3. Some possible modifications of the algorithm like, e.g., an a posteriori error estimator of [11] are discussed in the proximate remarks.

### 4.3.1 Approximation of the Quasi-Steepest Descent Direction

As we know from Section 4.2, we have to solve a nonlinear elliptic system (4.10) for the quasi-steepest direction. Recalling Theorem 106, Algorithm 99 yields linear convergence for a right hand side $g \in L^{\phi^{*}}(\Omega)^{d}$. Therefore, due to the right hand side of (4.10) it is convenient that the gradient of the pressure is in $L^{\phi}(\Omega)^{d}$. In particular, for $\mathcal{T}$ being a conforming triangulation of $\Omega$, we define

$$
\mathbb{Q}(\mathcal{T}):=\left\{Q \in C(\Omega):\left.Q\right|_{T} \in \mathcal{P}^{1}(T) \quad \text { for all } T \in \mathcal{T}\right\} .
$$

Since $\mathbb{Q}(\mathcal{T}) \subset W^{1, \infty}(\Omega)$, we obviously have $\mathbb{Q}(\mathcal{T}) \subset W^{1, \phi^{*}}(\Omega)$ for all N-functions $\phi$; see Definition 33. Hence $\nabla Q \in L^{\phi^{*}}(\Omega)^{d}$ for $Q \in \mathbb{Q}(\mathcal{T})$. Note that $\mathbb{Q}(\mathcal{T})$ is not a subspace of $\mathbb{Q}$, but $\mathbb{Q}(\mathcal{T}) / \mathbb{R} \subset \mathbb{Q}$. For convenience, we use the functions in $\mathbb{Q}(\mathcal{T})$ as representants of those in $\mathbb{Q}(\mathcal{T}) / \mathbb{R}$ and say that two of them are equal if they differ by a constant value.

Let $\phi$ be an N -function that satisfies Assumption 40. Then, for $Q \in \mathbb{Q}(\mathcal{T})$ let $u_{Q} \in \mathbb{V}$ be defined according to (4.9). Since $Q \in \mathbb{Q}(\mathcal{T}) \subset W_{0}^{1, \phi^{*}}(\Omega)$, we have
$f-\nabla Q \in L^{\phi^{*}}(\Omega)^{d}$. Hence, we can reformulate the nonlinear system (4.10) using integration by parts - into

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}\left(\nabla u_{Q}\right): \nabla v d x=\int_{\Omega}(f-\nabla Q) \cdot v d x \quad \text { for all } v \in \mathbb{V} \text {. } \tag{4.38}
\end{equation*}
$$

According to Definition 135 the quasi-steepest descent direction of $\mathcal{F}$ in $Q$ is given by

$$
\begin{equation*}
\mathfrak{d}_{Q}=\phi_{\left|\nabla u_{Q}\right|}^{\prime}\left(\left|\operatorname{div} u_{Q}\right|\right) \frac{\operatorname{div} u_{Q}}{\left|\operatorname{div} u_{Q}\right|} . \tag{4.39}
\end{equation*}
$$

Now, the aim is to calculate an approximation $\mathfrak{D}_{Q}$ of $\mathfrak{d}_{Q}$. For this purpose, we modify Algorithm 99 (AFEM) to obtain a method

$$
\left(U_{Q}, \mathcal{T}^{*}\right)=\operatorname{ELLIPT}(Q, \mathcal{T}, \epsilon, \theta)
$$

that, given a conforming triangulation $\mathcal{T}$ of $\Omega, \epsilon>0, \theta \in(0,1)$, and $Q \in \mathbb{Q}(\mathcal{T})$, outputs an approximation $U_{Q}$ of $u_{Q}$ and a refinement $\mathcal{T}^{*}$ of $\mathcal{T}$. Since the method is based on Algorithm 99 (AFEM), for its precise formulation, we assume that we have the subroutines of Algorithm 99 (AFEM) at hand; see Section 3.5.1.

Algorithm $144(\operatorname{ELLIPT}(Q, \mathcal{T}, \epsilon, \theta))$. Let $k=0, \mathcal{T}_{0}=\mathcal{T}$;

1. $U_{k}=\operatorname{SOLVE}\left(\mathcal{T}_{k}, f-\nabla Q\right)$;
2. $\left\{\eta\left(U_{k}, T, f-\nabla Q\right)\right\}_{T \in \mathcal{T}_{k}}=\operatorname{ESTIMATE}\left(U_{k}, \mathcal{T}_{k}, f-\nabla Q\right)$;
3. if $\eta\left(U_{k}, \mathcal{T}_{k}, f-\nabla Q\right)<\epsilon$, then

$$
U_{Q}:=U_{k} ; \quad \mathcal{T}^{*}:=\mathcal{T}_{k} ; \quad \text { RETURN; }
$$

4. $\mathcal{M}_{k}=\operatorname{MARK}\left(\left\{\eta\left(U_{k}, T, f-\nabla Q\right)\right\}_{T \in \mathcal{T}_{k}}, \mathcal{T}_{k}, \theta\right)$;
5. $\mathcal{T}_{k+1}=\operatorname{REFINE}\left(\mathcal{T}_{k}, \mathcal{M}_{k}, b\right)$; increment $k$ and go to step (1);

An approximation to the quasi-steepest descent direction in $Q$, based on $\left(U_{Q}, \mathcal{T}^{*}\right)=\operatorname{ELLIPT}(Q, \mathcal{T}, \epsilon, \theta)$, is then given by

$$
\begin{equation*}
\phi_{\left|\nabla U_{Q}\right|}^{\prime} \left\lvert\,\left(\left|\operatorname{div} U_{Q}\right|\right) \frac{\operatorname{div} U_{Q}}{\left|\operatorname{div} U_{Q}\right|} .\right. \tag{4.40}
\end{equation*}
$$

Remark 145. Note that the method ELLIPT is a modification of Algorithm 99 (AFEM) for the right hand side $g=f-\nabla Q \in L^{\phi^{*}}(\Omega)$ in (3.2). The only difference is step (3), where a stopping criterion is added. Hence, ELLIPT terminates for any $(Q, \mathcal{T}, \epsilon, \theta) \in W^{1, \phi^{*}}(\Omega) \times \mathbb{T} \times(0, \infty) \times(0,1)$, since Corollary 108 states linear convergence of the estimator.

In the adaptive algorithm the quasi-steepest descent direction in $Q$ will be substituted by the approximation (4.40). To control the resulting error, we need the following Lemma that estimates the distance between descent directions.

Lemma 146. Let $\phi$ be an $N$-function that satisfies Assumption 40. For $v, w \in \mathbb{V}$ we set

$$
\mathfrak{d}(v):=\phi_{|\nabla v|}^{\prime}(|\operatorname{div} v|) \frac{\operatorname{div} v}{|\operatorname{div} v|} \quad \text { and } \quad \mathfrak{d}(w):=\phi_{|\nabla w|}^{\prime}(|\operatorname{div} w|) \frac{\operatorname{div} w}{|\operatorname{div} w|} .
$$

Then, for all $v, w \in \mathbb{V}$ it holds

$$
\int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}(|\mathfrak{d}(v)-\mathfrak{d}(w)|) d x \preccurlyeq\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(\Omega)}^{2},
$$

where the constant hidden in $\preccurlyeq$ solely depends on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and $d$.

Proof. By Lemma 68, Lemma 66, and Corollary 10, it holds

$$
\begin{aligned}
& \int_{\Omega}\left(\phi_{\mid \nabla v} \mid\right)^{*}(|\mathfrak{d}(v)-\mathfrak{d}(w)|) d x \\
&= \int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}\left(\left|\phi_{|\nabla v|}^{\prime}(|\operatorname{div} v|) \frac{\operatorname{div} v}{|\operatorname{div} v|}-\phi_{|\nabla w|}^{\prime}(|\operatorname{div} w|) \frac{\operatorname{div} w}{|\operatorname{div} w|}\right|\right) d x \\
& \preccurlyeq \int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}\left(\left|\phi_{|\nabla v|}^{\prime}(|\operatorname{div} v|) \frac{\operatorname{div} v}{|\operatorname{div} v|}-\phi_{|\nabla v|}^{\prime}(|\operatorname{div} w|) \frac{\operatorname{div} w}{|\operatorname{div} w|}\right|\right. \\
&\left.\quad+\phi_{|\nabla v|}^{\prime}(|\nabla v-\nabla w|)\right) d x \\
& \preccurlyeq \int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}\left(\left|\phi_{|\nabla v|}^{\prime}(|\operatorname{div} v|) \frac{\operatorname{div} v}{|\operatorname{div} v|}-\phi_{|\nabla v|}^{\prime}(|\operatorname{div} w|) \frac{\operatorname{div} w}{|\operatorname{div} w|}\right|\right) d x \\
& \quad+\int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}\left(\phi_{|\nabla v|}^{\prime}(|\nabla v-\nabla w|)\right) d x
\end{aligned}
$$

where the constant hidden in $\preccurlyeq$ solely depends on $\Delta_{2}\left(\left\{\phi_{|\nabla v|},\left(\phi_{|\nabla v|}\right)^{*}\right\}\right)$ and thus on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$; see Lemma 57. Applying Corollary 65 in 1-dimension for the N -function $\phi_{|\nabla v|}$ to the first addend and (2.8) to the second yields

$$
\begin{aligned}
& \int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}(|\mathfrak{d}(v)-\mathfrak{d}(w)|) d x \\
& \preccurlyeq \int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}\left(\left(\phi_{|\nabla v|}^{\prime}\right)_{|\operatorname{div} v|}(|\operatorname{div} v-\operatorname{div} w|)\right) d x \\
&+\int_{\Omega} \phi_{|\nabla v|}(|\nabla v-\nabla w|) d x .
\end{aligned}
$$

Lemma 128 yields the pointwise estimate $|\operatorname{div} v| \leq \sqrt{d}|\nabla v|$. Hence, Lemma 58, the monotonicity of $\phi^{\prime}$, and Corollary 17 imply

$$
\begin{align*}
\left(\phi_{|\nabla v|}^{\prime}\right)_{|\operatorname{div} v|}(t) & =\phi_{|\nabla v|+|\operatorname{div} v|}^{\prime}(t)=\frac{\phi^{\prime}(|\nabla v|+|\operatorname{div} v|+t)}{|\nabla v|+|\operatorname{div} v|+t} t \\
& \leq \frac{\phi^{\prime}((1+\sqrt{d})(|\nabla v|+t))}{|\nabla v|+t} t  \tag{4.41}\\
& \preccurlyeq \frac{\phi^{\prime}(|\nabla v|+t)}{|\nabla v|+t} t=\phi_{|\nabla v|}^{\prime}(t)
\end{align*}
$$

for all $t \geq 0$. Therefore, by Corollary 10 and (2.8)

$$
\begin{aligned}
\int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*} & (|\mathfrak{d}(v)-\mathfrak{d}(w)|) d x \\
& \preccurlyeq \int_{\Omega}\left(\phi_{|\nabla v|}\right)^{*}\left(\phi_{|\nabla v|}^{\prime}(|\operatorname{div} v-\operatorname{div} w|)\right) d x+\int_{\Omega} \phi_{|\nabla v|}(|\nabla v-\nabla w|) d x \\
& \preccurlyeq \int_{\Omega} \phi_{|\nabla v|}(|\operatorname{div} v-\operatorname{div} w|) d x+\int_{\Omega} \phi_{|\nabla v|}(|\nabla v-\nabla w|) d x
\end{aligned}
$$

Hence, applying Lemma 128 and Corollary 10 once more yields

$$
\preccurlyeq \int_{\Omega} \phi_{|\nabla v|}(|\nabla v-\nabla w|) d x
$$

where the constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and $d$. Applying Lemma 74 yields the assertion.

### 4.3.2 Interpolation of Discrete Functions

The approximation (4.40) is not suitable for updating the pressure, since it does not belong to the discrete pressure space $\mathbb{Q}(\mathcal{T})$ but to the space of piecewise constant functions

$$
\mathbb{Q}_{D}(\mathcal{T}):=\left\{Q:\left.Q\right|_{T} \in \mathcal{P}^{0}(T) \quad \text { for all } T \in \mathcal{T}\right\}
$$

on a conforming conforming triangulation $\mathcal{T}$ of $\Omega$ - recall that the procedure ELLIPT requires a certain regularity of the pressure; see Section 4.3.1. To overcome this drawback we interpolate the approximation of the quasi-steepest direction (4.40) into the space of continuous, piecewise affine functions. The interpolation estimates presented in this section for discrete functions are a generalization of the ones in [6] to the quasi-norm case.

We use an interpolation operator $\Pi_{\mathcal{T}}^{\mathbb{Q}}: \mathbb{Q}_{D}(\mathcal{T}) \subset L^{1}(\Omega) \rightarrow \mathbb{Q}(\mathcal{T})$, which is closely related to the Clément operator [22]: Let $z \in \mathcal{N}$ be a node of the triangulation $\mathcal{T}$ and $\omega_{z}$ the corresponding finite element star; see Section 3.3.1.

For $q \in L^{1}(\Omega)$ let $\Pi_{z}^{2}: L^{1}(\Omega) \rightarrow \mathcal{P}^{1}\left(\omega_{z}\right)$ be the $L^{2}$-projection into the space of continuous piecewise linear polynomials, i.e.,

$$
\begin{equation*}
\int_{\omega_{z}}\left(q-\Pi_{z}^{2} q\right) Q d x=0 \quad \text { for all } Q \in \mathcal{P}^{1}\left(\omega_{z}\right) \tag{4.42}
\end{equation*}
$$

We then set $\Pi_{\mathcal{T}}^{\mathbb{Q}} q(z):=\Pi_{z}^{2} q(z)$; hence, $\Pi_{\mathcal{T}}^{\mathbb{Q}} q=\sum_{z \in \mathcal{N}} \Pi_{z}^{2} q(z) \Phi_{z} \in \mathbb{Q}(\mathcal{T})$, where $\left\{\Phi_{z}: z \in \mathcal{N}\right\}$ denotes the Lagrange-basis of $\mathbb{Q}(\mathcal{T})$. Note that $\Pi_{\mathcal{T}}^{\mathbb{Q}}: L^{1}(\Omega) \rightarrow \mathbb{Q}(\mathcal{T})$ is a projection; see [22].

With this interpolation operator we can modify (4.40): For $Q \in \mathbb{Q}(\mathcal{T})$ let $U_{Q} \in \stackrel{\otimes}{\mathbb{V}}(\mathcal{T})$ be the finite element approximation of $u_{Q}$, i.e.,

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}\left(\nabla U_{Q}\right): \nabla V d x=\int_{\Omega}(f-\nabla Q) \cdot V d x \quad \text { for all } V \in \stackrel{\otimes}{\mathbb{V}}(\mathcal{T}) \tag{4.43}
\end{equation*}
$$

c.f. also Section 3.3. Then

$$
\mathfrak{D}_{Q}:=\Pi_{\mathcal{T}}^{\mathbb{T}} \phi_{\left|\nabla U_{Q}\right|}^{\prime}\left(\left|\operatorname{div} U_{Q}\right|\right) \frac{\operatorname{div} U_{Q}}{\left|\operatorname{div} U_{Q}\right|} \in \mathbb{Q}(\mathcal{T})
$$

is an approximated steepest descent direction in $\mathbb{Q}(\mathcal{T})$.
The aim of this section is to estimate the distance between $\mathfrak{D}_{Q}$ and $\mathfrak{D}_{Q}$. The following lemmas are an adaption of the $L^{2}(\Omega)$ estimates from [6] to the $L^{1}(\Omega)$ case and are the starting point for the quasi-norm estimates.

Lemma 147. Let $\mathcal{T}$ be a conforming triangulation of $\Omega$. Then, we have with the notation above that for any $q \in L^{1}(\Omega)$

$$
\int_{T}\left|q-\Pi_{\mathcal{T}}^{\mathbb{Q}} q\right| d x \preccurlyeq \sum_{z \in \mathcal{N} \cap T} \int_{T}\left|q-\Pi_{z}^{2} q\right| d x,
$$

where the constant hidden in $\preccurlyeq$ depends only on the shape regularity of $\mathcal{T}$ and $d$.

Proof. Let $\Pi_{z}^{2} q, z \in \mathcal{N}$ be defined as in (4.42). Thus, we have for a fixed $z_{0} \in$
$\mathcal{N} \cap T$ by the triangle inequality

$$
\begin{align*}
\int_{T}\left|q-\Pi_{\mathcal{T}}^{\mathbb{Q}} q\right| d x= & \int_{T}\left|q-\sum_{z \in \mathcal{N}} \Pi_{z}^{2} q(z) \Phi_{z}\right| d x \\
= & \int_{T}\left|q-\sum_{z \in \mathcal{N} \cap T} \Pi_{z}^{2} q(z) \Phi_{z}\right| d x \\
\leq & \int_{T}\left|q-\sum_{z \in \mathcal{N} \cap T} \Pi_{z_{0}}^{2} q(z) \Phi_{z}\right| d x \\
& +\int_{T}\left|\sum_{z \in \mathcal{N} \cap T: z \neq z_{0}}\left(\Pi_{z}^{2} q(z)-\Pi_{z_{0}}^{2} q(z)\right) \Phi_{z}\right| d x  \tag{4.44}\\
\leq & \int_{T}\left|q-\Pi_{z_{0}}^{2} q\right| d x \\
& +\sum_{z \in \mathcal{N} \cap T: z \neq z_{0}} \int_{T}\left|\Pi_{z}^{2} q(z)-\Pi_{z_{0}}^{2} q(z)\right| d x
\end{align*}
$$

where we used that the Lagrange basis is a partition of unity and that the basis functions have values in $[0,1]$. Since for the first term nothing has to be done, we continue estimating the second term. Recall that $\Pi_{z}^{2} q \in \mathcal{P}^{1}(T)$ is a polynomial. Hence, scaling it to the reference situation all its norms are equivalent. Thus, recalling Section 3.3.1, we have for fixed $z \in \mathcal{N} \cap T$ with $z \neq z_{0}$

$$
\begin{aligned}
\left|\Pi_{z}^{2} q(z)-\Pi_{z_{0}}^{2} q(z)\right| & \leq \sup _{T}\left|\Pi_{z}^{2} q-\Pi_{z_{0}}^{2} q\right| \\
& =\sup _{\hat{T}}\left|\Pi_{z}^{2} q \circ F_{T}-\Pi_{z_{0}}^{2} q \circ F_{T}\right| \\
& \leq \tilde{C} \int_{\hat{T}}\left|\Pi_{z}^{2} q \circ F_{T}-\Pi_{z_{0}}^{2} q \circ F_{T}\right| d \hat{x} \\
& =\tilde{C} \int_{T}\left|\Pi_{z}^{2} q-\Pi_{z_{0}}^{2} q\right|\left|\operatorname{det} \mathbf{C}_{T}^{-1}\right| d x \\
& =\tilde{C} \frac{|\hat{T}|}{|T|} \int_{T}\left|\Pi_{z}^{2} q-\Pi_{z_{0}}^{2} q\right| d x
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\sum_{z \in \mathcal{N} \cap T: z \neq z_{0}} \int_{T}\left|\Pi_{z}^{2} q(z)-\Pi_{z 0}^{2} q(z)\right| d x & =\sum_{z \in \mathcal{N} \cap T: z \neq z_{0}}|T|\left|\Pi_{z}^{2} q(z)-\Pi_{z 0}^{2} q(z)\right| \\
& \leq \tilde{C}|\hat{T}| \sum_{z \in \mathcal{N} \cap T: z \neq z_{0}} \int_{T}\left|\Pi_{z}^{2} q-\Pi_{z_{0}}^{2} q\right| d x \\
& \leq \tilde{C}|\hat{T}|(d+1) \sum_{z \in \mathcal{N} \cap T} \int_{T}\left|q-\Pi_{z}^{2} q\right| d x
\end{aligned}
$$

where we used the triangle inequality and that the number of nodes in $T$ is bounded by $d+1$ in the last step. Inserting this in (4.44) yields the desired estimate.

Corollary 148. Suppose the assumptions of Lemma 147, then

$$
\int_{\Omega}\left|q-\Pi_{\mathcal{T}}^{\mathbb{Q}} q\right| d x \preccurlyeq \sum_{z \in \mathcal{N}} \int_{\omega_{z}}\left|q-\Pi_{z}^{2} q\right| d x
$$

where the constant hidden in $\preccurlyeq$ depends only on the shape regularity of $\mathcal{T}$ and $d$.
Proof. The assertion follows from Lemma 147 by summing the estimates therein over all $T \in \mathcal{T}$.

Next, we make use of the fact that the functions we focus on, lie in $\mathbb{Q}_{D}(\mathcal{T}) \subset$ $L^{1}(\Omega)$, which in turn is finite-dimensional.

Lemma 149. In addition to the assumptions of Lemma 147, let $Q \in \mathbb{Q}_{D}(\mathcal{T})$. Then, for all $z \in \mathcal{N}$

$$
\int_{\omega_{z}}\left|Q-\Pi_{z}^{2} Q\right| d x \preccurlyeq \operatorname{diam}\left(\omega_{z}\right) \int_{\sigma_{z}}|\llbracket Q \rrbracket| d \sigma,
$$

where $\llbracket \rrbracket$ denotes the jump across inter-element sides; see Section 3.4. The constant hidden in $\preccurlyeq$ depends only on the shape regularity of $\mathcal{T}$ and $d$.

Proof. Clearly, $\left(i d-\Pi_{z}^{2}\right) \mathbb{Q}_{D}\left(\mathcal{T}\left(\omega_{z}\right)\right)$ is a finite dimensional linear space and hence all of its norms are equivalent. We have to prove that $\int_{\sigma_{z}}|\mathbb{I} \|| d \sigma$ is a norm on $\left(i d-\Pi_{z}^{2}\right) \mathbb{Q}_{D}\left(\mathcal{T}\left(\omega_{z}\right)\right)$. Let $Q \in \mathbb{Q}_{D}\left(\mathcal{T}\left(\omega_{z}\right)\right)$ with

$$
\int_{\sigma_{z}}|\llbracket Q \rrbracket| d \sigma=0
$$

i.e., $Q$ does not jump across $\sigma_{z}$, thus $Q \in \mathcal{P}^{1}\left(\omega_{z}\right)$. Since $\Pi_{z}^{2}$ is the local $L^{2}$ projection onto $\mathcal{P}^{1}\left(\omega_{z}\right)$, we have that $Q-\Pi_{z}^{2} Q=0$. All other norm-properties follow by the properties of the $L^{1}$-norm on $\sigma_{z}$. Now, the assertion follows by scaling to the reference situation, applying equivalence of norms on finite dimensional spaces and scaling back to the physical finite element star. In particular, let $\hat{\omega}_{z}$ be the reference finite element star corresponding to $\omega_{z}$ and $\hat{\sigma}_{z}$ the union of its interior sides; see also [3]. Then, we have with $Q_{z}=\Pi_{z}^{2} Q$

$$
\begin{aligned}
\int_{\omega_{z}}\left|Q-Q_{z}\right| d x & \leq \operatorname{diam}\left(\omega_{z}\right)^{d} \int_{\hat{\omega}_{z}}\left|\hat{Q}-\hat{Q}_{z}\right| d \hat{x} \\
& \preccurlyeq \operatorname{diam}\left(\omega_{z}\right)^{d} \int_{\hat{\sigma}_{z}}|\llbracket \hat{Q} \rrbracket| d \hat{\sigma} \preccurlyeq \operatorname{diam}\left(\omega_{z}\right) \int_{\sigma_{z}}|\llbracket Q \rrbracket| d \sigma
\end{aligned}
$$

where $\hat{Q}, \hat{Q}_{z}$ denote the functions $Q, Q_{z}$ after scaling to the reference finite element star $\hat{\omega}_{z}$. This proves the Lemma.

In the next Lemma we generalize Lemma 149 to the quasi-norm case. The result is crucial for estimating the error that occurs during interpolation.
Lemma 150. Let $\mathcal{T}$ be a conforming triangulation of $\Omega$ and $\phi$ be an $N$-function that satisfies Assumption 40. For $V \in \mathbb{V}(\mathcal{T})$ let $\mathfrak{d}:=\phi_{|\nabla V|}(|\operatorname{div} V|) \frac{\operatorname{div} V}{\operatorname{div} V \mid}$. Then, for all $T \in \mathcal{T}$

$$
\int_{T}\left(\phi_{|\nabla V|}\right)^{*}\left(\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right|\right) d x \preccurlyeq \sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T^{\prime}}|\llbracket \mathbf{F}(\nabla V) \rrbracket|^{2} d \sigma .
$$

The constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, the shape regularity of $\mathcal{T}$ and d. The nonlinear vector-field $\mathbf{F}: \mathbb{R}^{d \times d} \rightarrow \mathbb{R}^{d \times d}$ is defined as in (3.14).
Proof. We observe that $\mathfrak{d} \in \mathbb{Q}_{D}(\mathcal{T})$. Therfore, scaling $\mathfrak{d}$ to the reference element $\hat{T}$, applying equivalence of norms on finite dimensional spaces, and scaling back to the physical element $T$, we obtain

$$
\sup _{T}\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right|=\sup _{\hat{T}}\left|\hat{\mathfrak{d}}-\widehat{\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}}\right| \preccurlyeq \int_{\hat{T}}\left|\hat{\mathfrak{d}}-\widehat{\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}}\right| d x \preccurlyeq \frac{1}{|T|} \int_{T}\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right| d x .
$$

Thus, we can apply Lemmas 147 and 149 to get

$$
\begin{aligned}
\sup _{T}\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right| & \preccurlyeq \frac{1}{|T|} \sum_{z \in \mathcal{N} \cap T} \int_{T}\left|\mathfrak{d}-\Pi_{z}^{2} \mathfrak{d}\right| d x \\
& \leq \frac{1}{|T|} \sum_{z \in \mathcal{N} \cap T} \int_{\omega_{z}}\left|\mathfrak{d}-\Pi_{z}^{2} \mathfrak{d}\right| d x \\
& \preccurlyeq \frac{1}{|T|} \sum_{z \in \mathcal{N} \cap T} \operatorname{diam}\left(\omega_{z}\right) \int_{\sigma_{z}}|\llbracket \mathfrak{d} \rrbracket| d \sigma .
\end{aligned}
$$

Depending on the shape-regularity of $\mathcal{T}$ we have that $\frac{\operatorname{diam}\left(\omega_{z}\right)}{|T|} \approx \frac{1}{\left|\sigma_{z}\right|}$. Therefore, there holds

$$
\sup _{T}\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right| \preccurlyeq \sum_{z \in \mathcal{N} \cap T} \frac{1}{\left|\sigma_{z}\right|} \int_{\sigma_{z}}|\llbracket \mathfrak{d} \rrbracket| d \sigma
$$

Since $\#(\mathcal{N} \cap T)$ is bounded by $d+1$, this estimate yields with Corollary 10

$$
\int_{T}\left(\phi_{|\nabla V|}\right)^{*}\left(\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right|\right) d x \preccurlyeq \int_{T} \sum_{z \in \mathcal{N} \cap T}\left(\phi_{|\nabla V|}\right)^{*}\left(\frac{1}{\left|\sigma_{z}\right|} \int_{\sigma_{z}}|\llbracket \mathfrak{d} \rrbracket| d \sigma\right) d x
$$

Now, Jensen's inequality (Lemma 4) implies for the fixed shift $|\nabla V|_{T} \mid$

$$
\begin{aligned}
\int_{T}\left(\phi_{|\nabla V|}\right)^{*}\left(\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right|\right) d x & \preccurlyeq \int_{T} \sum_{z \in \mathcal{N} \cap T} \frac{1}{\left|\sigma_{z}\right|} \int_{\sigma_{z}}\left(\phi_{|\nabla V|_{T} \mid}\right)^{*}(|\llbracket \mathfrak{d} \rrbracket|) d \sigma d x \\
& \preccurlyeq \sum_{z \in \mathcal{N} \cap T} \int_{\sigma_{z}} h_{T}\left(\phi_{|\nabla V|_{T} \mid}\right)^{*}(|\llbracket \mathfrak{d} \||) d \sigma \\
& \preccurlyeq \sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T}\left(\phi_{|\nabla V|_{T} \mid}\right)^{*}(|\llbracket \mathfrak{d} \rrbracket|) d \sigma .
\end{aligned}
$$

Similar to (3.27), we obtain with the help of Corollary 71

$$
\begin{aligned}
\int_{T}\left(\phi_{|\nabla V|}\right)^{*}\left(\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right|\right) d x \preccurlyeq & \sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T}\left(\phi_{\left.|\nabla V|_{T^{\prime}}\right)}\right)^{*}(|\llbracket \mathfrak{d} \rrbracket|) d \sigma \\
& +\sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T}\left|\mathbf{F}\left(\left.\nabla V\right|_{T^{\prime}}\right)-\mathbf{F}\left(\left.\nabla V\right|_{T}\right)\right|^{2} d \sigma
\end{aligned}
$$

Note that the integrand of the last term is constant. By Lemma 91 we derive

$$
\left|\mathbf{F}\left(\left.\nabla V\right|_{T^{\prime}}\right)-\mathbf{F}\left(\left.\nabla V\right|_{T}\right)\right| \leq \sum_{\sigma \in \Sigma_{T}}\left|\llbracket \mathbf{F}(\nabla V) \rrbracket_{\sigma}\right|
$$

where $\Sigma_{T}=\left\{\sigma \in \mathcal{S}: \sigma \cap S_{T} \neq \emptyset\right\}$ is the set of sides in the interior of $S_{T}$; see also Figure 3.3. We recall that the amount of sides in $\Sigma_{T}$ as well as the amount of elements in $S_{T}$ is bounded with respect to the shape-regularity of $\mathcal{T}$. Hence, we get with the fact that $\left|\sigma^{\prime}\right| \approx|\sigma|$ for all $\sigma, \sigma^{\prime} \in \Sigma_{T}$ and $h_{T^{\prime}} \approx h_{T}$ for all $T^{\prime} \in \mathcal{T}\left(S_{T}\right)$ that

$$
\sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T}\left|\mathbf{F}\left(\left.\nabla V\right|_{T^{\prime}}\right)-\mathbf{F}\left(\left.\nabla V\right|_{T}\right)\right|^{2} d \sigma \preccurlyeq \sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T^{\prime}}|\llbracket \mathbf{F}(\nabla V) \rrbracket|^{2} d \sigma
$$

and thus,

$$
\begin{align*}
\int_{T}\left(\phi_{|\nabla V|}\right)^{*}\left(\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right|\right) d x \preccurlyeq & \sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T}\left(\phi_{|\nabla V|}\right)^{*}(|\llbracket \mathfrak{d} \rrbracket|) d \sigma \\
& +\sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T^{\prime}}|\llbracket \mathbf{F}(\nabla V) \rrbracket|^{2} d \sigma . \tag{4.45}
\end{align*}
$$

It remains to estimate the first term of the right-hand side of (4.45). For $\sigma \in \mathcal{S}$, let $T_{1}, T_{2} \in \mathcal{T}$ be the adjacent simplices, i.e., $\sigma=T_{1} \cap T_{2}$. Applying the definition of $\mathfrak{d}=\phi_{|\nabla V|}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}$ Corollary 69 implies

$$
\begin{align*}
\left|\llbracket \mathfrak{d} \rrbracket_{\sigma}\right|= & \left.\left|\phi_{|\nabla V|}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{1}}-\left.\phi_{|\nabla V|}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{2}} \right\rvert\, \\
\preccurlyeq & \left.\left|\phi_{|\nabla V|_{T_{1} \mid} \mid}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{1}}-\left.\phi_{|\nabla V|_{T_{1}} \mid}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{2}} \right\rvert\, \\
& +\left|\phi_{|\nabla V|_{T_{1}} \mid}^{\prime}\left(|\nabla V|_{T_{1}}-\left.\nabla V\right|_{T_{2} \mid} \mid\right)\right|  \tag{4.46}\\
= & \left.\left|\phi_{|\nabla V|_{T_{1} \mid} \mid}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{1}}-\left.\phi_{|\nabla V|_{T_{1} \mid} \mid}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{2}} \right\rvert\, \\
& +\left|\phi_{|\nabla V|_{T_{1}} \mid}^{\prime}\left(| | \nabla V \rrbracket_{\sigma} \mid\right)\right|,
\end{align*}
$$

Now, we can estimate the first addend, with the help of Corollary 64 by

$$
\begin{gather*}
\left.\left|\phi_{|\nabla V|_{T_{1}} \mid}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{1}}-\left.\phi_{|\nabla V|_{T_{1}} \mid}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{2}} \right\rvert\,  \tag{4.47}\\
\\
\approx\left(\phi_{\left|\nabla V_{T_{1}}\right|}^{\prime}\right)_{|\operatorname{div} V|_{T_{1}} \mid}\left(\left|\llbracket \nabla V \rrbracket_{\sigma}\right|\right),
\end{gather*}
$$

where the constants hidden in $\approx$ depend only on $\Delta_{2}\left(\left\{\phi_{|\nabla V|_{T_{1}} \mid},\left(\left.\phi_{|\nabla V|_{T_{1}}}\right|^{*}\right\}\right)\right.$ and thus on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$; see Lemma 57. Recalling Lemma 58, we have with $|\operatorname{div} V| \leq$ $\sqrt{d}|\nabla V|$ and the monotonicity of $\phi^{\prime}$

$$
\begin{aligned}
\left(\phi_{|\nabla V|_{T_{1}} \mid}^{\prime}\right)_{|\operatorname{div} V|_{T_{1}} \mid}(t) & =\phi_{|\nabla V|_{T_{1}}^{\prime}\left|+|\operatorname{div} V|_{T_{1}}\right|}(t) \\
& =\frac{\phi^{\prime}\left(|\nabla V|_{T_{1}}\left|+|\operatorname{div} V|_{T_{1}}\right|+t\right)}{|\nabla V|_{T_{1}}\left|+|\operatorname{div} V|_{T_{1}}\right|+t} t \\
& \leq \frac{\phi^{\prime}\left((1+\sqrt{d})\left(|\nabla V|_{T_{1}} \mid+t\right)\right)}{|\nabla V|_{T_{1}} \mid+t} t \\
& \preccurlyeq \frac{\phi^{\prime}\left(|\nabla V|_{T_{1}} \mid+t\right)}{|\nabla V|_{T_{1}} \mid+t} t=\phi_{|\nabla V|}^{\prime}(t)
\end{aligned}
$$

for all $t \geq 0$. Thereby the last inequality follows from $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ with Corollary 10. Applying this to (4.47) gives

$$
\left.\left.\left|\phi_{|\nabla V| T_{1} \mid}^{\prime}\right|(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{1}}-\left.\phi_{|\nabla V|_{T_{1}} \mid}^{\prime}(|\operatorname{div} V|) \frac{\operatorname{div} V}{|\operatorname{div} V|}\right|_{T_{2}} \right\rvert\, \preccurlyeq \phi_{|\nabla V|_{T_{1}} \mid}^{\prime}\left(\left|\llbracket \nabla V \rrbracket_{\sigma}\right|\right),
$$

where the constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ and $d$. Inserting this in (4.46) implies

$$
\left|\llbracket \mathfrak{d} \rrbracket_{\sigma}\right| \preccurlyeq \phi_{|\nabla V|_{T_{1}} \mid}^{\prime}\left(\left|\llbracket \nabla V \rrbracket_{\sigma}\right|\right) .
$$

Choosing $T_{1}=T^{\prime}$ for every addend of the right-hand side of (4.45), we have by $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)<\infty$ and Corollary 10

$$
\begin{aligned}
\int_{T}\left(\phi_{|\nabla V|}\right)^{*}\left(\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right|\right) d x \preccurlyeq & \left.\sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T}\left(\phi_{|\nabla V|}\right)^{*}\left(\phi_{|\nabla V|}^{\prime}| | \llbracket \nabla V \rrbracket \mid\right)\right) d \sigma \\
& +\sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T^{\prime}}|\llbracket \mathbf{F}(\nabla V) \rrbracket|^{2} d \sigma .
\end{aligned}
$$

Now, (2.8) and Proposition 62 imply

$$
\begin{aligned}
\int_{T}\left(\phi_{|\nabla V|}\right)^{*}\left(\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right|\right) d x \preccurlyeq & \sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T} \phi_{|\nabla V|}(|\llbracket \nabla V \rrbracket|) d \sigma \\
& +\sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T^{\prime}}|\llbracket \mathbf{F}(\nabla V) \rrbracket|^{2} d \sigma \\
\preccurlyeq & \sum_{T^{\prime} \in \mathcal{T}\left(S_{T}\right)} \int_{\partial T^{\prime}} h_{T^{\prime}}|\llbracket \mathbf{F}(\nabla V) \rrbracket|^{2} d \sigma,
\end{aligned}
$$

where we additionally used that $h_{T} \approx h_{T^{\prime}}$ for all $T^{\prime} \in \mathcal{T}\left(S_{T}\right)$ depending on the shape-regularity of $\mathcal{T}$. This is the asserted estimate.

Using the finite overlapping of the $S_{T}, T \in \mathcal{T}$, we can immediately deduce the following global version of Lemma 150.

Corollary 151. Assuming the conditions of Lemma 150 it holds

$$
\int_{\Omega}\left(\phi_{|\nabla V|}\right)^{*}\left(\left|\mathfrak{d}-\Pi_{\mathcal{T}}^{\mathbb{Q}} \mathfrak{d}\right|\right) d x \preccurlyeq \sum_{T \in \mathcal{T}} \int_{\partial T} h_{T}|\llbracket \mathbf{F}(\nabla V) \rrbracket|^{2} d \sigma .
$$

Where the constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and the shape regularity of $\mathcal{T}$.

The next corollary combines the above results to the particular case of the finite element approximation of the quasi-steepest descent direction. In particular, it estimates the error between $\mathfrak{d}_{Q}$ and $\mathfrak{D}_{Q}$ by the quantity that is controlled by ELLIPT, namely by the estimator of the error between $u_{Q}$ and $U_{Q}$.

Corollary 152. Let $\phi$ be an $N$-function that satisfies Assumption 40 and let $\mathcal{T}$ be a conforming triangulation of the domain $\Omega \subset \mathbb{R}^{d}$. Then, with the notation of this section

$$
\int_{\Omega}\left(\phi_{\left|\nabla U_{Q}\right|}\right)^{*}\left(\left|\mathfrak{v}_{Q}-\mathfrak{D}_{Q}\right|\right) \preccurlyeq \eta^{2}\left(U_{Q}, \mathcal{T}, f-\nabla Q\right),
$$

where $\eta$ denotes the error estimator defined in (3.24). Thereby the constant hidden in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, the shape regularity of $\mathcal{T}$, and $d$.

Proof. We start with the triangle like inequality of Corollary 10 and thus obtain

$$
\begin{aligned}
\int_{\Omega}\left(\phi_{\left|\nabla U_{Q}\right|}\right)^{*}\left(\left|\mathfrak{d}_{Q}-\mathfrak{D}_{Q}\right|\right) \preccurlyeq & \int_{\Omega}\left(\phi_{\left|\nabla U_{Q}\right|}\right)^{*}\left(\left|\mathfrak{d}_{Q}-\phi_{\left|\nabla U_{Q}\right|}^{\prime}\left(\left|\operatorname{div} U_{Q}\right|\right) \frac{\operatorname{div} U_{Q}}{\left|\operatorname{div} U_{Q}\right|}\right|\right) \\
& +\left(\phi_{\left|\nabla U_{Q}\right|}\right)^{*}\left(\left|\phi_{\left|\nabla U_{Q}\right|}^{\prime}\left(\left|\operatorname{div} U_{Q}\right|\right) \frac{\operatorname{div} U_{Q}}{\left|\operatorname{div} U_{Q}\right|}-\mathfrak{D}_{Q}\right|\right) d x
\end{aligned}
$$

where we used that the $\Delta_{2}$-constant of $\left(\phi_{\left|\nabla U_{Q}\right|}\right)^{*}$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$; see Lemma 57. Now, the first term can be estimated by Lemma 146. In particular,

$$
\int_{\Omega}\left(\phi_{\left|\nabla U_{Q}\right|}\right)^{*}\left(\left.\left|\mathfrak{d}_{Q}-\phi_{\left|\nabla U_{Q}\right|}^{\prime}\right|\left(\left|\operatorname{div} U_{Q}\right|\right) \frac{\operatorname{div} U_{Q}}{\left|\operatorname{div} U_{Q}\right|} \right\rvert\,\right) d x \preccurlyeq\left\|\mathbf{F}\left(\nabla u_{Q}\right)-\mathbf{F}\left(\nabla U_{Q}\right)\right\|_{L^{2}(\Omega)}^{2} .
$$

This term can be estimated by the upper bound (Theorem 90). Furthermore, by Corollary 151 then

$$
\begin{aligned}
\int_{\Omega}\left(\phi_{\left|\nabla U_{Q}\right|}\right)^{*}\left(\left|\phi_{\left|\nabla U_{Q}\right|}^{\prime}\left(\left|\operatorname{div} U_{Q}\right|\right) \frac{\operatorname{div} U_{Q}}{\left|\operatorname{div} U_{Q}\right|}-\mathfrak{D}_{Q}\right|\right) & d x \\
& \preccurlyeq \sum_{T \in \mathcal{T}} \int_{\partial T} h_{T}\left|\llbracket \mathbf{F}\left(\nabla U_{Q}\right) \rrbracket\right|^{2} d \sigma .
\end{aligned}
$$

Recalling (3.24), this is a part of the estimator and thus obviously can be estimated by $\eta^{2}\left(U_{Q}, \mathcal{T}, f-\nabla Q\right)$. Hence the proposition is proved.

Remark 153. In our case, it is crucial to have the approximation of the quasisteepest descent direction inside the pressure space $\mathbb{Q}(\mathcal{T})$ - recall that the procedure ELLIPT requires sufficient regular functions in its first argument. This requires interpolation estimates for a suitable interpolation operator from $\mathbb{Q}_{D}(\mathcal{T})$ into $\mathbb{Q}(\mathcal{T})$, since the divergence of the discrete velocity is not sufficiently regular.

Similar estimates may be mandatory if one deals with stable pairs of discrete function spaces; see [6]. In particular, often the divergence of the discrete velocity is not contained in the discrete pressure space and hence has to be projected into it. For example consider the popular Taylor Hood elements $P_{2}-P_{1}$, i.e., continuous piecewise second order polynomials for the discrete velocity and continuous piecewise linear elements for the discrete pressure. Thus the divergence of the velocity is piecewise linear but may jump over inter-element sides and therefore is not contained in the pressure space.

Another example is the so called Mini-element, which is close to our case. In fact, piecewise linear continuous elements are used for the discretization of the pressure space. The discrete velocity space also contains piecewise linear continuous elements, but is additionally enriched by element bubble functions in order to obtain stability. However, the divergence of the discrete velocity is again not contained in the discrete pressure space and hence a projection-estimate is required.

### 4.3.3 Convergent Adaptive Uzawa Algorithm (AUA)

Thanks to the above results on the approximated steepest descent direction, we are now able to state the adaptive finite element algorithm for the stationary Stokes problem. We suppose that $\phi$ is an $N$-function that satisfies Assumption 116.

Algorithm 154 (AUA). Let $\mathcal{T}_{0}$ be a conforming initial triangulation of $\Omega$ and let $Q_{0} \in \mathbb{Q}\left(\mathcal{T}_{0}\right)$ be an initial guess for $p \in \mathbb{Q}$. Fix $\theta, \rho \in(0,1)$, and $\mu>0$ and let $j=0$;

1. (APPROXIMATED DERIVATIVE)

$$
\left(U_{Q_{j}}, \mathcal{T}_{j+1}\right):=\operatorname{ELLIPT}\left(\mathcal{T}_{j}, \rho^{j}, Q_{j}, \theta\right) ;
$$

2. (APPROXIMATED QUASI-STEEPEST DESCENT DIRECTION)

$$
\mathfrak{D}_{j}:=\Pi_{\mathcal{T}_{j+1}}^{\mathbb{Q}} \phi_{\left|\nabla U_{Q_{j}}\right|}^{\prime}\left(\left|\operatorname{div} U_{Q_{j}}\right|\right) \frac{\operatorname{div} U_{Q_{j}}}{\left|\operatorname{div} U_{Q_{j}}\right|} ;
$$

3. (UPDATE)

$$
Q_{j+1}:=Q_{j}+\mu \mathfrak{D}_{j} ;
$$

increment $j$ and go to step (1);
Remark 155. For the reason of numerical cancellations it may be convenient to try to avoid extreme values of $Q_{j}$. For this purpose one may consider functions with mean value zero since the pressure is only determinated up to a constant value. Hence, starting Algorithm 154 (AUA) with an initial guess $Q_{0} \in \mathbb{Q}\left(\mathcal{T}_{0}\right)$, which has mean value zero we can substitute step 3 (UPDATE) of (AUA) by
3'. (UPDATE')

$$
Q_{j+1}:=Q_{j}+\mu \mathfrak{D}_{j}-\frac{1}{|\Omega|} \int_{\Omega} \mu \mathfrak{D}_{j} d x
$$

increment $j$ and go to step (1).
Therefore, by induction $\left(Q_{j}\right)_{j \in \mathbb{N}} \subset L_{0}^{\phi^{*}}(\Omega)$. Note that the modifications do not affect the theoretical behavior of (AUA), since the pressure is only defined up to a constant, i.e., $\mathbb{Q}=L^{\phi^{*}}(\Omega) / \mathbb{R}$. Hence, subtracting the mean-value has no theoretical effect. Moreover, recall from Lemma 129 and Corollary 130 that the convergence of the sequence $\left(Q_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{Q}$ is equivalent to the convergence of its representants in $L_{0}^{\phi^{*}}(\Omega)$. Thus, for numerical evaluation it is rather convenient to consider error quantities related to $L_{0}^{\phi^{*}}(\Omega)$ instead of the corresponding quantities in $\mathbb{Q}$, which require a minimization over $\mathbb{R}$; cf. Lemma 129 and Corollary 130.

Theorem 156. Let $\phi$ be an $N$-function that satisfies Assumption 116. Then there exists $\mu_{0}>0$ depending only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and d, such that for all step-sizes $\mu \in\left(0, \mu_{0}\right)$, it holds for the sequence $\left(Q_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{Q}$ produced by Algorithm 154 (AUA) that

$$
Q_{j} \rightarrow p \quad \text { in } \mathbb{Q} \text {, as } j \rightarrow \infty
$$

Proof. For convenience, we use the abbreviations

$$
\mathfrak{d}_{j}=\mathfrak{d}_{Q_{j}}=-\phi_{\left|\nabla u_{j}\right|}^{\prime}\left(\left|\operatorname{div} u_{j}\right|\right) \frac{\operatorname{div} u_{j}}{\left|\operatorname{div} u_{j}\right|} \quad \text { and } \quad u_{j}=u_{Q_{j}} ;
$$

see also (4.39). Recall that $\Delta_{2}\left(\left\{\phi_{a},\left(\phi_{a}\right)^{*}\right\}\right)$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right.$; cf. Lemma 57. As in the proof of Theorem 139 let for $Q_{j} \in \mathbb{Q}\left(\mathcal{T}_{j}\right), j \in \mathbb{N}$,

$$
\mathcal{H}_{j}(\mu):=\mathcal{F}\left(Q_{j}\right)-\mathcal{F}\left(Q_{j}+\mu \mathfrak{D}_{j}\right)
$$

By means of the mean value theorem and Proposition 133, for $\mu>0$, there exists $\theta \in(0, \mu)$, such that

$$
\begin{align*}
\mathcal{H}_{j}(\mu)= & \mu \mathcal{H}_{j}^{\prime}(\theta)=-\mu\left\langle D \mathcal{F}\left(Q_{j}+\theta \mathfrak{D}_{j}\right), \mathfrak{D}_{j}\right\rangle \\
= & -\mu\left\langle D \mathcal{F}\left(Q_{j}\right), \mathfrak{D}_{j}\right\rangle-\frac{\mu}{\theta}\left\langle D \mathcal{F}\left(Q_{j}+\theta \mathfrak{D}_{j}\right)-D \mathcal{F}\left(Q_{j}\right), \theta \mathfrak{D}_{j}\right\rangle \\
= & -\mu\left\langle D \mathcal{F}\left(Q_{j}\right), \mathfrak{d}_{j}\right\rangle+\mu\left\langle D \mathcal{F}\left(Q_{j}\right), \mathfrak{d}_{j}-\mathfrak{D}_{j}\right\rangle  \tag{4.48}\\
& -\frac{\mu}{\theta}\left\langle D \mathcal{F}\left(Q_{j}+\theta \mathfrak{D}_{j}\right)-D \mathcal{F}\left(Q_{j}\right), \theta \mathfrak{D}_{j}\right\rangle .
\end{align*}
$$

We handle the terms at the right hand side separately. First, we have from (2.6b)

$$
\begin{equation*}
-\left\langle D F\left(Q_{j}\right), \mathfrak{d}_{j}\right\rangle=\int_{\Omega} \phi_{\left|\nabla u_{j}\right|}^{\prime}\left(\left|\operatorname{div} u_{j}\right|\right)\left|\operatorname{div} u_{j}\right| d x \geq \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \tag{4.49}
\end{equation*}
$$

The next term can be estimated with the help of Young's inequality (Proposition 11) for $\delta>0$

$$
\begin{aligned}
\left|\left\langle D \mathcal{F}\left(Q_{j}\right), \mathfrak{d}_{j}-\mathfrak{D}_{j}\right\rangle\right| \leq & \int_{\Omega}\left|\left(\mathfrak{d}_{j}-\mathfrak{D}_{j}\right) \operatorname{div} u_{j}\right| d x \\
\leq & \delta \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \\
& +C_{\delta} \int_{\Omega}\left(\phi_{\left|\nabla u_{j}\right|}\right)^{*}\left(\left|\mathfrak{d}_{j}-\mathfrak{D}_{j}\right|\right) d x .
\end{aligned}
$$

The constant $C_{\delta}$ depends only on $\Delta_{2}\left(\left\{\phi_{a}\right\}_{a \geq 0}\right)$ and thus on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$; see Lemma 57. Now, applying Lemma 146, there exists a constant $\hat{C}>0$ depending only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and $d$, such that

$$
\begin{align*}
\left|\left\langle D \mathcal{F}\left(Q_{j}\right), \mathfrak{o}_{j}-\mathfrak{D}_{j}\right\rangle\right| \leq & \delta \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x  \tag{4.50}\\
& +C_{\delta} \hat{C}\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2} .
\end{align*}
$$

The last term in (4.48) can be estimated as in the proof of Theorem 139; see (4.23). In particular,

$$
\left\langle D \mathcal{F}\left(Q_{j}+\theta \mathfrak{D}_{j}\right)-D \mathcal{F}\left(Q_{j}\right), \theta \mathfrak{D}_{j}\right\rangle \preccurlyeq \int_{\Omega}\left(\phi_{\left|\nabla u_{j}\right|}\right)^{*}\left(\left|\theta \mathfrak{D}_{j}\right|\right) d x
$$

where the constant in $\preccurlyeq$ depends only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$.
Next, we change the shift with the help of Lemma 71 to $\left|\nabla U_{Q_{j}}\right|$, therefore obtaining

$$
\begin{aligned}
\left\langle D \mathcal{F}\left(Q_{j}+\theta \mathfrak{D}_{j}\right)-D \mathcal{F}\left(Q_{j}\right), \theta \mathfrak{D}_{j}\right\rangle \preccurlyeq & \int_{\Omega}\left(\phi\left|\nabla U_{Q_{j}}\right|\right)^{*}\left(\left|\theta \mathfrak{D}_{j}\right|\right) d x \\
& +\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

Assuming $\mu_{0} \leq 2$, we get similar to (4.24)

$$
\left(\phi_{\mid \nabla U_{Q_{j}}}\right)^{*}\left(\left|\theta \mathfrak{D}_{j}\right|\right) \preccurlyeq \theta^{2} \phi_{\mid \nabla U_{Q_{j}}}\left(\left|\operatorname{div} U_{Q_{j}}\right|\right) .
$$

Where the constants of the last two displays, that are hidden in $\preccurlyeq$ solely depend on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$. Hence, there exists a constant $\tilde{C}$ solely depending on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and $d$, such that

$$
\begin{aligned}
\left\langle D \mathcal{F}\left(Q_{j}+\theta \mathfrak{D}_{j}\right)-D \mathcal{F}\left(Q_{j}\right), \theta \mathfrak{D}_{j}\right\rangle \preccurlyeq & \tilde{C} \int_{\Omega} \theta^{2} \phi\left|\nabla U_{Q_{j}}\right| \\
& +\tilde{C}\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

This, (4.49), and (4.50), applied to (4.48) yields

$$
\begin{aligned}
\mathcal{H}_{j}(\mu)= & \mathcal{F}\left(Q_{j}\right)-\mathcal{F}\left(Q_{j}+\mu \mathfrak{D}_{j}\right) \\
\geq & \mu \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \\
& -\mu\left\{\delta \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x+C_{\delta} \hat{C}\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}\right\} \\
& -\frac{\mu}{\theta}\left\{\tilde{C} \int_{\Omega} \theta^{2} \phi_{\left|\nabla U_{Q_{j}}\right|}\left(\left|\operatorname{div} \mathfrak{D}_{j}\right|\right) d x-\tilde{C}\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}\right\} \\
= & \mu(1-\delta-\tilde{C} \theta) \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \\
& -\left(\mu C_{\delta} \hat{C}+\frac{\mu}{\theta} \tilde{C}\right)\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

Recall that $\theta \leq \mu$, hence

$$
\begin{aligned}
\mathcal{H}_{j}(\mu)= & \mu(1-\delta-\tilde{C} \mu) \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \\
& -\left(\mu C_{\delta} \hat{C}+\tilde{C}\right)\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

Observe that for $\mu_{0} \in(0,1 / \tilde{C}), \delta:=(1-\tilde{C} \mu) / 2>0$, we have for all $\mu \in\left(0, \mu_{0}\right)$ that $c_{\mu}:=\mu(1-\delta-\tilde{C} \mu)>0$. Take $C_{\mu}:=\left(\mu C_{\delta} \hat{C}+\tilde{C}\right)$, then

$$
\begin{align*}
\mathcal{H}_{j}(\mu) & =\mathcal{F}\left(Q_{j}\right)-\mathcal{F}\left(Q_{j}+\mu D c_{j}\right) \\
& \geq c_{\mu} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x-C_{\mu}\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2} \tag{4.51}
\end{align*}
$$

The constants $c_{\mu}, C_{\mu}>0$ depend only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$, the step-size $\mu$ and $d$. Note that due to Algorithm 154 (AUA) - step 1 (APPROXIMATED DERIVATIVE) and the upper bound (Theorem 90), $U_{Q_{j}}$ is an approximation of $u_{j}$ with accuracy at least $C_{1} \rho^{j}$, i.e.,

$$
\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)} \leq C_{1} \eta\left(U_{Q_{j}}, \mathcal{I}_{j}, f-\nabla Q_{j}\right) \leq C_{1} \rho^{j}
$$

Therfore, we have

$$
\begin{aligned}
\mathcal{H}_{j}(\mu) & =\mathcal{F}\left(Q_{j}\right)-\mathcal{F}\left(Q_{j}+\mu \mathfrak{D}_{j}\right) \\
& \left.\geq c_{\mu} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}| | \operatorname{div} u_{j} \mid\right) d x-C_{\mu} C_{1} \rho^{2 j} .
\end{aligned}
$$

Now, the aim is to prove that $\operatorname{div} u_{j} \rightarrow_{j \rightarrow \infty} 0$ in $L_{0}^{\phi}(\Omega)$, since this implies $Q_{j} \rightarrow_{j \rightarrow \infty} p$ in $\mathbb{Q}$; see Lemma 138. Recalling that $Q_{j+1}=Q_{j}+\mu \mathfrak{D}_{j}$, we have for all $J \in \mathbb{N}$ the telescopic sum

$$
\begin{aligned}
\mathcal{F}\left(Q_{0}\right)-\mathcal{F}\left(Q_{J}\right) & =\sum_{j=0}^{J-1} \mathcal{F}\left(Q_{j}\right)-\mathcal{F}\left(Q_{j+1}\right) \\
& \geq c_{\mu} \sum_{j=0}^{J-1} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x-C_{\mu} C_{1} \sum_{j=0}^{J-1} \rho^{2 j} .
\end{aligned}
$$

The last term can be estimated by a geometric series and thus by $1 /\left(1-\rho^{2}\right)$. On the other hand we can estimate $\mathcal{F}\left(Q_{0}\right)-\mathcal{F}(p) \geq \mathcal{F}\left(Q_{0}\right)-\mathcal{F}\left(Q_{J}\right)$, since $p \in \mathbb{Q}$ is the minimizer of $\mathcal{F}$. Therefore,

$$
\mathcal{F}\left(Q_{0}\right)-\mathcal{F}(p) \geq \mathcal{F}\left(Q_{0}\right)-\mathcal{F}\left(Q_{J}\right)
$$

$$
\begin{equation*}
\geq c_{\mu} \sum_{j=0}^{J-1} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x-C_{\mu} C_{1} \frac{1}{1-\rho^{2}} \tag{4.52}
\end{equation*}
$$

for all $J \in \mathbb{N}$. In other words, the series $\sum_{j=0}^{J-1} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x$ is bounded. Since all its addends are positive, we get that

$$
\int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \rightarrow 0, \quad \text { as } j \rightarrow 0
$$

As in the proof of Theorem 139 it remains to show that this implies div $u_{j} \rightarrow 0$ in $\mathbb{Q}$ as $j \rightarrow \infty$. Then, the assertion follows by Lemma 138. In particular, we obtain by (4.52)

$$
\mathcal{F}\left(Q_{0}\right)+C_{\mu} C_{1} \frac{1}{1-\rho^{2}} \geq \mathcal{F}\left(Q_{j}\right)
$$

for all $j \in \mathbb{N}$, i.e., $\left(\mathcal{F}\left(Q_{j}\right)\right)_{j \in \mathbb{N}}$ is bounded. Combining (4.9) with (4.10) gives

$$
\begin{aligned}
\mathcal{F}\left(Q_{0}\right) \geq \mathcal{F}\left(Q_{j}\right) & =-\mathcal{L}\left(u_{j}, Q_{j}\right)=\int_{\Omega}-\phi\left(\left|\nabla u_{j}\right|\right)+Q_{j} \operatorname{div} u_{j}+f u_{j} d x \\
& =\int_{\Omega}-\phi\left(\left|\nabla u_{j}\right|\right)+\mathbf{A}\left(\nabla u_{j}\right): \nabla u_{j} d x \\
& =\int_{\Omega}-\phi\left(\left|\nabla u_{j}\right|\right)+\phi^{\prime}\left(\left|\nabla u_{j}\right|\right)\left|\nabla u_{j}\right| d x \\
& \geq(\nabla(\phi)-1) \int_{\Omega} \phi\left(\left|\nabla u_{j}\right|\right) d x \geq 0
\end{aligned}
$$

where the constant $\nabla(\phi)>1$ depends only on $\Delta_{2}\left(\phi^{*}\right)$; see Proposition 14 ii). Therefore, the sequence $\left(\int_{\Omega} \phi\left(\left|\nabla u_{j}\right|\right) d x\right)_{j \in \mathbb{N}} \subset \mathbb{R}$ is bounded. Assume that $\left(\operatorname{div} u_{j}\right)_{j \in \mathbb{N}}$ does not converge to zero in $\mathbb{Q}$. Then, Proposition 31 implies, w.l.o.g., that there exists $c>0$ such that

$$
0<c<\int_{\Omega} \phi\left(\left|\operatorname{div} u_{j}\right|\right) d x \quad \text { for all } j \in \mathbb{N}
$$

- otherwise we pass to a subsequence. Hence, we get by Corollary 69 for $\delta>0$

$$
c<\int_{\Omega} \phi\left(\left|\operatorname{div} u_{j}\right|\right) d x \preccurlyeq\left(1+C_{\delta}\right) \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x+\delta \int_{\Omega} \phi\left(\left|\nabla u_{j}\right|\right) d x
$$

for all $j \in \mathbb{N}$. Since $\left(\int_{\Omega} \phi\left(\left|\nabla u_{j}\right|\right) d x\right)_{j \in \mathbb{N}}$ is bounded, we can choose $\delta>0$ small enough to obtain

$$
0<c \preccurlyeq C \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x
$$

with a constant $C>0$ not depending on $j \in \mathbb{N}$. This is a contradiction. Thus, $\operatorname{div} u_{j} \rightarrow 0$ in $\mathbb{Q}$, as $j \rightarrow \infty$ and the assertion follows with Lemma 138 .

Remark 157 (stopping criterion). Finding a stopping criterion for Algorithm 154 (AUA) for an adequate distance quantity turns out to be no easy task. In fact, proving reasonable a posteriori estimates usually requires a continuous infsup condition; see [3, Section 9.2]. To have a reasonable estimator for a quasinorm error notion, we need $a \inf -\mathrm{sup}$ condition, which is somehow related to the quasi-norm; see (4.35). Since such a condition is not available so far, we have to settle for non-optimal estimates like in [11]. They prove an upper bound for mixed finite element approximations. In our case $\left(U_{j}, Q_{j}\right) \in \mathbb{V} \times \mathbb{Q}, j \in \mathbb{N}$, is not a solution of the discrete Stokes problem. This makes our error analysis a bit unusual. However, since the same techniques as reported in [11] apply in our context, we only sketch the proof for completeness. We assume that

$$
\phi(t)=\int_{0}^{t}\left(\nu_{\infty}+\left(\nu_{0}-\nu_{\infty}\right)\left(\kappa^{2}+s^{2}\right)^{(r-2) / 2}\right) s d s
$$

for fixed $\kappa \geq 0, \nu_{0}>\nu_{\infty} \geq 0$. This corresponds to the power law for $\kappa=\nu_{\infty}=0$, and for $\kappa>0$ to the Carreau law; see Section 1.1 and Remark 114. Note that $\phi$ satisfies Assumption 116; see Remark 118. Let $\mathcal{T}$ be a conforming triangulation of $\Omega$. For $Q \in \mathbb{Q}_{D}(\mathcal{T})$ let $U_{Q} \in \mathbb{V}(\mathcal{T})$ be the finite element solution of (4.43). Then for $u \in \mathbb{V}$ and $p \in \mathbb{Q}$ being the unique solution of (4.2) we have like in [11], for any $v \in \mathbb{V}, q \in \mathbb{Q}$, and $V \in \mathbb{V}(\mathcal{T})$

$$
\begin{aligned}
\int_{\Omega} & \left(\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla U_{Q}\right)\right): \nabla v-(p-Q) \operatorname{div} v-q \operatorname{div}\left(u-U_{Q}\right) d x \\
& =\int_{\Omega} f \cdot v-\mathbf{A}\left(\nabla U_{Q}\right): \nabla v+Q \operatorname{div} v-q \operatorname{div} U_{Q} d x \\
& =\int_{\Omega} f \cdot(v-V)-\mathbf{A}\left(\nabla U_{Q}\right): \nabla(v-V)+Q \operatorname{div}(v-V)-q \operatorname{div} U_{Q} d x .
\end{aligned}
$$

Element-wise integration by parts yields

$$
\begin{aligned}
\int_{\Omega}(\mathbf{A}(\nabla u)- & \left.\mathbf{A}\left(\nabla U_{Q}\right)\right): \nabla v-(p-Q) \operatorname{div} v-q \operatorname{div}\left(u-U_{Q}\right) d x= \\
= & \sum_{T \in \mathcal{T}} \int_{T}(f-\nabla Q) \cdot(v-V) d x-\sum_{T \in \mathcal{T}} \int_{\partial T} \llbracket \mathbf{A}\left(\nabla U_{Q}\right) \rrbracket(v-V) d \sigma \\
& +\sum_{T \in \mathcal{T}} \int_{T} q \operatorname{div} U_{Q} d x .
\end{aligned}
$$

Now, choosing $V=\Pi_{\mathcal{T}} v$ the Scott-Zhang interpolant ([68]), we can estimate as in [11]

$$
\begin{aligned}
\int_{\Omega}\left(\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla U_{Q}\right)\right) & : \nabla v-(p-Q) \operatorname{div} v-q \operatorname{div}\left(u-U_{Q}\right) d x \\
\preccurlyeq & \left(\sum_{T \in \mathcal{T}}\left\{h_{T}^{r^{\prime}}\left\|\mathbf{R}_{1}\right\|_{L^{r^{\prime}}(T)}^{r^{\prime}}+h_{T}\left\|\mathbf{R}_{2}\right\|_{{r^{\prime}}^{r^{\prime}}(\partial T)}^{r^{\prime}}\right\}\right)^{1 / r^{\prime}}|v|_{W^{1, r}(\Omega)} \\
& +\left(\sum_{T \in \mathcal{T}}\left\|R_{3}\right\|_{L^{r}(T)}^{r}\right)^{1 / r} \inf _{c \in \mathbb{R}}\|q-c\|_{L^{r^{\prime}}(\Omega)}
\end{aligned}
$$

where $\frac{1}{r}+\frac{1}{r^{\prime}}=1$ and

$$
\begin{array}{ll}
\left.\mathbf{R}_{1}\right|_{T}:=f-\left.\nabla Q\right|_{T}, & \\
\text { for } T \in \mathcal{T}, \\
\left.\mathbf{R}_{2}\right|_{\sigma}:=\left.\llbracket \mathbf{A} \rrbracket n\right|_{\sigma}, & \\
\text { for } \sigma \in \mathcal{S},
\end{array}
$$

and

$$
\left.R_{3}\right|_{T}:=\left.\operatorname{div} U_{Q}\right|_{T}, \quad \text { for } T \in \mathcal{T}
$$

Since $q, v$ are arbitrary, taking $q=0$ and then the supremum over all $v \in \mathbb{V}$, we get

$$
\begin{align*}
&\left\|\mathbf{S}_{1}\right\|_{\mathbb{V}^{*}}:=\sup _{v \in \mathbb{V}} \frac{\int_{\Omega}}{}\left(\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla U_{Q}\right)\right): \nabla v-(p-Q) \operatorname{div} v d x  \tag{4.53}\\
&|v|_{W^{1, r}(\Omega)} \\
&\left.\preccurlyeq\left(\sum_{T \in \mathcal{T}}\left\{h_{T}^{r^{\prime}}\left\|\mathbf{R}_{1}\right\|_{L^{r^{\prime}(T)}}^{\left.r^{\prime}()^{\prime}\right)}\right)^{1 / r^{\prime}}+h_{T}\left\|\mathbf{R}_{2}\right\|_{L^{r^{\prime}}(\partial T)}^{r^{\prime}}\right\}\right)^{1 / r^{\prime}} .
\end{align*}
$$

On the other hand, taking $w=0$ and then the supremum over $q \in \mathbb{Q}$ yields

$$
\begin{equation*}
\left\|S_{2}\right\|_{\mathbb{Q}^{*}}:=\sup _{q \in \mathbb{Q}} \frac{\int_{\Omega} q \operatorname{div}\left(u-U_{Q}\right) d x}{\|q\|_{\mathbb{Q}}} \preccurlyeq\left(\sum_{T \in \mathcal{T}}\left\|R_{3}\right\|_{L^{r}(T)}^{r}\right)^{1 / r} \tag{4.54}
\end{equation*}
$$

To continue, we cite two estimates from [11] (see also [9, 8]), which connect the quasi-norm to the $W^{1, r}$-norm. In particular, for $v, w \in \mathbb{V}$ then

$$
\begin{gathered}
\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(\Omega)}^{2 / r} \preccurlyeq|v-w|_{W^{1, r}(\Omega)} \\
|v-w|_{W^{1, r}(\Omega)} \preccurlyeq\left[\phi\left(|\nabla v|_{W^{1, r}(\Omega)}+|\nabla w|_{W^{1, r}(\Omega)}\right)\right]^{(2-r) / 2}\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(\Omega)}
\end{gathered}
$$

if $r \in(1,2]$ and

$$
\begin{gathered}
|v-w|_{W^{1, r}(\Omega)}^{r / 2} \preccurlyeq\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(\Omega)} \\
\|\mathbf{F}(\nabla v)-\mathbf{F}(\nabla w)\|_{L^{2}(\Omega)} \preccurlyeq\left[\phi\left(|\nabla v|_{W^{1, r}(\Omega)}+|\nabla w|_{W^{1, r}(\Omega)}\right)\right]^{(r-2) / 2}|v-w|_{W^{1, r}(\Omega)}
\end{gathered}
$$

if $r \in(2, \infty)$. Furthermore, it holds

$$
\begin{equation*}
\left.\left|\int_{\Omega}\left(\mathbf{A}(\nabla u)-\mathbf{A}\left(\nabla U_{Q}\right)\right): \nabla w d x\right| \preccurlyeq\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{Q}\right)\right\|_{L^{2}(\Omega)}^{\min \left\{1, \frac{2}{r}\right.}\right\}|w|_{W^{1, r}(\Omega)} \tag{4.55}
\end{equation*}
$$

With these estimates at hand, we can deduce from the inf-sup condition (4.4) and (4.53) that

$$
\begin{equation*}
\|p-Q\|_{\mathbb{Q}} \preccurlyeq\left\|\mathbf{S}_{1}\right\|_{\mathbb{V}^{*}}+\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{Q}\right)\right\|_{L^{2}(\Omega)}^{\min \left\{1, \frac{2}{r}\right\}} \tag{4.56}
\end{equation*}
$$

Again from (4.53) and then using (4.54), we find that

$$
\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{Q}\right)\right\|_{L^{2}(\Omega)}^{2} \preccurlyeq\left\|\mathbf{S}_{1}\right\|_{V^{*}}\left|u-U_{Q}\right|_{W^{1, r}(\Omega)}+\left\|S_{2}\right\|_{\mathbb{Q}^{*}}\|p-Q\|_{\mathbb{Q}}
$$

Now, we can apply (4.56) to obtain by the above estimates and the classical Young inequality (see Remark 13) like in [11] that

$$
\left\|\mathbf{F}(\nabla u)-\mathbf{F}\left(\nabla U_{Q}\right)\right\|_{L^{2}(\Omega)}^{2} \preccurlyeq\left\|\mathbf{S}_{1}\right\|_{\mathbb{V}^{*}}^{\mathcal{R}^{\prime}}+\left\|\mathbf{S}_{1}\right\|_{\mathbb{V}^{*}}\left\|S_{2}\right\|_{\mathbb{Q}^{*}}+\left\|S_{2}\right\|_{\mathbb{Q}^{*}}^{\mathfrak{R}^{\prime}},
$$

where $\mathcal{R}=\max \{r, 2\}, \mathfrak{R}=\max \left\{r^{\prime}, 2\right\}, \frac{1}{\mathcal{R}}+\frac{1}{\mathcal{R}^{\prime}}=1$, and $\frac{1}{\mathfrak{R}}+\frac{1}{\mathfrak{R}^{\prime}}=1$. Hence,

$$
\left\|u-U_{Q}\right\|_{\mathbb{V}}^{\mathcal{R}} \preccurlyeq\left\|\mathbf{S}_{1}\right\|_{\mathbb{V}^{*}}^{\mathcal{R}^{\prime}}+\left\|\mathbf{S}_{1}\right\|_{\mathbb{V}^{*}}\left\|S_{2}\right\|_{\mathbb{Q}^{*}}+\left\|S_{2}\right\|_{\mathbb{Q}^{*}}^{\mathfrak{R}^{\prime}}
$$

and

$$
\|p-Q\|_{\mathbb{Q}}^{\Re} \preccurlyeq\left\|\mathbf{S}_{1}\right\|_{\mathbb{V}^{*}}^{\Re}+\left\|\mathbf{S}_{1}\right\|_{\mathbb{V}^{*}}^{\mathcal{R}^{\prime}}+\left\|\mathbf{S}_{1}\right\|_{\mathbb{V}^{*}}\left\|S_{2}\right\|_{\mathbb{Q}^{*}}+\left\|S_{2}\right\|_{\mathbb{Q}^{*}}^{\mathfrak{R}^{\prime}} .
$$

Thus, by (4.53) and (4.54) we have computable a posteriori error bounds.
Remark 158 (coarsening). Since the right hand side $f-\nabla Q_{j}$ of (4.38) in Algorithm 154 (AUA) is changing in each iteration, it might be reasonable to apply a coarsening step in order to obtain optimal meshes. Recall, that for the proof of the convergence of AUA we only used that $\eta\left(U_{Q_{j}}, \mathcal{T}_{k}, f-\nabla Q_{j}\right) \leq \rho^{k}$. In fact, the procedure ELLIPT can be substituted by any procedure that approximates $u_{Q_{j}}$ up to this accuracy. Hence, it is possible to apply a coarsening routine, e.g., after step (3) (UPDATE) of the AUA. Note, that $Q_{j}$ is defined on the common refinement of all triangulations $\mathcal{T}_{i} i=1, \ldots, k$. Therefore, it may be necessary to handle two grids, namely one grid for calculating $U_{Q_{j}}$ in step (1) and then the common refinement of all triangulations $\mathcal{T}_{i}, i=1, \ldots, k$, in order to store $Q_{j}$.

Remark 159. In [18] an algorithm for optimization of general convex functionals is proposed. As in our case, their algorithm is based on approximating the quasisteepest descent direction. Actually, they ensure that the approximation of the quasi-steepest descent direction is still a descent direction. For our problem, this means that step (1) of Algorithm 154 (AUA) is substituted by a method, which yields an approximation $U_{Q_{j}}$ of the true solution $u_{j}$ of (4.38), such that

$$
c_{\mu} \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x \geq \gamma C_{\mu}\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}
$$

for $\gamma \in(0,1)$, where the constants $c_{\mu}, C_{\mu}$ are those of (4.51). If we assume $\operatorname{div} u_{j} \neq 0$ - otherwise it holds $u_{j}=u$ and we are finished -, this goal is achievable: In fact, we can estimate by the generalized triangle inequality (Corollary 10), Corollary 69 and Lemma 128

$$
\int_{\Omega} \phi_{\left|\nabla U_{Q_{j}}\right|}\left(\left|\operatorname{div} U_{Q_{j}}-\operatorname{div} u_{j}\right|\right) d x \leq \hat{C}\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}
$$

and

$$
\int_{\Omega} \phi_{\left|\nabla U_{Q_{j}}\right|}\left(\left|\operatorname{div} U_{Q_{j}}\right|\right) d x \preccurlyeq \hat{C}\left\{\int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right)+\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}\right\},
$$

with $\hat{C}>0$ depending only on $\Delta_{2}\left(\left\{\phi, \phi^{*}\right\}\right)$ and d. Note that by Corollary 108 we can modify step (1) of AUA, such that the error $\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}$
is sufficiently small. In particular, by the above estimates and the assumption $\operatorname{div} u_{j} \neq 0$, we have for $A>0$ that

$$
\begin{aligned}
& A\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2} \leq \int_{\Omega} \phi_{\left|\nabla U_{Q_{j}}\right|}\left(\left|\operatorname{div} U_{Q_{j}}\right|\right) \\
& \quad \leq \hat{C}\left\{\int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right) d x+\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2}\right\}
\end{aligned}
$$

i.e.,

$$
\frac{A-\hat{C}}{\hat{C}}\left\|\mathbf{F}\left(\nabla u_{j}\right)-\mathbf{F}\left(\nabla U_{Q_{j}}\right)\right\|_{L^{2}(\Omega)}^{2} \leq \int_{\Omega} \phi_{\left|\nabla u_{j}\right|}\left(\left|\operatorname{div} u_{j}\right|\right)
$$

Hence, for $A>0$ such that

$$
\frac{A-\hat{C}}{\hat{C}} \geq \gamma \frac{C_{\mu}}{c_{\mu}}
$$

we get the desired estimate. In view of (4.51), this yields a descent for $\mathcal{F}$ in each iteration $k$. The drawback of this method is that we need to know the constants $c_{\mu}, C_{\mu}, \hat{C}$ in order to calculate an approximation with sufficient accuracy. Furthermore, the accuracy may be much too high for an reasonable descent direction. For these reasons, we decided not to use a descent of $\mathcal{F}$ in each step.

In [18] a new step-size is chosen in each iteration by a line-search algorithm, such that an adapted Wolfe's condition is satisfied; see also [24]. This line-search algorithm may require several approximate evaluations of the functional $\mathcal{F}$ at different points. Since evaluating $\mathcal{F}$ is equivalent to solving a nonlinear Poisson equation, line search is expensive. For the benefit that AUA converges for a fixed step-size $\mu$ the special structure of our problem and in particular the quasi-norm techniques seem to be crucial.

Remark 160. Note that the spaces $\mathbb{V}(\mathcal{T}), \mathbb{Q}(\mathcal{T})$ are not stable in the sense, that they satisfy a discrete inf-sup condition

$$
\inf _{Q \in \mathbb{Q}(\mathcal{T})} \sup _{V \in \dot{\mathbb{V}}(\mathcal{T})} \frac{\int_{\Omega} Q \operatorname{div} v d x}{\|Q\|_{\mathbb{Q}}\|V\|_{\mathbb{V}}} \geq \beta_{\mathcal{T}}>0
$$

with $\beta_{\mathcal{T}}$ independent of the triangulation $\mathcal{T}$; for pairs of stable function spaces cf., e.g., [9, 15, 44, 42]. However, Algorithm 154 (AUA) is an generalized inexact Uzawa iteration at an infinite dimensional level. The convergence of our algorithm does not require a discrete inf-sup condition but rather the continuous inf-sup condition (4.4).

Remark 161. In Algorithm 154 (AUA) we use an approximation to the quasisteepest descent direction that is continuous and piecewise linear. This is due to
the fact that the procedure ESTIMATE of ELLIPT requires a $L^{\phi^{*}}(\Omega)^{d}$ right hand side in (4.38). The reason for this is that for $T \in \mathcal{T}$ the interpolation estimate of Lemma 88 requires a constant shift on the whole patch $S_{T}$. According to Remark 92 this leads to a perturbation term of the form

$$
\begin{equation*}
\sum_{T \in \mathcal{T}} \int_{\partial T} h_{T}|\llbracket \mathbf{F}(\nabla U) \rrbracket|^{2} d \sigma, \tag{4.57}
\end{equation*}
$$

where $U \in \mathbb{V}(\mathcal{T})$ is the discrete Galerkin solution of the respective problem. Consider problem (3.2) with right hand side $f-\nabla Q \in W^{-1, \phi^{*}}(\Omega)$ for $Q \in \mathbb{Q}_{D}(\mathcal{T})$, i.e., $u \in \mathbb{V}$ such that

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}(\nabla u): \nabla v d x=\int_{\Omega} f \cdot v+Q \operatorname{div} v d x \quad \text { for all } v \in \mathbb{V} \tag{4.58}
\end{equation*}
$$

Furthermore let $U \in \stackrel{\otimes}{\mathbb{V}}(\mathcal{T})$ be its Ritz-Galerkin solution

$$
\begin{equation*}
\int_{\Omega} \mathbf{A}(\nabla U): \nabla V d x=\int_{\Omega} f V+Q \operatorname{div} V d x \quad \text { for all } V \in \mathbb{V}(\mathcal{T}) \tag{4.59}
\end{equation*}
$$

Then, similarly as in (3.23), we obtain by integration by parts

$$
\begin{aligned}
& \int_{\Omega}(\mathbf{A}(\nabla u)-\mathbf{A}(\nabla U)): \nabla v d x \\
& \quad=\sum_{T \in \mathcal{T}} \int_{T} f \cdot(v-V) d x-\sum_{\sigma \in \mathcal{S}} \int_{\sigma} \llbracket \mathbf{A}(\nabla U)-\nabla Q \rrbracket n \cdot(v-V) d \sigma ;
\end{aligned}
$$

see [6] for the linear case. Therefore, the jump part of the estimator is not only determined by the jumps of $\nabla U$, but also by the jumps of $P$. Thus, the estimator becomes

$$
\begin{aligned}
\eta_{D}^{2}(U, T, f-\nabla Q)= & \int_{T}\left(\phi_{|\nabla U|}\right)^{*}\left(h_{T}|f|\right) d x \\
& +\int_{\partial T} h_{T}\left(\phi_{|\nabla U|}\right)^{*}(|\llbracket \mathbf{A}(\nabla U)-Q i d \rrbracket|) d x
\end{aligned}
$$

The second part of the expression reflects the fact, that the jumps of $\nabla u$ are related to the jumps of $Q$. Note that the jump estimator is essentially different from the terms in (4.57). Hence, the term (4.57) appears additionally in the upper bound

$$
\begin{align*}
\|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}(\Omega)} \preccurlyeq & \eta_{D}(U, \mathcal{T}, g) \\
& +\left(\sum_{T \in \mathcal{T}} \int_{\partial T} h_{T}|\llbracket \mathbf{F}(\nabla U) \rrbracket|^{2} d \sigma\right)^{1 / 2} . \tag{4.60}
\end{align*}
$$

Similarly, we obtain with the techniques of the proof of Theorem 95

$$
\begin{align*}
\eta_{D}(U, T, g) \preccurlyeq & \|\mathbf{F}(\nabla u)-\mathbf{F}(\nabla U)\|_{L^{2}\left(\omega_{T}\right)}+\operatorname{osc}\left(U, \mathcal{T}\left(\omega_{T}\right)\right) \\
& +\left(\int_{\partial T} h_{T}|\llbracket \mathbf{F}(\nabla U) \||^{2} d \sigma\right)^{1 / 2} \tag{4.61}
\end{align*}
$$

For $Q \in \mathbb{Q}_{D}\left(\mathcal{T}_{0}\right)$, i.e., $Q$ only jumps across interior sides of the initial triangulation, Algorithm 99 (AFEM) still yields a contraction for the energy differences plus the estimator. This is due to the fact that only the upper bound is involved in the proof of Theorem 106. In particular, a perturbed estimator reduction (Lemma $105)$ is still valid, since all terms in $\eta_{D}(U, \mathcal{T}, g)$ are scaled by the mesh-size. It seems that the estimator overestimates the error and thus we get an error reduction for the estimator that may not necessarily be close to the reduction of the error. This can be observed by the fact that by (4.61) and (4.60) we do not get an reasonable total error concept as in (3.43). In particular, from (4.58) the jumps of $\nabla u$ are related to the jumps of $Q$. Therefore, we cannot expect that the jumps of $\nabla U$ across interior sides of the initial triangulations vanish and hence (4.57) can be of lower order.

Remark 162 (symmetric gradient). Recall from Section 1.1 that physical models of quasi-Newtonian flow involve the symmetric gradient rather than the gradient in the formulation of the nonlinear Stokes equations, i.e., $u \in \mathbb{V}, p \in \mathbb{Q}$, such that

$$
\begin{array}{rlrl}
\int_{\Omega} \mathbf{A}(\mathbf{E}(u)): \mathbf{E}(v) d x-\int_{\Omega} p \operatorname{div} v d x & =\int_{\Omega} f \cdot v d x & & \text { for all } v \in W_{0}^{1, \phi}(\Omega)^{d}  \tag{4.62}\\
& \int_{\Omega} q \operatorname{div} u d x & =0 & \\
\text { for all } q \in L^{\phi^{*}}(\Omega) / \mathbb{R}
\end{array}
$$

where $\mathbf{E}(u):=\frac{1}{2}\left(\nabla u+\nabla u^{t}\right)$. Thanks to Korn's inequality (3.46), the norms $\|\nabla \cdot\|_{\phi}$ and $\|\mathbf{E}(\cdot)\|_{\phi}$ are equivalent norms on $W_{0}^{1 \phi}(\Omega)$ and thus an inf-sup condition is valid, if $\phi$ satisfies Assumption 116; see (4.4). Therefore, existence and uniqueness of a solution can be obtained as in Section 4.1.2.

All definitions and results of Section 4.1.3 carry over to the case of (4.62) substituting the gradient by the symmetric gradient - note that Lemma 128 remains valid, since $\operatorname{tr}(\mathbf{Q})=\operatorname{tr}\left(\frac{1}{2}\left(\mathbf{Q}+\mathbf{Q}^{t}\right)\right)$. In particular, this leads to a functional $\mathcal{F}_{\mathbf{E}}: \mathbb{Q} \rightarrow \mathbb{R}$, which is minimal in $p \in \mathbb{Q}$. Then for $\mathcal{F}_{\mathbf{E}}$ the quasi steepest descent direction (4.18) in $q \in \mathbb{Q}$ becomes

$$
\mathfrak{d}_{q}:=-\phi_{\left|\mathbf{E}\left(u_{q}\right)\right|}^{\prime}\left(\left|\operatorname{div} u_{q}\right|\right) \frac{\operatorname{div} u_{q}}{\left|\operatorname{div} u_{q}\right|}
$$

where $u_{q} \in \mathbb{V}$ is the unique solution of (3.45) with right-hand side $g=f-\nabla q$. Adapting Algorithm 136 according to the above considerations for the symmetric
gradient, it produces a sequence $\left(q_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{Q}$ that converges to the solution $p$ of (4.62).

Finally, recalling Remark 112, we can modify the procedure ELLIPT (Algorithm 144) to get a method ELLIPT $\mathbf{E}_{\mathbf{E}}$ in the same fashion as we modified the AFEM in Remark 112, ie, substituting SOLVE by SOLVE $_{\mathrm{E}}$ and ESTIMATE by ESTIMATE $_{\mathbf{E}}$. Hence, substituting ELLIPT by ELLIPT $\mathbf{E}_{\mathbf{E}}$ in Algorithm 154 (AUA) and changing step 2 of AUA into

## 1. APPROXIMATED QUASI-STEEPEST DESCENT DIRECTION

$$
\mathfrak{D}_{j}:=\Pi_{\mathcal{T}_{j+1}}^{\mathbb{Q}} \phi_{\left|\mathbf{E}\left(U_{Q_{j}}\right)\right|}^{\prime}\left(\left|\operatorname{div} U_{Q_{j}}\right|\right) \frac{\operatorname{div} U_{Q_{j}}}{\left|\operatorname{div} U_{Q_{j}}\right|},
$$

yields a convergent adaptive Uzawa finite element method for the pressure of the nonlinear stationary Stokes problem with symmetric gradient (4.62). The proof of convergence works in the same fashion as the proof of Theorem 156.

### 4.4 Conclusions and Outlook

We have presented algorithms for the nonlinear Poisson equation as well as for the nonlinear stationary Stokes problem with guaranteed convergence to the true solution.

For the nonlinear Poisson equation a posteriori analysis yields estimates for the error quantified in the so-called quasi-norm without a gap in the power of the upper and the lower bound. Moreover, a standard adaptive finite element method based upon these estimates features linear convergence.

For the nonlinear stationary Stokes equations we proposed an infinite dimensional steepest descent algorithm, which also makes use of the quasi-norm techniques.

Combining those two methods yields a practicable convergent adaptive algorithm for the nonlinear stationary Stokes equations.

Future work might concentrate on the following points:

- Numerical experiments for the adaptive algorithm for the nonlinear stationary Stokes problem. This is of great interest in confirming the obtained results as well as numerically validating some educated guesses.
- Improvement of quasi-norm interpolation estimates in order to use piecewise constant pressure in Algorithm 154 (AUA); compare with Remark 161.
- Generalization of the quasi-norm techniques to higher order elements. This is important for reducing the numerical complexity of (AFEM) as well as to allow for inf-sup stable function spaces in Algorithm 154.
- Prove an inf-sup condition for more general N-functions; see Remark 123. Such a condition would allow Assumption 116 to be weakened.
- Checking the quasi inf-sup condition (4.35). For this reason it is helpful to verify whether numerical experiments for Algorithm 154 show linear convergence or not; see Remark 142. The task of proving the quasi inf-sup condition may be passed forward to some pure analysts.
- Having a quasi-norm inf-sup at hand, efforts should be made to prove new a posteriori error estimates for the Stokes problem, making use of the quasinorm techniques.
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## Appendix B

## Notation Index

| $\mathbb{N}$ | set of nonzero natural numbers |
| :---: | :---: |
| $\mathbb{N}_{0}$ | set of natural numbers with zero: $\mathbb{N} \cup\{0\}$ |
| $\underline{\mathbb{R}}$ | set of real numbers |
| $\bar{A}$ | closure of the set $A \subset \mathbb{R}^{m}, m \in \mathbb{N}$ |
| $\partial A$ | boundary set of the set $A \subset \mathbb{R}^{m}, m \in \mathbb{N}$ |
| $B \subset \subset A$ | set $B \subset \mathbb{R}^{m}$ is a compact subset of the set $A \subset \mathbb{R}^{m}, m \in \mathbb{N}$ |
| \|A| | $m$-dimensional Hausdorff measure of the set $A \subset \mathbb{R}^{m}, m \in$ $\mathbb{N}$ |
| $\|\xi\|,\|\mathbf{Q}\|$ | Euclidean norm of $\xi \in \mathbb{R}^{m}$ and $\mathbf{Q} \in \mathbb{R}^{m \times m}, m \in \mathbb{N}$, respectively |
| $\xi^{t}, \mathbf{Q}^{t}$ | transposed $\xi \in \mathbb{R}^{m}$ and $\mathbf{Q} \in \mathbb{R}^{m \times m}, m \in \mathbb{N}$, respectively |
| $\Delta_{2}(\phi)$ | $\Delta_{2}$-constant of the N -function $\phi$ |
| $\begin{aligned} & \phi_{a} \\ & \operatorname{supp}(f) \end{aligned}$ | N-function $\phi$ with shift $a \geq 0$ support of a function $f$ |
| $D_{i}$ | partial derivative with respect to the $i$-th variable |
| $\nabla v$ | gradient of a function $v$ |
| $\operatorname{div} v$ | divergence of a function $v$ |
| $\mathbf{E}(v)$ | symmetric gradient of a function $v$ defined as $\mathbf{E}(v)=$ $\frac{1}{2}\left(\nabla v+\nabla v^{t}\right)$ |
| $\left(X,\\|\cdot\\|_{X}\right)$ | pair of Banach space $X$ and corresponding norm $\\|\cdot\\|_{X}$ |
| $\langle f, g\rangle_{X^{*} \times X}$ | dual pairing of $f \in X^{*}$ with $g \in X$ defined by $f(g)$ |
| $C_{0}^{\infty}(\Omega)$ | set of test-functions on a set $\Omega \subset \mathbb{R}^{d}$ |
| $L^{r}(\Omega)$ | space of $r$-integrable Lebesgue functions over $\Omega \subset \mathbb{R}^{d}$ |
| $W_{0}^{k, r}(\Omega)$ | Sobolev space of functions with zero boundary values and weak derivatives up to order $k$ in $L^{r}(\Omega)$ |
| $\left(L^{\phi}(\Omega),\\|\cdot\\|_{\phi}\right)$ | Orlicz space corresponding to the N -function $\phi$ with norm $\\|\cdot\\|_{\phi}$ |
| $\\|\cdot\\|_{(\phi)}$ | Luxemburg norm on $L^{\phi}(\Omega)$ |


| $W_{0}^{k, \phi}(\Omega)$ | Orlicz Sobolev space of functions with zero boundary values and weak derivatives up to order $k$ in $L^{\phi}(\Omega)$ |
| :---: | :---: |
| $W_{0}^{k, \phi}(\Omega)^{d}$ | Orlicz Sobolev space of $d$-dimensional vector valued functions with each component function in $W_{0}^{k, \phi}(\Omega)$ |
| $\mathbb{V}$ | velocity space defined as $W_{0}^{1, \phi}(\Omega)^{d}$ |
| $\mathcal{J}$ | energy functional of the nonlinear Poisson equation, $\mathcal{J}: \mathbb{V} \rightarrow \mathbb{R}$ |
| Q | pressure space defined as $L^{\phi^{*}}(\Omega) / \mathbb{R}$ |
| $\mathcal{L}$ | Lagrange function of the nonlinear stationary Stokes problem, $\mathcal{L}: \mathbb{V} \times \mathbb{Q} \rightarrow \mathbb{R}$ |
| $\mathcal{F}$ | functional defined as $\mathcal{F}(q):=-\inf _{v \in \mathbb{V}} \mathcal{L}(v, q), q \in \mathbb{Q}$ |
| $D \mathcal{J}, D \mathcal{F}$ | Fréchet derivative of the functional $\mathcal{J}$ and $\mathcal{F}$ respectively |
| $\mathcal{T}, \mathcal{N},{ }_{\mathcal{N}}^{\circ}, \mathcal{S}, \mathcal{S}$ | conforming triangulation of the polyhedral domain $\Omega \subset$ $\mathbb{R}^{d}$ and corresponding sets of nodes $\mathcal{N}$, interior nodes $\mathcal{N}$, sides $\mathcal{S}$, and interior sides $\mathcal{S}$ |
| $\sigma(\mathcal{T})$ | shape-regularity of $\mathcal{T}$ |
| $\mathcal{T}^{*} \geq \mathcal{T}$ | the conforming triangulation $\mathcal{T}^{*}$ is a refinement of $\mathcal{T}$ |
| $\mathcal{T}(A)$ | sub-triangulation of elements $T \in \mathcal{T}$ with $T \subset \bar{A}, A \subset$ $\mathbb{R}^{d}$ |
| $h_{T}$ | mesh-size of a simplex $T \in \mathcal{T}$ |
| $\hat{T}$ | reference simplex |
| $S_{T}$ | patch of a simplex $T \in \mathcal{T}$ |
| $\omega_{\sigma}$ | union of simplices adjacent to $\sigma \in \mathcal{S}$ |
| $\omega_{T}$ | union of simplices adjacent to $T \in \mathcal{T}$ |
| $\omega_{z}$ | finite element star of the node $z \in \mathcal{N}$ |
| $\mathbb{Q}_{D}(\mathcal{T})$ | space of piecewise constant functions over $\mathcal{T}$ |
| $\mathbb{Q}(\mathcal{T})$ | discrete pressure space defined as space of piecewise linear continuous functions over $\mathcal{T}$ |
| $\mathbb{V}(\mathcal{T})$ | space of $d$-dimensional vector-valued piecewise linear continuous functions over $\mathcal{T}$ |
| $\stackrel{\vee}{V}(\mathcal{T})$ | discrete velocity space defined as the subspace of $\mathbb{V}(\mathcal{T})$ of the functions with zero boundary values |
| 【G】 | jump of a function $\mathbf{G}$ across inter-element sides $\sigma \in \mathcal{S}$ |
| $\eta(v, W, T, g)$ | residual based a posteriori error estimator for the nonlinear Poisson equation |
| $\operatorname{osc}(v, T, g)$ | oscillation related to the estimator $\eta(v, W, T, g)$ |
| $\mathfrak{d}_{q}$ | quasi-steepest descent direction of $\mathcal{F}$ in $q \in \mathbb{Q}$ |
| $\mathfrak{D}_{Q}$ | approximation of the quasi-steepest direction $\mathfrak{d}_{Q}$ of $\mathcal{F}$ in $Q \in \mathbb{Q}(\mathcal{T})$ |
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