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A B S T R A C T

The advent of robot-based computed tomography systems accelerated the development of trajectory optimiza
tion methodologies, with the objective of achieving superior image quality compared to standard trajectories 
while maintaining the same or even fewer number of required projections. The application of standard trajec
tories is not only inefficient due to the lack of integration of available prior knowledge about the object under 
investigation but also suboptimal because of limited accessibility issues during scans of large components, which 
are common in robot-based computed tomography. In this work, we introduce an object-specific trajectory 
optimization technique for few-view applications, based on a 3D Radon space analysis using a RANSAC algo
rithm. In contrast to existing methods, this approach allows for object geometry specific projection views, which 
are no longer constrained by discretized initial view sets on predefined acquisition geometries. In addition to 
eliminating the effects of discretized initial sets, this technique offers a distinct advantage in scenarios of limited 
accessibility by enabling the avoidance of collision elements, unlike trajectory optimizations on predefined 
acquisition geometries and standard trajectories. Our results show that the presented technology outperforms 
standard trajectories of evenly distributed projection views on predefined geometries in both ideal accessibility 
and limited accessibility scenarios. According to the employed geometry-based image quality metrics, our 
approach allows for reductions of more than 50 % in the number of projection views while maintaining 
equivalent image quality.

1. Introduction

Computed tomography (CT) is a popular non-destructive testing 
(NDT) method in the automotive industry [1]. High-resolution scans in 
areas of large components, unfeasible in conventional systems due to 
restricted scanning space of the X-ray cabinets, can be facilitated by the 
utilization of robot-based computed tomography (RCT) [2,3]. The 
typical setup employs two cooperating industrial robots equipped with 
X-ray hardware as end effectors, enabling the implementation of ver
satile imaging trajectories [4].

In practice, RCT scans frequently encounter situations in scans of 
large structural components where standard trajectories such as the 
circular trajectory or the helical trajectory cannot be fully executed due 
to constraints such as trajectory-limiting elements, singularities, or the 

finite workspace of the robots. As a consequence, reconstructed images 
can exhibit significant artifacts [3]. In addition to the potential loss of 
information due to accessibility restrictions, conventional trajectories 
employed in real-world RCT applications neglect to consider that the 
object under investigation consists of diverse, often metallic materials 
and may be situated in suboptimal spatial orientations within the in
spection region, which can favor the formation of metal artifacts [5].

Due to the limitations of standard trajectories and the high flexibility 
available in RCT, trajectory optimization for the acquisition process 
represents a highly compelling area of research.

It has been demonstrated that the information content varies among 
projection views [6]. Therefore employing the projection views with the 
highest information content is considered a robust optimization strategy 
[7]. Especially for recurring inspection tasks and few-view scenarios, 

* Corresponding author at: Dr. Ing. h.c. F. Porsche AG, Porscheplatz 1, Stuttgart 70435, Germany
E-mail addresses: maximilian.linde1@porsche.de (M. Linde), wolfram.wiest1@porsche.de (W. Wiest), anna.trauth@uni-a.de (A. Trauth), markus.sause@uni-a.de

(M.G.R. Sause). 
1 0000–0002-3164–4357
2 0000–0002-6477–0691

Contents lists available at ScienceDirect

Tomography of Materials and Structures

journal homepage: www.journals.elsevier.com/tomography-of-materials-and-structures

https://doi.org/10.1016/j.tmater.2025.100058
Received 2 December 2024; Received in revised form 14 February 2025; Accepted 26 February 2025  

https://orcid.org/0000-0002-3164-4357
https://orcid.org/0000-0002-3164-4357
https://orcid.org/0000-0002-6477-0691
https://orcid.org/0000-0002-6477-0691
mailto:maximilian.linde1@porsche.de
mailto:wolfram.wiest1@porsche.de
mailto:anna.trauth@uni-a.de
mailto:markus.sause@uni-a.de
www.sciencedirect.com/science/journal/2949673X
https://www.journals.elsevier.com/tomography-of-materials-and-structures
https://doi.org/10.1016/j.tmater.2025.100058
https://doi.org/10.1016/j.tmater.2025.100058
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Tomography of Materials and Structures 7 (2025) 100058

2

like production-oriented assembly analysis, significant quality im
provements can be achieved compared to the utilization of standard 
trajectories while using a constant or even a reduced number of pro
jections. Reducing the number of projections required for CT examina
tions allows for at-line and in-line CT inspections of specific regions 
within large components for quality assurance, despite the short cycle 
times in automotive production. Thus, geometric analyses such as 
nominal-actual comparisons, gap analyses, or component positioning 
can be effectively investigated. Trajectory optimizations that focus on 
imaging of a particular configuration or geometry, often prioritizing the 
tangential scanning of edges within the volume, are referred to as 
task-specific trajectory optimization methods in the literature [5,8,9]. 
The most straightforward approach to classifying which projections 
contribute most to the imaging of a specific configuration is to rely on 
expert input, such as engineers in industry or doctors in medicine [10]. 
To reduce the influence of expert subjectivity and enable automation, 
mathematical model observers can be utilized to detect projections that 
provide added value to the imaging for the configuration to be examined 
[11]. The research group of Stayman and Siewerdsen proposes various 
approaches [9,12] that use the detectability index of the 
non-prewhitening matched filter (NPWMF) observer as a performance 
metric for task-based trajectory optimization in C-arm systems for 
medical imaging. The index is calculated by assessing the trajectory’s 
alignment with a frequency template (task), incorporating both the local 
modulation transfer function and noise power spectrum. Fischer et al. 
[13] transfer this approach to industrial CT using projections based on 
CAD data. Herl et al. introduced a technique in [5] that combines the 
detectability index with data completeness metrics. Bauer et al. [14] aim 
to reduce scan time while preserving image quality by utilizing the 
Fourier transform of reconstructed volumes. Under the assumption that 
the Fourier coefficients exhibit sparsity, it becomes possible to identify 
optimal projection directions. Schneider et al. [15] employ a ResNet-34 
neural network to predict the detectability index without prior knowl
edge of the 3D object structure. Based on these predictions, an integer 
optimization method is applied to generate the trajectory. In [16], Matz 
et al. propose a geometry-based metric using the discrete wavelet 
transform of projections for geometry-specific trajectory optimization. A 
comprehensive overview of the optimization of source-detector trajec
tories in medical and industrial RCT is documented in [8], therefore this 
work abstains from duplicating it.

In addition to maximize the information content, it is crucial to 
ensure that the selected projection views minimize the contribution to 
the formation of metal artifacts. When X-rays pass through high-density 
metallic objects, various physical phenomena degrade the image quality 
and interpretability of the data, chiefly due to photon starvation and 
beam hardening effects [17]. In addition to the cupping artifact, metal 
artifacts are characterized by dark and bright streaks in the CT volume 
[18]. Numerous approaches have been developed to mitigate metal ar
tifacts. While the simplest methods filter out projection views with 
excessively long X-ray penetration lengths through the object [19], more 
advanced techniques are also available. For instance, projection-based 
algorithms reduce the impact of metal artifacts by substituting corrup
ted projections, induced by metal, with interpolated data derived from 
neighboring unaffected projections [20–22].

Within the scope of this study, RCT acquisition trajectories are 
defined based on Herl [23]:

An acquisition trajectory T defines a subset of n projection views 
v := {lsource, ldetector, osource, odetector}, with the source position lsource ∈ R3, 
the detector position ldetector ∈ R3, and the orientations osource ∈ R3 and 
odetector ∈ R3, from the set of all possible projection views V. A projection 
view thus describes the imaging geometry employed for the creation of a 
specific X-ray projection image.

Existing RCT trajectory optimization methods typically refer to a set 
of predefined projection views V, which is generated through dis
cretization of a spherical or circular path of constant radius in R3. In 

particular, within the realm of highly challenging applications charac
terized by few-view and limited accessibility RCT scans, existing tra
jectory optimization algorithms demonstrate shortcomings. Depending 
on the level of granularity in the discretization of V, optimal views may 
not be encompassed within V, thus eluding detection by the optimiza
tion algorithm. Furthermore, constraints such as trajectory-limiting el
ements, singularities, or the finite workspace of the industrial robots are 
often neglected. Several optimization approaches in the literature pre
suppose the accessibility of all projection views in V, even though in 
reality, only a subset of V is expected to possess the characteristic of 
being an accessible projection view. Primarily, it should first be verified 
whether a projection pose is feasible at all, and only secondarily, which 
projections achieve high quality. In a previous study [24], we have also 
demonstrated that utilizing variable distances of the X-ray hardware, as 
opposed to maintaining constant focus-detector distances, can effec
tively sample additional object information in challenging-to-access 
regions.

Therefore, this work introduces an object-specific trajectory opti
mization approach, which maximizes object geometry depiction for 
scans in both easily accessible and challenging-to-reach regions. In our 
methodology, projection views of high information content are identi
fied in the 3D Radon space using a random sample consensus (RANSAC) 
algorithm [25]. The RANSAC algorithm is a robust parameter estimation 
method specifically designed to handle datasets with a high proportion 
of outliers. This approach allows for unconstrained, object-specific 
projection views, which are no longer limited by discretized initial 
sets on predefined acquisition geometries. The suppression of metal 
artifacts is ensured through a local attenuation-based quality control of 
high-information regions within the projection images. Additionally, 
projection views are checked for accessibility using an update of the 
accessibility and collision control introduced in [24].

The algorithm performs particularly well in few-view scan scenarios, 
where components with distinct edges and flat surfaces are located 
within highly constrained access areas like in large structural compo
nents. This makes the algorithm particularly suitable for target-actual 
analyses where the prerequisite of prior knowledge of the target state 
is met such as in the examination of component location, gap analysis or 
joining points. Furthermore, we would like to point out that, the algo
rithm is also applicable to optimize few-view scan scenarios of good 
accessibility.

2. Methodology

According to the herein presented methodology, a high-quality 
projection view v exhibits the following properties: 

1) High information content
2) Avoiding metal artifacts
3) Information novelty
4) Accessibility.

The individual properties and their respective assurance are 
explained in Sections 2.1–2.4 in detail. Fig. 1 illustrates the workflow in 
a schematic process diagram.

To facilitate comprehension, the scoring principle for the projection 
views is briefly summarized in the following. After the object under 
examination is transformed into the 3D Radon space using the 3D Radon 
transformation, each point in the Radon space corresponds to a plane in 
the spatial domain. We call these points features. Each feature is 
assigned an initial weighting of 1. For each reachable projection view 
selected by the algorithm, the score is defined by the sum of the weights 
of all features sampled with the specific projection view in the Radon 
space, as described in Section 2.1. To minimize metal artifacts, the next 
step involves checking each feature sampled with the specific projection 
view using simulated X-ray projections to determine if it is located in 
regions of excessive X-ray absorption. If this is the case, the weight of 
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these features is set to zero for the current projection view and conse
quently disregarded for the subsequent score recalculation, see Section 
2.2. The projection view with the highest score is added to the trajec
tory. Before the next iteration, the novelty factor is subtracted from the 
weighting of the sampled features to avoid projection clustering, as 
described in Section 2.3.

2.1. High information content

The central hypothesis of our presented methodology is that X-rays 
tangential to the edges of the object under investigation are essential to 
adequately reconstruct structures [26,27]. Unlike classical trajectory 
optimization algorithms, we do not apply a quality criterion to a discrete 
initial set V as demonstrated e.g. in [4,5,28]. Instead, we derive 
high-information content projection views directly from CAD data of the 
object under investigation by utilizing the concept of the 3D Radon 
transformation. Notable results have already been achieved in 
cone-beam CT view planning using the 3D Radon transformation.

Amirkhanov and Heinzl employed the 3D Radon transform to iden
tify the optimal object placement in conventional industrial circular CT 
[19,29]. The approach analyzes the total lost surface area of the object 
under investigation by assessing how much object information resides 
outside the torus of measured data in 3D Radon space.

Zheng and Mueller [30] employed the 3D Radon transformation to 
discern advantageous projection views, targeting dose reduction in the 
medical domain. Through a set-covering framework, they determined 
the optimal trajectory, which covers all advantageous views with min
imal projection numbers.

Our approach extends existing methods for RCT applications. The 

approach aims to identify optimal projection views that can be freely 
positioned in space and do not involve the constraints of pre-discretized 
acquisition views and fixed system distances.

Let f( x→)≜f(x,y, z) denote a 3D object. The 3D Radon transform in
tegrates f( x→) over planes that are defined by the normal vector η→ and 
positioned at a distance c from the origin (center of rotation). The 3D 
Radon transform is defined by: 

Rf( η→, c) =
∫+∞

− ∞

∫+∞

− ∞

∫+∞

− ∞

f( x→)δ
(

x→T η→− c
)

dxdydz. (1) 

Geometrically, the 3D Radon transform establishes a mapping 
wherein every plane within the spatial domain corresponds uniquely to 
a point within the 3D Radon space, see Fig. 2. We call these points 
features. The position vector p→ of the features is determined by the 
normalized plane normal (direction) and the distance c from the plane to 
the origin o (length): 

p→= c •
η→

‖ η→‖
. (2) 

Within the Radon space, a cone-beam projection forms the surface of 
a spherical cap in the imaging ROI. The diameter of the sphere derived 
from the spherical cap corresponds to the distance from the X-ray source 
s to the origin (focus-object distance (FOD)). The source position of a 
corresponding cone-beam projection in the Radon space is determined 
by: 

s→=
c→sphere

⃦
⃦ c→sphere

⃦
⃦
• FOD. (3) 

The direction of the detector position is determined by the inversion 
of s→. The distance of the detector from the origin is defined by the 
object-detector distance (ODD) which is specified by a ratio value 
indicating the ratio of FOD and ODD, ensuring that the ROI is fully 
depicted on the sensitive detector surface with high magnification.

The aim now is to identify those spherical caps (projection views), 
which intersect o and sample as many high rated features in the Radon 
space as possible within the permissible error distance df from the sur
face of the spherical cap, see Fig. 4. Each feature is assigned a rating 
between 0 and 1, which varies depending on how frequently it has been 
sampled as described in more detail in Section 2.3.

For more intuitive understanding, df is approximated for each 
feature in Radon space using parallel beam geometry in Fig. 3, however 
the results remain valid for cone-beam CT. For small angles, neighboring 
radial data lines at distance |ξ| to the origin in the Radon domain are 
separated by a distance of 

df ≈ |ξ| • Δγ (4) 

with Δγ indicating the angular sampling rate [31]. The error tolerance df 

increases with higher distance |ξ|. The angular sampling rate can be 
approximated by 

Δγ ≈
π
D

(5) 

where D describes the number of detector elements imaging the ROI 
along one detector dimension [31].

The minimum and maximum allowable FOD is represented by dmin 
and dmax in Fig. 4. It is determined task-specifically by CT specialists.

In the following, the methodology used to identify optimal projection 
views with high information content is described. We employ a RANSAC 
algorithm outlined in Table 1 to find optimal spherical caps (projection 
views) in the Radon space.

The number of iterations t of the RANSAC algorithm is determined 
empirically. For this, t is varied for the specific test case. The resulting 
trajectories are simulated, and the corresponding X-ray projection 

Fig. 1. Schematic representation of the presented workflow for determining 
object-specific few-view trajectories. The number of iterations within the 
RANSAC algorithm is represented by t.
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images are reconstructed. Theoretically, the best reconstruction corre
sponds to the optimal t. However, it is observed that for t > 500, only 
marginal improvements occur, accompanied by a substantial increase in 
computational cost. Therefore, t is set to 500.

2.2. Avoiding metal artifacts

Analogous to the approach of Herl [32], we analyze the X-ray 
attenuation by locally assessing the contribution of 
high-information-content pixel regions to the formation of metal arti
facts. To generate the attenuation values, we simulate X-ray projection 
images using the parameters specified for the respective inspection task, 
utilizing the X-ray simulation software aRTist (BAM Federal Institute for 
Materials Research and Testing) [33]. In this procedure, for the best 
projection views according to Section 2.1, each feature identified as 
sampled in Radon space is projected onto the 2D detector utilizing 
projection matrices: 

b = P • B (6) 

with B = (X,Y,Z, 1)T denoting the feature in Radon space in homoge

neous world coordinates, P representing the 3 × 4 projection matrix and 
b = (x, y,1)T denoting the pixel location in homogeneous detector co
ordinates, which images the feature on the 2D detector. Subsequently, a 
region with a radius R centered at b is delineated and the residual in
tensity is assessed to ascertain if it surpasses a predefined minimal in
tensity threshold. In the context of this work, we adhere to the rule of 
thumb of maintaining a minimum residual intensity of 10 % of the 
maximum intensity [34].

If the threshold is not met, the corresponding feature is assigned a 
weighting of zero (no added value) for this specific projection view. The 
re-summation of the feature-assigned weightings from the best projec
tion views identified in Section 2.1, after the evaluation in Section 2.2, 
yields the optimal projection view for the current iteration. Thus, 
geometrically correctly sampled features in the Radon space, which, 
however, provide no added value due to excessive absorption, are not 
included in the calculation of sampled features.

2.3. Information novelty

In order to mitigate the recurrence of sampling identical structures 

ROI

Plane 1

Plane 4 
(outside the ROI)

Spatial domain

Plane 2

Plane 3

Plane 4
Plane 2

FOD

Permissible area – “circular cap 
(2D)” - in the radon space

FOD

ROI

Radon space

Plane 3

Plane 1

s
csphere

s oo

Fig. 2. Sectional Image of a cone-beam CT imaging ROI in the spatial domain (left) and the resulting representation in Radon space (right). Projections in Radon 
space form so-called circular caps in 2D (spherical caps in 3D). Features representing planes are mapped as a point in the Radon space. Features that intersect the 
surface of the circular cap are sampled with the corresponding projection view. Adapted from [19].

Fig. 3. Radial data lines of parallel beam geometry in Radon space. The approximated allowed error distance of features is described by the product of the distance of 
features from the origin and the angular sampling rate. Adapted from [31].
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and consequent projection clustering, all features in the Radon space are 
assigned a weighting u ∈ [0, 1]. In this context, ui(z) denotes the 
weighting of feature i at time point z, where i ranges from 1 to G with G 
denoting the number of features. At the initial stage ui(0) = 1 for all i. 
For each selected projection view, the following applies: 

ui(z + 1) =
{

max(0, ui(z) − N), if feature i is sampled
ui(z), otherwise (7) 

with the novelty factor N ∈ [0, 1]. N represents a static parameter 
determined empirically. As a general guideline, N should be increased 
for test objects with a greater number of differently oriented surfaces. 
This approach ensures effective sampling of as many distinct surfaces as 
possible.

2.4. Accessibility

Ensuring the accessibility of projection views is crucial for mean
ingful trajectory planning, particularly in scan regions of limited 
accessibility. Some RCT trajectory planning algorithms presented as
sume a discrete set of projection views on a (semi-)sphere as the initial 
set, e.g. [14]. However, experience shows that typically fewer projection 

views are reachable due to potential collisions with the test object, 
singularities, or the limited workspace of the robots. Similar to the 
approach of Müller [35], we investigate the accessibility status ai for 
each projection view vi within the iterations of the RANSAC algorithm as 
follows: 

ai =

{
true, if a collision − free inverse kinematics solution exists for vi
false, otherwise.

(8) 

For the implementation, the RCT-Tool presented in [24] was further 
developed. CAD-data of the component to be tested is imported into a 
digital twin of the system. The digital twin represents a replica of the 
Fraunhofer EZRT system described in [2], including the robot kine
matics and X-ray hardware. The linear axes must be manually adjusted 
when needed. Subsequently, based on the selection of an inspection 
point, permissible regions (where ai = true) can be delineated, for both 
the source and the detector robot separately by presampling possible 
projection views in space. For that purpose, for each collision-free 
reachable projection view, where the central ray of the source passes 
through the center of the ROI and strikes the detector orthogonally at its 
center, a separate spherical structure is generated for both the detector 
and the source. For the detector robot, the spherical structure is centered 
at the detector center, while for the source robot, it is centered at the 
focal spot. The resulting spherical structures of the detector and those of 
the source are merged into two separate STL-files using a wrapping tool. 
Those STL-files represent the collision-free accessible spaces Ks of the 
source and Kd of the detector respectively. Fig. 5 illustrates the resulting 
exemplary reachable area of the source (Ks) for the scenario described in 
Section 3.2.

The tool provides an excellent approximation of collision-free 
reachable areas. However, for its application on the actual system, it 
is recommended to manually review critical projection views to account 
for the error tolerance of several millimeters introduced by the gener
ation of the spherical structures.

By means of raycasting and the odd-even rule of intersections, it is 
now feasible to verify for every projection view whether the source 
position is within Ks and the detector position is within Kd. If this is the 

ROI

dmax

dmin

s

df
o

Fig. 4. Sectional Image of a schematic Radon space representation with an ideal source position s.

Table 1 
Pseudocode of the utilized RANSAC algorithm for determining optimal projec
tion views.

Algorithm 1 RANSAC for the selection of projection views in 3D Radon space

1: Randomly select the data items required to model a sphere. The data items 
include the origin point, a randomly chosen direction vector for the sphere’s 

center, and a randomly selected radius between 
dmin

2 
and 

dmax

2
.

2: Use data items to determine the model parameters (sphere), where the model 
parameters describe the sphere’s center and radius.

3: Determine the subset of features whose distance to the spherical cap is less than 
the predefined tolerance df . This subset is called the consensus set.

4: If the scores of the features in the consensus set is higher than the score of the 
current best sets, include the consensus set within the current optimal sets and 
remove the least effective of these optimal sets.

5: Repeat steps 1 through 4 t times
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case, the accessibility status ai of the corresponding projection view vi is 
set to the attribute true. If the boolean attribute ai carries the value false 
due to the detector robot, the ODD is iteratively reduced to potentially 
mark the corresponding projection view vi as accessible. Increasing the 
ODD is not feasible due to the imminent risk of incomplete imaging of 
the ROI on the detector. Modifying the source robot is not viable, as it 
would alter the analysis of the information quality of the corresponding 
projection view within the Radon domain.

3. Results

The subsequent section illustrates the advantages of the presented 
technique over standard trajectories through simulated RCT scans of a 
reference aluminum component test phantom shown in Fig. 6.

The test phantom encompasses typical features of industrial com
ponents. It includes well-defined edges and variously oriented surfaces, 
a borehole and an elongated slot. In the following, reconstructions of the 
test phantom using the presented object-specific trajectory optimization 
approach as well as comparative standard trajectories are analyzed 
focusing on the quality of edge depiction for classical NDT applications.

We use an equiangular circular trajectory, representing the industry 
standard, as well as a more advanced spherical trajectory, which dis
tributes the projection views almost uniformly on the sphere’s surface 
based on the concept of the Fibonacci lattice [36] as reference 

trajectories. All reference trajectories maintain a constant focus-detector 
distance (FDD) of 600 mm. The FDD range of the object-specific 
approach spans from 300 mm to 800 mm. For each object-specific tra
jectory, 200 projection views are simulated as the expected added value 
of trajectory optimizations is typically greatest in areas with fewer 
projections [4,14]. However, it should be noted that the algorithm is 
also applicable for higher numbers of projections. For the reference 
trajectories, additional reconstructions with up to 400 projection views 
are simulated to investigate when these exhibit comparable image 
quality to the proposed technique.

Two application scenarios are distinguished: Section 3.1 illustrates a 
scenario of idealized accessibility, while Section 3.2 showcases a RCT 
scan in a region that is challenging to access.

In addition to qualitative cross-sectional image analysis, we employ 
the frequently used figure of merit difference of differences in grayscale 
values of a median-filtered image (DoM) from Kumar et al. [37] on 
16 bit cross-sectional reconstructed tiff-images as an indicator for edge 
sharpness since edge preservation is a crucial factor not only in human 
visual evaluation [38] but also regarding our use case of geometrical 
at-line and in-line assembly analysis of large structural components. 
DoM relies on the variation of grayscale values observed at edges. Higher 
values indicate a sharper edge representation in the image. We selected 
this metric due to its superior performance compared to numerous other 
no-reference sharpness measures, and its strong concordance with 

Fig. 5. Illustration of the collision-free accessible space Ks (green) of the source robot for a central imaging point in the area of the windshield frame of a body-in- 
white as typical example for a large structural component in the automotive sector. Note that there is also a collision-free accessible space Kd for the detector robot, 
which is not depicted in this graphic.

15.5 
mm

8 mm

R 4 mm

20 mm
14 mm

a b

c

80 mm
70 mm
20 mm

20 mm

20 mm

40 mm

R 6.25 mm

10 mm

Fig. 6. Technical drawing and 3D visualization of the utilized test specimen. a: top-view, b: side-view (left), c: 3D visualization.
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human visual assessment. The DOM value is calculated separately for the 
vertical and horizontal directions. Below, we provide a brief outline of 
the calculation for the horizontal (x) direction only: 

DOMx(x, y) = [Im(x + 2, y) − Im(x, y)] − [Im(x, y) − Im(x − 2, y)]. (9) 

Here, Im(x, y) denotes the grayscale value of a pixel at coordinates (x,
y) within a median-filtered image.

The DOM-based sharpness in the x-direction, Sx(x, y), for a pixel at 
position (x, y) in an image is then calculated as: 

Sx(x, y) =
∑

x− w≤q≤x+w|DOMx(q, y)|
∑

x− w≤q≤x+w|I(q, y) − I(q − 1, y)|
(10) 

where w = 2 represents the window size describing the edge width and 
I(q, y) denotes the value of the pixel located at (q, y) in the image. Based 
on a threshold value of 0.0001, it is determined whether the respective 
pixel is sharp. Once Sx(x, y) and Sy(x, y) have been calculated, the overall 
sharpness of the image SI is determined by: 

SI =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

#sharp pixelsx

#edge pixelsx

)2

+

(
#sharp pixelsy

#edge pixelsy

)2
√
√
√
√ . (11) 

For a more detailed description, we refer the curious reader to [37].
Additionally, we apply the accumulated deviation distribution from 

nominal-to-actual comparisons in VGSTUDIO MAX 2023.4 (Volume 
Graphics GmbH) of the reconstructed volumes with the CAD model of the 
component as an application oriented quantitative metric for the im
aging accuracy of object surfaces. In this process, the percentage of 
surface conformity is analyzed up to an allowable deviation of 100 µm. 
We establish 100 µm as the threshold as it is a commonly encountered 
resolution requirement in the industry. For the required surface deter
mination in the scenario of idealized accessibility, the Iso-50 value 
method is employed, where only air and the component’s material, 
namely aluminum, are present. For the scenario of challenging acces
sibility, we use the advanced surface determination module with the 
ground truth CAD as the initial contour and a searching distance of 20 
voxels, corresponding to 2 mm. The search distance was intentionally 
set relatively high to minimize the proportion of false positive gradient 
determinations that could occur with smaller search radii. Quantitative 
results are presented in projection-quality curves that compare the tra
jectories for each of the employed metrics.

For the simulations, the following X-ray parameters are set: The ac
celeration voltage is set to 225 kV, the tube current is set to 0.22 mA to 
fully utilize the power limit of the smallest focal spot of the simulated 
source. The exposure time is automatically adjusted by the X-ray 
simulation software aRTist so that a background intensity of 90 % of the 
maximum gray value is maintained for each gain image. A flat-field 
correction is automatically performed for each projection. A 
3000 × 3000 pixel2 flat panel detector with a pixel size of 0.1 mm is 

used. A 0.5 mm Cu filter is applied. The ROIs are reconstructed into CT 
volumes using a voxel grid of 1000 × 1000 x 1000 with a voxel size of 
0.1 mm. All reconstructions are performed with the algebraic recon
struction technique (ART) inherent in the CERA 6 CT imaging software 
(Siemens Healthineers AG). The novelty factor N is set to 0.2.

3.1. Scenario of idealized accessibility

In this scenario, apart from the test phantom, no further trajectory- 
limiting elements are present. It represents an idealized scenario of 
full accessibility. Fig. 7 shows the source positions of the three com
parison trajectories for an exemplary size of 20 projection views. It be
comes evident that projection clustering is avoided effectively using the 
novelty factor in the presented methodology, and that various features 
must be sampled with the projection views as a wide variety of projec
tion directions are integrated.

Fig. 8 presents exemplary sectional images of reconstructions from 
20, 60 and 200 projection views for qualitative visual analysis of each 
trajectory. As expected, the edge representation appears sharper across 
all trajectories with an increasing number of views. This is because more 
object information is sampled, raising the likelihood of tangentially 
sampling edges of the object under investigation with X-rays with the 
standard trajectories. For the object-specific approach, specific edges are 
tangentially sampled with each view. The more views integrated into the 
object-specific trajectory, the more edge information can be captured. 
When comparing the trajectory sampling methods, the presented 
approach produces the sharpest impression for prominent edges and 
appears the least blurred. The regions appearing the most blurred are the 
edges of the borehole and the slot. This is typical for geometry- and 
object-specific trajectory optimization approaches, as the many diver
gent orientations in curved edges require many projection views for 
optimal sampling, which cannot be achieved with the limited number of 
projection views in this case.

The quantitative image quality analysis (IQA), focusing on the edge 
sharpness in reconstructed cross-sectional images of the central plane 
using the DoM value, confirms the visual impressions of Fig. 8. Fig. 9
illustrates the results in projection-quality curves of the top-view and the 
side-view respectively. For comparison, the DoM value of a fully 
accessible circular trajectory with 2880 projections was also included as 
the ground truth trajectory. The findings demonstrate that the optimized 
trajectory significantly outperforms both reference trajectories in terms 
of resulting edge sharpness, especially in the few-view cases. It is note
worthy that the reference trajectories exhibit relatively small deviations 
from each other up to 200 projections (on average, a delta of 0.0094 in 
DoM IQA value), while the presented trajectory optimization technique 
is rated, on average, 0.049 DoM IQA value points higher than the mean 
of the reference trajectories.

Particularly for the presented object-specific views approach, the 
projection-quality curves exhibit an asymptotic behavior towards the 

Fig. 7. Resulting source positions of the comparison trajectories at 20 projection views. a: Circular trajectory, b: Fibonacci sampled spherical trajectory, c: Object- 
specific views approach.
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ground truth. As typical for trajectory optimizations, most significant 
improvements in quality occur with a small number of projections. This 
is because the primary features of the object under investigation can 
often be accurately captured with a small number of projections, 
whereas finer spherical or circular features require a larger number of 
projections for accurate representation. Consequently, the persistent gap 
between the ground truth and the comparative trajectories can be 
justified.

Furthermore, the IQA curve of the side view of the spherical trajec
tory shows a fluctuating behavior, especially in the low projection range. 
Such a fluctuation can occur especially in the spherical trajectory, since 
an approximately equidistant distribution of projection views on the 
sphere is achieved for each trajectory size. It is therefore possible that a 
trajectory of size n captures more edge information of the object under 
investigation than a trajectory of size n + x, as the projection directions 
fundamentally change. This behavior is only weakly observable in the 
circular trajectory, as the trajectory’s orientation remains constant, and 
only the sampling within the circular plane influences edge detection on 
an intra-category level.

The results of the application-oriented metric in Fig. 10, which 
evaluates the congruence of the reconstructed volume’s surface with the 
ground truth CAD model, further corroborates the observations. It also 
confirms the significantly superior performance of the presented tra
jectory optimization method compared to the other trajectories for every 
trajectory size evaluated. The asymptotic behavior of the projection- 
quality curves is observed for the same reasons as noted in the anal
ysis of the DoM IQA value. With the integration of just 60 projections, 
the presented method achieves 100 % surface conformity within the 
specified error tolerance of 100 µm. The reference trajectories fall 
significantly short of this value, exhibiting an average of 14.61 % and up 
to 35.72 % worse surface alignment in the reconstructed volumes up to 
trajectory sizes of 200 projection views, compared to those achieved 
with the presented object-specific trajectory optimization. As with the 
analysis of the IQA value, it is noticeable that the added value of the 
method presented is higher with small projection numbers. To fully 
depict the reconstructed volume within the allowed error tolerance, the 
spherical trajectory requires at least 90 additional projections for the 
depicted test case, while the circular trajectory still fails to achieve 

Fig. 8. Exemplary sectional images of the CT reconstructions of the different trajectories. Each sectional image depicts views through the central plane.
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Fig. 9. Results of the quantitative image quality analysis between the trajectories based on the DoM sharpness estimation metric from [37](a: top-view, b: side-view).
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Fig. 10. Nominal-actual comparison of the reconstructed volumes resulting from the trajectories with a deviation of less than 100 μm from the ground truth 
CAD model.

Fig. 11. False-color representation of the nominal-actual comparison calculated from the reconstructed volumes for the trajectories being compared, based on a 
trajectory size of 40 projection views.
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complete agreement even after 200 projections.
Fig. 11 highlights the added value of our technique in the nominal- 

to-actual comparison for few-view scenarios using a false-color repre
sentation for an exemplary trajectory size of 40 projection views. It is 
noteworthy that the proposed technique was already able to adequately 
represent the planar primary surfaces with just 40 views, resulting in an 
overall surface agreement of 91.24 %. However, curved geometric re
gions, such as the borehole, still exhibit incomplete agreement.

3.2. Scenario of challenging accessibility

In this scenario, the test phantom is positioned in a challenging-to- 
access region within the windshield frame of a body-in-white. The 
placement of the test object beneath the windshield frame, composed of 
steel and aluminum, can be observed in the X-ray projection image of 
the test body shown in Fig. 12.

This setup exemplifies a scenario characterized by restricted acces
sibility, commonly encountered in RCT scans of large components. Fig. 5
illustrates the test scenario, including the regions that can be reached by 
the source robot without collisions. Fig. 13 illustrates the comparison 
trajectories for 20 projection views. The tilting of the circular trajectory 
was designed to ensure that as many projection views as possible lie 
within the accessible area. It is ensured that the comparison trajectories 
consist of the same number of projection views as the object-specific 
approach. As depicted in Fig. 13, the necessary projection views are 
distributed across the accessible regions.

It becomes especially evident in the circular trajectory design, that 
views are missing in the windshield frame as well as in the immersion 
area of the windshield due to potential collisions and accessibility con
straints. In general, all trajectory designs lose projection direction pos
sibilities due to this reason.

For the perceptual performance analysis, exemplary resulting 
sectional images of the test specimen are presented in Fig. 14. Compared 
to the cross-sectional images of the region of idealized accessibility in 
Fig. 8, some additional artifacts are observed in the datasets due to the 
surrounding geometries of the body-in-white, which are primarily 
composed of steel and aluminum.

However, it is also observable in this scenario that the images appear 

sharper across all trajectories with an increasing number of projections. 
The reconstructions from the circular and spherical trajectory designs 
convey a similar quality impression to the human observer. This 
observation can be explained by the fact that both trajectory designs, 
with such a limited number of projections, are capable of depicting the 
coarse geometry of the object. The precise tangential sampling of object 
planes can, however, occur only by an exceedingly rare coincidence. The 
edge depiction of the reconstructions of the object-specific trajectory 
design presented in this work also appear sharpest in this scenario. In the 
20-view representation of the object-specific approach, it is observed 
that the largest planar surfaces in the object (the upper and lower edges 
in the side view) already appear very sharp, while other edges corre
sponding to smaller areas (see top view) are not yet sharply delineated. 
This is attributable to the algorithm’s search for projection views with 
the highest ranking in the Radon space (see Section 2). Consequently, 
projections that sample larger surfaces are incorporated into the tra
jectory at an earlier stage. In the top-view sectional image of the 60-view 
reconstruction of the object-specific approach, it becomes apparent that 
an increasing number of projections enhances the sharpness of smaller 
areas. Furthermore, it is once again evident that the variety of tangents 
associated with the elongated slot and the borehole presents the greatest 
challenges. Due to this tangent diversity, multiple projection views are 
required to fully capture these areas. As the number of projections in
creases, these regions are also represented sharper.

Fig. 15 confirms the visual impressions by presenting the corre
sponding results of the investigation of edge sharpness as projection- 
quality curves for both the top and side views. For reference, the DoM 
value obtained from a fully accessible circular trajectory comprising 
2880 projections is again included, serving as the ground truth 
trajectory.

The results clearly indicate that the optimized trajectory yields su
perior edge sharpness compared to both reference trajectories especially 
in areas of low projection numbers. The quality of edge representation 
improves with an increasing number of projections across all trajectory 
forms. The higher the number of projections, the more the curves of the 
trajectories converge. The deviation of the reference trajectories, aver
aging 0.00429 in the DoM IQA value for up to 200 projection views, is 
significantly smaller than the average performance improvement of 
0.0419 DoM value points exhibited by the optimized trajectory over the 
same range when compared to the mean of the reference trajectories. 
The comparative analysis of the DoM values between this scenario and 
the idealized accessibility scenario discussed in Section 3.1 reveals that 
the absolute differences between the trajectory optimization and the 
reference trajectories are remarkably similar. Additionally, it becomes 
evident that the performance of all trajectory designs is diminished in 
the scenario of limited accessibility. This performance decline is 
attributable to the reduction in available projection directions resulting 
from the incorporation of reachability and collision constraints as well 
as the additional X-ray interactions with supplementary object geometry 
of the body-in-white.

Moreover, the results of the matching object surface analysis with a 
maximum deviation of 100 µm, shown in Fig. 16, provide additional 
confirmation of the enhanced performance achieved by the trajectory 
optimization technique introduced in this study. Throughout the entire 
range of up to 200 projection views, the reference trajectories are 
significantly outperformed. Similar to the edge sharpness metric, the 
superior performance is particularly pronounced at low projection 
numbers. With a trajectory size of 50 views e.g., 85.7 % of the object 
surface is already accurately depicted according to the metric, while the 
reference trajectories can only achieve matches of 52.1 % and 51.3 %, 
respectively. The top rating of the object-specific trajectory is less than 
the 100 % accuracy observed in the idealized scenario described in 
Section 3.1. This is attributable to the challenging scan conditions 
imposed by additional collision elements and the presence of highly 
absorbing materials. In such scenarios, achieving 100 percent agreement 
is challenging, as evidenced by the values of the comparison trajectories 

Fig. 12. exemplary X-ray projection image showing the test specimen place
ment beneath the windshield frame.
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Fig. 13. Resulting source positions of the comparison trajectories at 20 projection views in the limited accessibility scenario. a: Circular trajectory, b: Fibonacci 
sampled spherical trajectory, c: Object-specific views approach.

Fig. 14. Exemplary sectional images of the CT reconstructions of the different trajectories. Each sectional image depicts views through the central plane.
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even at 400 projections. Furthermore, it should be noted that the 
intersectional results of this application-oriented metric are not directly 
comparable, as a different surface determination method had to be 
employed due to the multi-material scenario in this section. On average, 
the optimized trajectory exhibits a 20.37 % higher matching to the 
ground truth compared to the reference trajectories up to 200 pro
jections, with a maximum up to 40.3 % better surface alignment. Once 
again, the unique strength of the proposed technique becomes evident, 
particularly in few-view scenarios.

Fig. 17 once more highlights the added value of our technique in the 
nominal-to-actual comparison for few-view scenarios using a false-color 
representation for an exemplary trajectory size of 40 projection views. 
The proposed technique demonstrates its capability to accurately cap
ture the planar primary surfaces using only 40 views, achieving an 
overall surface agreement of 82.81 % while both the circular and 
spherical trajectories exhibit approximately 40 % worse surface 
agreement.

Fig. 15. Results of the quantitative image quality analysis between the trajectories in the scenario of challenging accessibility based on the DoM sharpness estimation 
metric from [37] (a: top-view, b: side-view).

Fig. 16. Nominal-actual comparison of the reconstructed volumes in the scenario of challenging accessibility resulting from the trajectories with a deviation of less 
than 100 μm from the ground truth CAD model.
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4. Conclusion

In this paper, we introduced a trajectory optimization technique 
based on a 3D Radon space analysis, designed to identify optimized 
object-specific trajectories capable of sharp edge reconstruction and 
artifact suppression for robot-based CT in few-view scenarios. Unlike 
existing approaches, our solution does not apply an objective function to 
discrete projection views on predefined acquisition geometries but 
instead enables the determination of optimal projection views freely 
within the space. Due to the elimination of discretization, our technique 
has the significant advantage that certain planes of objects can poten
tially be optimally tangentially sampled, which might not be possible 
with quality criteria based on discrete imaging geometries. In the latter 
case, the optimal projection view may lie exactly between two discrete 
projection views, and thus can never be detected. Thus, we eliminate the 
impact of discretizing the initial set and benefit from integrating 
acquisition directions under flexible distance configurations that would 
lead to collisions in trajectories of fixed distance configurations. This 
advantage is especially beneficial for scans of subregions within large 
structural components. Our technique requires CAD and material data of 
the object under investigation, as well as the region to be imaged, as 
input. It then outputs optimized projection views, including optimized 
collision-free positions and corresponding orientations of the source and 
the detector for any trajectory size specified by the user or required by a 
given cycle time.

For our optimization approach, we defined four key criteria to 
determine the ideal projection views. First, we ensure a high level of 
information content by analyzing the number of sampled features in the 
3D Radon space for each projection view. Additionally, we filter out 
projection views that are likely to contribute to the formation of metal 
artifacts by performing a local, X-ray image-based residual intensity 
analysis of grayscale values in high-information-content areas. To 
ensure information novelty, we devaluate previously sampled features 
in the Radon space using a novelty factor. Finally, we ensure the 
collision-free accessibility of the projection views within the digital 
twin.

We compare the presented technique against two benchmark tra
jectories (equiangular circular trajectory and fibonacci sampled spher
ical trajectory) with respect to the resulting image quality for trajectory 
sizes up to 200 projection views in both a scenario of idealized acces
sibility and a scenario of limited accessibility. We limited the compari
son to 200 projection views, as previous studies have demonstrated that 
the benefits of object-specific trajectory optimization are most effec
tively illustrated within this range of trajectory sizes [4,28]. Moreover, 
in automotive production, the cycle times required for at-line or in-line 
CT inspections can typically only be met with few-view CT approaches. 
The reference trajectories were significantly outperformed by our 
technique in both the edge sharpness metric [37] and the 
application-oriented metric of percentage surface agreement of the re
constructions with the CAD ground truth in both scenarios. Additionally, 
the qualitative comparison of the resulting reconstructions strongly 
supports the quantitative analyses, highlighting the superior sharpness 

achieved with the proposed technique. As a test specimen, we designed a 
test phantom, which incorporates typical features of industrial objects, 
such as salient edges, as well as a borehole and an elongated slot.

While our presented approach enhances the imaging sharpness of 
salient, straight edges, it faces the typical challenge of geometry-specific 
trajectory optimizations of accurately imaging curved edges, as 
observed in the regions of the borehole and the elongated slot. This issue 
arises because curves are converged by numerous tangents, requiring 
corresponding X-rays for accurate reconstruction. However, a variety of 
industrial applications still present significant potential for object- 
specific trajectory optimization, particularly when distinct regions of 
an object must be reconstructed with high quality, such as in the ex
amination of component location, gap analysis or joining points. In 
particular, the inspection of multiple large components with identical 
geometries in industrial quality assurance using robot-based CT is 
ideally suited for our approach.

For general defect analysis or damage forensics applications, meth
odologies that utilize significantly more projection views to achieve 
comprehensive sampling of the imaging region are more appropriate, as 
the damage pattern is unknown and therefore cannot be represented in 
the 3D Radon space.
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