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1 Introduction

Artificial Intelligence (AI) will significantly reshape the 
world as we know it, and it is our responsibility to promote 
a beneficial outcome for everyone. Recently, the legisla-
tive landscape around this fascinating technology within 
the European Union (EU) was adopted, i.e. the AI Act. 
Generally, the novel EU regulation directs towards trust-
worthy AI (TAI), envisioning AI that respects fundamental 
rights, safety and health. The Act defines four levels of risk 
according to which intelligent systems are classified, and it 
is the provider’s responsibility to implement and prove the 
required quality. Especially, high-risk domains such as med-
icine or education are highly regulated regarding the intelli-
gent system’s effects on the user, and its intended real world 
setting. The interface between implementation, and compli-
ance assessment bundles together along the AI lifecycle, i.e. 
all processes, and design decisions that comprise the intel-
ligent system’s transition from conceptualization to reality 
[1]. Among other criteria, the identified stages are character-
ized by different humans, or stakeholders, depending on the 
system’s intended purpose. As a result of mainly, but not 
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Abstract
Continuing the digital revolution, AI is capable to transform our world. Thanks to its novelty, we can define how we, as 
a society, envision this fascinating technology to integrate with existing processes. The EU AI Act follows a risk-based 
approach, and we argue that addressing the human influence, which poses risks along the AI lifecycle is crucial to ensure 
the desired quality of the model’s transition from research to reality. Therefore, we propose a holistic approach that aims 
to continuously guide the involved stakeholders’ mindset, namely developers and domain experts, among others towards 
Responsible AI (RAI) lifecycle management. Focusing on the development view with regard to regulation, our proposed 
four pillars comprise the well-known concepts of Generalizability, Adaptability and Translationality. In addition, we 
introduce Transversality (Welsch in Vernunft: Die Zeitgenössische Vernunftkritik Und Das Konzept der Transversalen Ver-
nunft, Suhrkamp, Frankfurt am Main, 1995), aiming to capture the multifaceted concept of bias, and base the four pillars 
on Education, and Research. Overall, we aim to provide an application-oriented summary of RAI. Our goal is to distill 
RAI-related principles into a concise set of concepts that emphasize implementation quality. Concluding, we introduce the 
ethical foundation’s transition to an applicable ethos for RAI projects as part of on-going research.
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limited to their decision-making, the human mind impacts 
the overall quality of intelligent systems, and their real-
world performance. This human influence becomes evident, 
when analyzing TAI criteria, while one might argue that the 
multifaceted concept of bias, which we attempt to capture 
in the present paper, has the strongest ties to the human 
mind. It can result in undesired outcomes, and poses risks, 
that need to be anticipated and managed by the provider, 
and assessed by the regulator. Thanks to the omnipresence 
of bias and its inherent complexity, we argue that to date 
no suitable terminology to capture all relevant conceptual 
facets exists. Illustrating the transition of an abstract ethi-
cal concept to a concrete domain, we adapt Transversality, 
as introduced in [2], following [3] from media philosophy 
to AI and biased behavior. The concept can be traced back 
to the post-modern era, that is characterized by heterogene-
ity, and still influential today [4]. Globally, Transversality 
addresses the question how to shape a multi-dimensional 
society: “We live side by side in different worlds. Wolfgang 
Welsch postulates building bridges between them, which 
only a ’transversal reason’ is able to do” [4, 1].

Concretely, we address the question how to promote a 
risk mitigating view on AI, shaped through Embedded Eth-
ics [5] by design along the AI lifecycle, aiming for sus-
tainability towards implementing responsible AI (RAI) 
[6], which is ethical (e.g. TAI), lawful (e.g. AI Act), and 
accountable (implemented in a manner that enables quality 
assessment). Complementing quality assessment, we focus 
on the human influence during system creation, resulting in 
the creation of a RAI mindset for contributing stakeholders, 
while we believe the outlined concept is extendable to more 
passive roles, such as the user. Within our proposed holistic 
approach, the four RAI pillars (Generalizability, Adaptabil-
ity, Translationality, Transversality) are built on continuous 
Education and Research, which is crucial for a successful 
and long-term innovation integration. In addition, we refer to 
our proposed holistic approach as ethical foundation, which 
we aim to translate into an applicable ethos throughout the 
paper. Our proposed holistic approach is interpreted as a 
concrete realization of an ethical foundation, envisioned as 
potential candidate for RAI projects. Analogously, concrete 
materials to apply ethics during individual projects, as intro-
duced in [7], for instance, comprise concrete realizations of 
the applicable ethos. All four interrelated pillars demon-
strate desirable qualities for RAI, are profound in meaning, 
and complex to implement with respect to the multitude of 
existing AI use cases and application domains. In addition to 
considering bias, our proposed holistic approach promotes 
implementing systems that generalize well, while continu-
ously adapting to new data and (unforeseeable) changes. 
We aim to promote a view on AI that automatically con-
siders balancing stable and flexible behavior, which may 

result in trade-offs regarding concrete implementations of 
lifecycle design decisions. Therefore, reflecting upon Gen-
eralizability and Adaptability in detail is deemed valuable. 
As an additional perspective on the intelligent system’s 
seamless real world integration, Translationality and Trans-
versality each highlight different qualities. While the latter 
emphasizes social quality, including intricacies of related 
questions, the former sheds light on the concrete setting of 
the intended work environment, which may be character-
ized by particular hardware, existing infrastructures, and 
workflows. Together, we envision contributing the founda-
tion of guiding directions for thought that enable a holistic 
approach to implementing RAI. Therefore, and addressing 
AI’s inherent dynamics, the four pillars are grounded in 
constant Education and Research. Finally, our present con-
tribution is embedded within our proposed RAI template on 
GitHub1 as part of on-going research centered around our 
Methodology based on Quality Gates (MQG4AI) [8, 9]. The 
comprehensive lifecycle planning template, which currently 
is a work in progress, is envisioned to contribute to over-
all AI quality management (QM) focusing on RAI lifecycle 
design, information (& knowledge) management and link-
ing, which we illustrate for TAI-related risk management 
(RM), a central component of QM, as starting point. Aim-
ing to close the gap to applied ethics, we provide concrete 
materials for ethics training based on the DARE-method [7] 
for agile software development towards a RAI-mindset by 
design. Concretely, ethics are integrated once, generally, as 
basic RAI knowledge, and more specific in relation to the 
concrete application.

Section 2 introduces the context of RAI, how it relates 
to RM, TAI, and, focusing on bias, we highlight how the 
human influence plays a vital role when designing intelli-
gent systems along the AI lifecycle. We transfer the concept 
of Transversality [2] to address AI and multi-faceted biased 
behavior in Sect. 3. Section 4 introduces our proposed 
holistic approach, its creation, and envisioned application 
in more detail. Section 5 discusses the challenge to move 
from ethical theory to practical implementation. Section 6 
comprises the outlook.

2 Towards responsible AI (RAI)

Diaz-Rodriguez et al. introduce a holistic vision of Respon-
sible AI (RAI), bringing together relevant concepts “[...] 
from ethical principles and AI ethics, to legislation and 
technical requirements” [6, 2]. Their three-fold approach 
envisions implementing AI that is ethical, lawful, and 
accountable. We accede with the authors, that “[...] in order 

1  h t t p  s : /  / g i t  h u  b . c  o m / m  i r i  a m e  l i a  / M Q  G 4 A I  / b  l o b / m a i n / R E A D M E . m d
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to realize trustworthy AI that is compliant with the law, we 
advocate for the development of RAI systems, i.e., sys-
tems that not only make a responsible implementation that 
fulfills the requirements for trustworthy AI, but also com-
ply with the AI regulation” [6, 19], aiming “[...] to attain 
[the] expected impact on the socioeconomic environment 
in which [the intelligent system] is applied” [6, 8]. The 
present section introduces the ethical, and legal context of 
RAI project planning, focusing on the the intersection of 
AI trustworthiness (TAI) criteria, the human mind, and risk 
management (RM), which comprises a key requirement of 
AI quality management systems (QMS) [10]. Finally, the 
impact of the human influence with respect to the multifac-
eted concept of bias, and (un-)biased behavior in relation to 
society, is highlighted, and we outline why the terms bias 
and (un-)fairness can be fragmentary.

2.1 The EU AI act, risk management and the AI 
lifecycle

The EU AI Act classifies four different levels of risk, 
depending on the intelligent system’s intended use and 
scope regarding its impact on health, safety, and fundamen-
tal rights. We focus on high-risk systems, as concretized in 
Chapter III, Articles 6, 7 and 57, as well as Annex I of the 
AI Act [10]. Consequently, regulatory requirements apply, 
which are to be assessed in cooperation with an independent 
notified body, appending regulators as human stakeholders 
along the AI lifecycle. The implementation of compliant 
systems is carried out by the provider through a comprehen-
sive AI QMS, as described in Article 17, that is also required 
to include a RMS, as defined in Article 9 [10]. The Act’s 
ethical foundation “Ethics Guidelines for trustworthy AI” 
is introduced by the high-level expert group set up by the 
European Commission (HLEG) [11].

Definition of risk Overall, AI Act conform RMS are 
adapted to the AI lifecycle, comprehensive, adaptive, 
and continuous by design, include obligatory testing, and 
address post-market monitoring. Risk is defined as “the 
combination of the probability of an occurrence of harm and 
the severity of that harm” in Article 3 [10]. The concrete 
implementation of AI RM varies due to the specificity of 
each use case and the absence of standardized approaches 
for AI risk assessment (risk identification and evaluation), 
as well as the multitude of possible lifecycle design deci-
sions (risk controls). Factors such as human influence, the 
use case itself (particularly data formats and tuning objec-
tives), and the application domain create challenges for con-
formity assessment.

Addressing risk via trustworthy AI (TAI) The AI Act 
already provides a comprehensive list of possible AI risks, 
such as Article 14 on human oversight, for instance. From 

a practical perspective, the most generalizable level of AI-
specific risk assessment can be addressed through the defi-
nition of TAI criteria. Their use case-adapted realization 
results in AI risk reduction. The NIST (National Institute 
of Standards and Technology) AI Risk Management Frame-
work (AI RMF) introduces “[...] characteristics of trustwor-
thy AI and offers guidance for addressing them” [12, 12]. 
They contribute a practical approach to realize overall AI 
risk management (RM) on a horizontal, and not domain-
specific level, which comes closest to the RM interoperabil-
ity framework, published by the Organization for Economic 
Co-operation and Development (OECD) [13], who contrast 
different approaches, among which the EU AI Act’s Article 
9, and ISO/IEC 23894:2023 Information technology—Arti-
ficial intelligence—Guidance on risk management.

Compared with the HLEG’s TAI criteria, which are 
explained in a more practical manner through structured 
questions in the Assessment List for Trustworthy AI (ALTAI) 
[14], both perspectives are semantically very similar, but 
differently structured. It is worth highlighting that NIST 
visibly intersects the RAI dimensions through requiring 
valid & reliable outcomes, and considering accountability 
& transparency for the implementation of all other TAI cri-
teria. Together, both perspectives on TAI form a solid basis 
for organizing important directions of thought. Figure 1 
combines both views through the lens of the human influ-
ence from the implementation point-of-view. Safety, secu-
rity and related concepts, such as resilience, which “[...] is 
the ability to return to normal function after an unexpected 
adverse event [...]” [12, 15], are tied to the human’s state 
of mind, which becomes evident regarding phishing mails, 
or the evaluation of foreseeable states and possible harm 
during RM. Further, explainability and interpretability com-
prise approaches with the human recipient in mind, privacy 
and data governance lay the foundation for human auton-
omy, and fairness, as well as accessibility are closely tied 
to human user personas of the intelligent system. Finally, 
considering the broader context, based on e.g. the Sustain-
able Development Goals,2 as defined by the United Nations 
(UN) for intelligent system development is crucial for long-
term success. Overall, these directions of thought lead to a 
comprehensive RMS.

Finally, it is to be noted that TAI attributes are interrelated 
and characterized by tradeoffs depending on the respective 
real-world context. Their prioritization is domain and use 
case-dependent and includes the involved human along the 
lifecycle. For instance, the need for privacy and explainabil-
ity may contradict each other.

Ethical, legal, and accountable dimension of RAI The 
ethical dimension of RAI is traced back to Recital 14a of 

2 https://sdgs.un.org/goals.

1 3

https://sdgs.un.org/goals


AI and Ethics

“[...] auditability and accountability during [their] design, 
development and use, according to specifications and the 
applicable regulation of the domain of practice in which 
the AI system is to be used” [6, 18]. Therefore, it needs to 
be guaranteed that the processes, and design decisions that 
comprise individual AI lifecycles are reliable, and protect 
safety, fundamental rights, and health [10]. This necessitates 
a comprehensive AI literacy of contributing stakeholders, 
and, among others, continuous testing, and documentation 
strategies for implementation, as well as transparent compli-
ance assessment.

In summary, the previously introduced perspective on 
TAI rudimentary links ethical principles that mirror fun-
damental rights with the need for accountable AI lifecycle 
implementations, while addressing compliance through 
providing guidelines for AI risk mitigation, and QM that 
can be systematized. Challenges arise due to AI’s inherent 
complexity, as well as the required use case-specificity of 
concrete technical methods for RAI implementation. As of 
now, we are not aware of all RAI approaches for the mul-
titude of possible application scenarios, and more research 
is necessary. The European Commission’s standardization 
approach is introduced in [16]. Especially, negative biased 
behavior poses a global AI risk. It is characterized by a 

the EU AI Act: “While the risk-based approach is the basis 
for a proportionate and effective set of binding rules, it is 
important to recall the 2019 Ethics Guidelines for Trust-
worthy AI”, and emphasize that they “[...] should be trans-
lated, when possible, in the design and use of AI models”, 
and incorporated in “the development of voluntary best 
practices and standards” [10]. The necessary AI lifecycle 
integration to realize these abstract concepts defining TAI 
on system level, including compliance assessment, which 
addresses the legal dimension of RAI, is carried out through 
a comprehensive AI QMS that is required to include a RMS 
(Article 9), as stated by the AI Act in Article 17 [10]. These 
systems are intended as an additional layer that can be 
appended to existing methodologies, if a shared definition 
of risk exists, while managing the quality of the system’s 
real world performance, focusing on AI risk mitigation, and 
they are implemented through e.g. AI Act conform stan-
dards [16].3 Finally, the accountable component of RAI 
intersects the quality of the lifecycle implementation with 
a “readiness” for compliance assessment, emphasizing 
practicality towards translationality. RAI systems promote 

3 Refer to the EU AI Office for more specific information, especially 
this video:  h t t p  s : /  / w e b  c a  s t .  e c . e  u r o  p a .  e u /  r i s  k - m a  n a  g e m  e n t -  l o g  i c -  o f -  t h 
e  - a i -  a c  t - a  n d - r  e l a  t e d  - s t  a n d  a r d s  - 2  0 2 4  - 0 5 -  3 0 ?  u t m  _ s o  u r c  e = s u  b s  t a c k & u t 
m _ m e d i u m = e m a i l.

Fig. 1 TAI criteria fusing the structure proposed by NIST [12, 12], 
and the HLEG [11, 8], including a combined view that highlights the 
human influence from the development perspective. The notion Fidel-

ity, introduced in [15] as fulfilling completeness, and soundness crite-
ria in the context of Explainable AI was chosen to provide a human-
centered view, and to summarize both perspectives under one term
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NIST combines this technical perspective with bias in data 
sets under “computational & statistical bias”, similarly to 
FN with their definition of “technical bias”. Interestingly, 
FN promote “emergent bias” referring to the evolution of 
intelligent systems over time and the need for adaptability. 
Finally, all three definitions identify the human influence 
as root source for bias with slightly different realizations of 
structuring relevant sources. Also, NIST and ISO address 
how to handle bias from a more technical perspective, and 
introduce different mitigation strategies, while FN address 
“considerations for minimizing bias in computer system’s 
design” [18].

2.3 Bias and (un-)fairness: why the terminology falls 
short

The concept of bias is multifaceted, its identification, as well 
as mitigation highly use case-dependent, and the bias-effect 
is evaluated in alignment with society’s dynamics as wanted, 
or unwanted. To achieve an aligned bias-handling, it is of 
crucial importance to bring hidden biases to surface, which 
is related to the human mindset. Bias handling is preceded 
by bias source identification, and includes bias effect evalu-
ation in accordance with society’s dynamic perception, offi-
cial legal regulations, and finally, an appropriate bias effect 
handling, which depends on the context. Consequently, nei-
ther bias nor (un-)fairness are suitable candidates to form a 
pillar of our holistic approach. The former is already very 
popular in usage, but often not interpreted or applied in a 
way that includes all relevant perspectives. The latter does 
not describe all possible undesired responses to bias, but 
focuses mainly on discriminative attributes from a societal 
viewpoint without explicitly considering negative technical 
bias effects, among others: “Fairness can be described as 
a treatment, a behavior or an outcome that respects estab-
lished facts, beliefs and norms and is not determined by 
favouritism or unjust discrimination” [17, 3], a mechanism 
which in itself can result in unfairness. This definition high-
lights the concept’s complexity. Evaluating and handling 
(un-)fairness depends on various contextual factors and its 
definition is fluid and evolves over time in alignment with 
societal shifts [17, 20]. Among others, considering temporal 
evolution is a necessary component when designing intel-
ligent systems that, if continuously monitored and updated 
are long-term applicable. As a result of this complexity, and 
tailored to the human influence, instead of bias or (un-)fair-
ness, we propose the translation of transversal reason [2] to 
AI and biased behavior, which results in Transversality as a 
fundamental pillar of our proposed ethical foundation.

multitude of different forms that are mostly re-traceable to 
human sources [17], as highlighted in the following section.

2.2 The special role of bias

Bias-identification and negative bias-effect mitigation are 
crucial for a trustworthy adoption of AI within society [18]. 
Challengingly, the multifaceted concept of bias is heavily 
influenced by different forms of human influence. Con-
sequently, global measures to realize a transparent bias 
handling need to be developed and applied—under consid-
eration of use case-specific differences. First, it is important 
to clarify what the multifaceted concept of bias means and 
how it relates with (un-)fairness. In its most basic essence 
and mathematical sense, bias could be translated simply 
with “a deviation.” With respect to society, defining bias is 
not a trivial question, and multiple classification approaches 
exist. Generally, ISO/EC-TR 24027:2021(E) on Bias in AI 
Systems and Aided Decision Making [17] defines bias as 
the state of the system’s “[...] input and the building blocks 
of AI systems in terms of their design, training and opera-
tion” [17, 3]. Consequently, bias as a state of (parts of) the 
AI system is different from resulting biased behavior within 
the system’s real-world context, which does not necessarily 
lead to as negative perceived actions such as unfairness, for 
instance, but can have neutral or positive effects, as well [17, 
5]. Further, intelligent systems are characterized by multiple 
sources of bias simultaneously [17, 7], and unwanted biases 
can cause the intelligent system to act other than expected 
if they stay hidden and untreated, which poses a risk [12, 
12] [17, 5]. As a result, negative bias mitigation is centered 
around the definition of sources for bias along different 
components that need to be integrated with the AI lifecycle 
as part of risk management.

The following Fig. 2 compares three different perspec-
tives on the meaning of bias, and, as will become apparent, 
the human influence is crucial. First, the structure introduced 
by ISO 24027 is presented in more detail, next, NIST’s inter-
pretation of bias (they published a comprehensive proposi-
tion for a “Standard for Identifying and Managing Bias in 
Artificial Intelligence” [19]) is highlighted, and finally, a 
more ethical perspective on bias by Fridman & Nissenbaum 
(FN) is illustrated. All of them highlight three main catego-
ries of bias, and we attempt to extract similarities, as well as 
analyze differences. Compared to ISO, NIST, and FN high-
light “systemic bias” (or “pre-existing bias”),4 while in ISO 
24027 this perspective is part of the societal bias as a subcat-
egory of human-cognitive bias [17, 9]. ISO’s third category 
comprises bias introduced by engineering decisions, while 

4 We believe this perspective is quite interesting, since possibly due 
to its complexity, omnipresence, and implicitness this source tends to 
be forgotten.
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with the concept’s ethical origins, and its translation from 
application in media philosophy to the AI domain. For a 
practical interpretation of Transversality aiming to be inte-
grated with RAI project management as foundation for con-
tinuous ethics training, refer to Sects. 4 and 5.

3.1 Conceptual background

In a postmodern and pluralistic society, the philosopher 
Wolfgang Welsch pursues a heterogeneous reason. His 
diagnosis of the times is that systems do not (or no longer) 
fit together, and the different forms of rationality do not fit 
together. Welsch appreciates the inherent logic and plural-
ity of diverse rationalities and tries to think of a forum of 

3 How to address bias—introducing 
transversality

Mirroring the human influence, all “[d]ecisions that go into 
the design, development, deployment, evaluation, and use 
of AI systems reflect systemic and human cognitive biases” 
[12, 40]. As a consequence, we emphasize the need to inte-
grate an ethical foundation transformed to an applicable 
ethos with RAI project planning and implementation aim-
ing to guide stakeholders’ mindset along the AI lifecycle. 
This section introduces Transversality as a comprehensive 
concept that, we believe is capable to open up bias in its 
entirety, contributing a fundamental pillar to our proposed 
holistic approach towards a RAI mindset in Sect. 4. We start 

Fig. 2 Three different perspectives on bias (ISO [17], NIST [12, 19], 
and the foundational ethical perspective of Friedman and Nissenbaum 
[18], based on their work on Value-Sensitive Design that each highlight 

slightly different perspectives, while the human influence plays a cru-
cial role throughout
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our understanding of society as a whole, paving the way for 
reasonable actions.

3.2.1 AI and biased behavior

In its broadest sense, Transversality describes the process of 
evolving from theory to practice in a society that constantly 
adjusts theory, through addressing existing belief systems 
and measures towards their concrete realization or adjust-
ment with respect to individual use cases. We are convinced 
that this profound perspective opens room for a continuous 
discussion as part of different formats for human interaction 
in AI project planning and implementation, which positively 
contributes to a RAI mindset. Transversality, originally 
published by Welsch [2], is translated to biased behavior 
in the context of AI based on the work by Sandbothe. She 
first adapted Transversality to media-philosophy, under the 
assumption that “[...] the World Wide Web proves itself to 
be a genuine medium of transversal reason” [3, 105], which 
is constituted by an accumulation of theoretically classifi-
able but disorderly arranged hyperlinks from a practical per-
spective when surfing online [3, 102]. Analogously, any AI 
model can be described as a medium of transversal reason 
based on its randomly constituted biased behavior that is 
all classifiable in theory [3, 105]. Biased behavior can harm 
society, if undetected and not addressed, which is why an 
on-going discussion is important. Sandbothe summarized 
Transversality in form of three related key points [3, 101], 
which we adapt to AI models and their biased behavior in 
the present section: 

1. The constitution of rationality is characterized by an 
ineluctable disorderliness.

2. Reason is in principle capable of reconstructing and 
precisely describing this disorderliness.

3. It is only when reason productively analyses the sub-
conscious entanglements of rationalities that it will be 
suitably equipped to solve contemporary problems.

The concept of reason has multiple stages of development, 
and the progression from abstract to transversal reason is 
desired for a functioning society that aims to solve contem-
porary problems. Further, the concept of reason to address 
rationality is executed by society, which, in itself is char-
acterized by inherent dynamics. Finally, these assumptions 
are built on the axiom that reason in principle is capable to 
solve risks that can emerge with respect to unwanted biased 
behavior, in case of the present research. This conclusion is 
based on the fact that AI models, and their biased behavior 
can be characterized as a medium of transversal reason.

interconnections. This makes any claim to the truth of indi-
vidual system logics more appropriate. Transversal reason 
plays an important role here. Despite all the diversity of 
forms of reason, he sees unity in the fact that transitions 
between these forms are possible.

Reason must be more than such a formal general con-
cept. In the past, it might have seemed obvious to 
regard such a concept - reason as a generic term and 
basic form of various rationalities—as sufficient, even 
desirable. [...] It is precisely through the multiplication 
and specialization of types of rationality that the task 
of reason has shifted, and its concept has changed: 
Reason is considered and today—in terms of plural-
ity—precisely a faculty of connection and transition 
between forms of rationality. No longer cosmic, but 
earthly, no longer global, but connecting functions 
characterize the picture [2].

Reason is the transcending faculty in relation to understand-
ing. All such reason that takes place in connections and 
transitions is referred to here as transversal reason. It is fun-
damentally distinguished from all principled, hierarchical or 
formal concepts of reason, all of which seek to comprehend 
or structure a whole and assimilate reason as understanding. 
Transversal reason articulates distinctions, links connec-
tions and drives disputes. It is to be understood horizontally 
and transversally; it does not overcome plurality, but only 
eliminates its aporias as a process form. The proximity of 
this reason to what is traditionally called Power of Judg-
ment, in particular to its reflective form as described by 
Kant, cannot be overlooked. For transversal reason seeks 
common ground everywhere.

3.2 Bias, biased behavior and the concept of 
Transversality

Based on Transversality, we attempt to capture the essence 
of all relevant perspectives surrounding bias while aim-
ing for a dynamic bias-awareness among stakeholders. In 
support of the inherent agility and dynamic setup of bias, 
biased behavior and fairness, we propose the transfer of the 
concept of transversal reason as defined by Welsch [2] to 
AI. While in the literature, some voices question Welsch’s 
integrity regarding ’his novel invention’ of transversal rea-
son, for instance in [20], similarities with rational reason 
are outlined, we focus on the concept’s inherent processes. 
Overall, we believe that the, in the following described 
dynamics surrounding Transversality combine, in addition 
to our multi-dimensional world, the fact that recent sci-
ence focuses more and more on unstable structures (as AI 
or quantum mechanics) [4], which contributes to shaping 
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the process of researching generalizable methods and stan-
dards regarding AI worldwide for the multitude of different 
AI use cases that exist, which includes bias identification 
and handling. This process is closely tied to (hidden) biases 
in today’s world through the underlying data. Groups of AI 
use cases can be summarized in accordance with structural 
similarities, such as model type, data distribution and tun-
ing objective, for instance. Commonalities that impact the 
appearance of bias need to be identified across application 
scenarios fostering a classification of existing methods, 
which simplifies their application. This shared research is 
a crucial step towards implemented RAI. In this regard, 
we are still relatively at the beginning stages of analyzing 
bias-entanglements with reason in a productive manner to 
continuously realize transversal reason. Further, based on 
our reasoning as society (which is biased, as well), an eval-
uation of the intelligent system’s desired behavior occurs, 
which is constantly shifting depending on various factors. 
As a consequence, biased actions may become (un-)rea-
sonable over time. Consequently, Transversality regarding 
biased intelligent behavior can be realized in form of RAI 
quality management strategies centered around the AI life-
cycle. More precisely, bias-handling strategies should adjust 
well with AI’s and society’s dynamic behavior, which can 
be implemented by addressing the concrete realization and 
integration of continuous stakeholder- and context-adapted 
educational initiatives, for instance. Finally, with respect to 
the development of standardized and certifiable processes 
that foster RAI, intersecting education and research plays 
a significant role in bias identification, negative bias-effect 
mitigation, and handling.

Concluding, biases are unavoidable, their occurrence 
strongly use case-dependent and sometimes they are even 
desirable [17, 4]—but uncontrolled biased behavior is 
unreasonable and can result in severe consequences. It can 
appear in various forms based on different sources, which 
constitutes in a multitude of (groups of) use case-dependent, 
and preferably standardized methods towards implementing 
the current state of bias mitigation in society that overall 
adapt well to changes. These identified procedures con-
stantly need to be (re-)aligned with official requirements and 
societal perceptions, as well as evolving AI model settings 
that are prone to variance. The described dynamics would 
benefit from a constant integration of discussing Transver-
sality (and other pillars of the proposed holistic approach) as 
part of AI project planning to foster a general RAI mindset 
that fuels design decision-making, and process implementa-
tion. Consequently, we argue that on an even higher abstrac-
tion level, the described more dynamic than static interplay 
between reason, and transversal reason can be generalized 
across other concepts, use cases, and application scenarios.

3.2.2 Concept translation—from theory to practice

In alignment with Sandbothe [3], we translate Transversal-
ity to the context of AI and biased behavior based on the 
following argumentation. First, the AI model is character-
ized as a medium of transversal reason. Next, the interplay 
of reason and transversal reason is introduced, embedded 
within society’s dynamics. Finally, we conclude that this 
interaction describes the transgression of theory to applica-
ble theory aiming to create desired effects on reality from a 
societal viewpoint—in a practical manner through the con-
stantly shifting evolution of reason into transversal reason.

Transversal medium—The constitution of rationality 
is characterized by an ineluctable disorderliness. Different 
forms of biases constitute types of rationalities in form of 
the AI model’s behavior and its (anticipated) impacts on the 
real world. The resulting biased behavior is characterized 
by a perceived randomness depending on the respective 
use case, and needs to be identified accordingly. Further, 
the existence of biased behavior is rooted in logical reasons 
that depend on various factors, have different sources, and 
appear at different stages along the AI lifecycle. As a con-
sequence, and analogously to hyperlinks in the context of 
the World Wide Web [3, 102], biases are theoretically clas-
sifiable but disorderly arranged from an applied perspec-
tive, and we conclude that AI models can be described as a 
medium of transversal reason.

Reason—Reason is in principle capable of reconstruct-
ing and precisely describing this disorderliness. In theory, 
it is possible to develop and apply standardized methods 
that analyze the individual AI models to uncover and moni-
tor their respective bias structure—in form of established 
and use case-specific methods that are applicable to groups 
of use cases, for instance. The individual realization of an 
intelligent system’s lifecycle ideally includes the use case-
adapted evaluation of and response to the model’s identi-
fied biases and their effects fostering transparency, which 
enables RAI. This culminates in dynamic official require-
ments towards bias identification and handling that are first 
recorded in legislation and then need to be implemented on 
process level, i.e. the AI lifecycle and related information 
including stakeholders. Especially, since such systems are 
highly use case-dependent. The multitude of (non-)exist-
ing approaches aiming to realize and monitor the desired AI 
model behavior with respect to bias can be described as rea-
son [3, 101], since we know that theoretically, the desired 
bias identification, and bias-effect handling are possible.

Transversal reason—It is only when reason produc-
tively analyses the subconscious entanglements of rationali-
ties that it will be suitably equipped to solve contemporary 
problems Theoretical possibility itself does not equal objec-
tive bias-handling in the real-world. As of now, we are in 
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and its integration with AI project planning. The final step 
towards applicability is the preparation of materials, and we 
explore the ethical foundation’s transformation to an appli-
cable ethos in Sect. 5.

4.1 Creation of an ethical foundation

Overall, the concepts that comprise our proposed holistic 
approach, that implements the ethical foundation, are envi-
sioned to offer ground for continuous discussions, enable 
question-asking to foster a profound understanding, and at 
least broach all contents, and disciplines that comprise RAI 
to make them tangible. We are convinced that a thorough 
briefing of participating stakeholders as a constant part of 
AI lifecycle planning, and tailored to different stakeholder 
views is essential to realize RAI, and has, among others, a 
bias-mitigating and fairness-promoting effect on the entire 
system—until its decommissioning, and beyond. With 
respect to applicability, it is crucial to allow for an itera-
tive consultation of ethical concepts in a consistent man-
ner, and from different perspectives, integrated with project 
planning.

Objective and target audience Aiming for practical-
ity during implementation, our proposed holistic approach 
comprises an adjusted representation of key aspects towards 
RAI focusing on involved stakeholders at the interface of 
development and regulation along the AI lifecycle for high-
risk domains. In addition to developers, domain experts, 
and regulators, we highlight the role of RAI ethicists and 
researchers as part of the, for RAI lifecycles required 
diverse, and interdisciplinary teams. For instance, this could 
comprise the addition of a RAI Person who coordinates 
project-specific ethical knowledge management, among 
other duties at the intersection of a lawful, ethical, and 
accountable implementation.5 In summary, our proposed 
ethical foundation is envisaged to be incorporated by all 
participating stakeholders along the AI lifecycle to align the 
foundation of their decision-making on implementation and 
organization level of RAI projects. Next, we derive suitable 
criteria towards applicability of selected ethical concepts 
based on objective and audience.

Concept definition–setup and requirements We identi-
fied the following key points shape the four pillars’ creation 
to complete our proposed holistic approach towards RAI by 
design, while we believe the general structure is generaliz-
able to other application scenarios.

5 The target audience also includes addressing the user role, even 
though more passive by default (except for online learning scenarios, 
for instance), and it is anticipated during project planning for usability 
and ethical reasons such as safety.

4 Holistic mindset to design responsible AI 
(RAI)

As previously introduced, we emphasize the inclusion of 
an ethical foundation for RAI project planning, and as inte-
gral component of AI quality management systems (QMS). 
We envision an ethical foundation that, transformed to an 
applicable ethos, functions as a fundamental guide for con-
tributing stakeholders along the AI lifecycle. Among other 
contents, the envisioned formation, which can be based on 
our proposed holistic approach, should include continu-
ous bias-awareness trainings. They need to be adapted to 
the project-specific AI lifecycle, and its cycles of evolution 
over time in a practical manner contributing to continuous 
AI QM. Our, in the following introduced holistic approach, 
depicted in Fig. 3, is envisioned as an adaptable, and gener-
alizable knowledge base to translate RAI for stakeholders. 
In addition to Transversality, the other pillars we identified 
are Translationality, Adaptability, and Generalizability, 
while their interpretation is built on the continuous interplay 
of Research and Education. At an abstract level, the pillars 
are exchangeable depending on the specific use case, while 
we believe integrating ethics with AI project planning, and 
Education and Research remain essential. First, our method 
to create the ethical foundation is introduced. We highlight 
considerations on the intended objective, which needs to be 
tailored to the respective target audience and application 
context. Then, we derive requirements to identify suitable 
concepts, aiming to define the ethical foundation’s pillars, 

Fig. 3 Proposed holistic approach towards a Responsible AI (RAI) 
mindset for implementing intelligent systems that generalize and adapt 
well to new data, while performing a seamless real world integration—
from a technical and social viewpoint. All pillars are interrelated and 
necessitate continuous consultation with respect to the AI’s intended 
environment of use
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(RAI) for stakeholders that are actively contributing to the 
AI lifecycle, such as developers, domain experts, as well as 
auditors. Their influence shapes the concrete implementa-
tion of individual intelligent systems, as outlined through-
out the paper. Therefore, we propose a holistic framework 
in form of an ethical foundation for RAI, that aligns with 
the AI Act’s risk-based approach, emphasizing the ethical 
and societal dimensions of AI development. To translate 
RAI principles into actionable practices, we propose ethics 
training materials to foster interdisciplinary collaboration 
and a flexible, risk-aware development process along the AI 
lifecycle.

The framework is built on four foundational pillars: 
Generalizability, Adaptability, Transversality (see Sect. 3), 
and Translationality, providing a structured approach to 
guide stakeholders toward ethical and regulation-compli-
ant AI lifecycles. Supported by continuous Education and 
Research, this approach promotes a “RAI mindset,” embed-
ding ethics into AI planning and development. Overall, we 
attempt to summarize RAI from an application-oriented 
viewpoint for contributing stakeholders that actively par-
ticipate in/contribute to the AI lifecycle implementation. 
Therefore, we aim to summarize RAI-related values and 
principles in a concise summary of concepts regarding the 
quality of the implementation. All concepts are interrelated, 
and we envision a holistic mindset of contributing stake-
holders that is continuously learning and evolving, while 
considering important questions related to transitioning 
AI into the real world. The four interconnected pillars are 
envisioned to lay the foundation, and therefore point out all 
relevant directions of thought surrounding RAI, highlight-
ing ethical principles, the technical level, governance and 
policy-related decisions, social and environmental impact, 
as well as education towards awareness and AI literacy. For 
instance, the technical perspective on system accuracy and 
robustness is implied by Generalizability, and Adaptabil-
ity, which equally broach concepts of security and inter-
pretability. We are convinced, long-term these qualities are 
essential, and they are closely tied to e.g. (performance) 
evaluation metrics but include the monitoring-view early 
on. In addition, governance and social, as well as envi-
ronmental impact are important considerations regarding 
Translationality, or when and how the system will enter the 
market. Finally, ethical values such as fairness, accountabil-
ity, or transparency comprise the foundation of the entire 
proposed setup. We emphasize the inclusion of an ethical 
foundation with AI QM, closing the gap to regulation, and 
accountable AI. Additionally, Transversality emphasizes the 
role of bias and the question of fairness embedded within 
society’s dynamics, and is envisioned to lay the foundation 
for further, holistic considerations when designing the AI 
lifecycle.

 ● Profound concepts for (continuing) discussion The pil-
lars and foundation of our proposed holistic approach 
should include relevant concepts that offer a compre-
hensive perspective on RAI, which is lawful, ethical, 
and accountable—tailored to the respective objective, 
audience, and use case. Further, identified concepts 
are intended to provide ground for on-going ethical 
discussions and open questions to understand differ-
ent perspectives centered around the human influence, 
RAI, and society based on the continuous interplay of 
Research and Education. Depending on the context, our 
suggested four pillar-concepts are exchangeable.

 ● Actionable approach Our four identified concepts are 
envisioned to offer ground for promoting applicability 
of ethics in a domain- and stakeholder-adapted sense 
(development-view), so that they create awareness, 
which in turn is translated into action—through continu-
ously training the human mind in a comprehensible way.

 ● Short but rich in meaning To avoid an overly complex 
setup, we propose four inter-relatable concepts, aim-
ing to integrate continuity by design. Concretely, we 
address the question “how-to implement RAI” in form 
of four pillars, built on Research and Education, as de-
picted in Fig. 3. First, educating the intended audience 
on the four pillars’ meaning with respect to the use case 
at hand is required to kick-start relevant ethical discus-
sions envisioned to shape a RAI mindset as part of AI 
project planning in a continuous manner.

 ● Iterative integration Finally, the ethical foundation is 
required to be accompanied by a concept how to be 
integrated with the AI project planning, and QM pro-
cesses based on identified scenarios. Among others, this 
comprises promoting AI literacy, and the anticipation of 
diverse user personas and interdisciplinary stakeholder 
roles to enable a comprehensive impact assessment. 
Rounding up the transition from the world of ideas to 
the world of action, we refer to our proposed RAI con-
ceptualization template (MQG4AI) [8, 9] on GitHub 
(see Footnote 1), which includes an application-oriented 
ethics-section, as well as general knowledge on ethics 
in the context of RAI by design. It is introduced in more 
detail in the next section, and, among others, envisioned 
to contribute to organizing continuous Research, while 
providing relevant information to all stakeholders.

4.2 Proposed holistic approach towards responsible 
AI (RAI)

This section introduces our proposed ethical foundation 
towards RAI implementation, which is depicted in Fig. 3. As 
previously introduced, we attempt to translate the taxonomy 
presented in [6] towards lawful, ethical and accountable AI 
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samples are highly dispersed) [24], for instance. Methods 
such as cross-validation can help to evaluate Generalizabil-
ity, if applied correctly [25]. As an additional Generalizabil-
ity-layer, and with respect to facilitating RAI development, a 
standardizable application of identified, qualitative machine 
learning methods is crucial—especially, with respect to 
achieving long-term RAI. This includes establishing official 
bench-marking strategies, and test data, as intended by the 
AI Act regarding regulatory sandboxes in Article 57 [10]. 
The degree of reasonable Generalizability versus required 
use case-specificity offers ground for discussion, and can 
be realized through the identification of structural similari-
ties. For instance, from a technical viewpoint, AI use cases 
and implementation approaches can be clustered based on 
criteria such as different data formats, or the type of model 
that is applied. Currently, much more research on the gener-
alizable implementation of use case-adapted real-world RAI 
is needed to establish standardized procedures for (groups 
of) use cases, which is relevant for successful compliance 
assessment. As a result of AI’s opacity, novelty and open 
questions for use case-specific implementations, Generaliz-
ability comprises a pillar of our proposed holistic approach 
to shape a RAI mindset for developers.

4.2.2 Adaptability

Closely tied to Generalizability but from a different angle 
(after to-market release) is “the adaptive behavior of a 
model as it is retrained on unseen data. This is an impor-
tant model characteristic which should be considered in 
regulatory applications” [26, 1]. Aiming for Flexibility, 
data-driven, intelligent systems “[...] have the capability 
and need to adapt over time through continuous learning 
from [a dynamic] real-world experience after distribution” 
[26, 3]. Consequently, “AI systems may require more fre-
quent maintenance and triggers for conducting corrective 
maintenance due to data, model, or concept drift” [12, 38], 
which results in novel challenges for RAI implementation 
and compliance assessment. Based on AI’s inherent dynam-
ics and opacity, the AI lifecycle is required to dynamically 
adapt to new technological advancements, as well as real-
world context information, which is primarily mirrored by 
the data it encounters. Consequently, the utilized methods 
that comprise the project-specific AI lifecycle need to be 
designed in an adaptable, and flexible manner that fosters 
the ability to anticipate and react to changes from gener-
alizable to use case-specific levels. As a result, processes 
to assess, and implement the required adaptability are cru-
cial, and internal updates that can be triggered by events 
such as detected data drift, need to be considered from the 
start of project conceptualization for an efficient planning 
and realization of the RAI lifecycle. Also, more research is 

In summary, these four fundamental concepts are envi-
sioned as basis for discussion to create awareness among 
contributing stakeholders towards a risk mitigating mindset 
for RAI design decision-making, lifecycle implementation, 
and project planning in general. Addressing AI’s dynamic 
character, and use case-specificity, the successful internal-
ization of the proposed holistic approach is based on con-
tinuous Education and Research. On-going Education and 
Research are relevant, since they comprise the flip-side of 
implementing AI regulation towards RAI, not only consid-
ering contributing stakeholders, but all humans that interact 
with intelligent systems. Intelligent systems need intelligent 
users—they are stochastic, opaque and evolving systems, 
and an interaction will always leave room for human inter-
pretation to some degree for the multitude of possible use 
cases. In addition, AI’s inherent fluidity necessitates con-
tinuous Research of suitable methods.

Finally, we focus on challenges in medical AI, which is, 
among others characterized by data imbalance and scarcity, 
complex domain knowledge, and high risks regarding the 
system’s impact, while we believe that the proposed holistic 
approach is extendable across sectors and not only health-
care-specific.6 In general, the domain of choice, and individ-
ual use case strongly impact AI lifecycle design decisions, 
and an understanding of the intended real-world setting, 
including a comprehensive analysis of related implications 
is an important enabler for RAI.

4.2.1 Generalizability

From an implementation view, Generalizability describes 
the capability of the intelligent system to generalize well to 
different modes of new instances it encounters [12, 14]. A 
model that performs consistently across different conditions, 
that promotes Stability and trust, is an important component 
towards RAI. However, implementing this is not a trivial 
question, and measures to continuously evaluate the mod-
el’s generalizability need to be researched for the respective 
use case and application scenario. The data distribution dur-
ing development for train, validation, and test sets needs to 
be made transparent, and related with the anticipated distri-
bution of novel data after to-market release in the intended 
real-world setting. For accurate results, it is crucial to con-
sider methodological pitfalls, such as a reliable application 
of performance evaluation metrics [22, 23] that enable trust-
worthy conclusions, the correct order of data pre-processing 
steps to avoid data leakage (the data splits are not indepen-
dent of one another), and to consider a reasonable constitu-
tion of the data set’s origins addressing batch effect (data 

6 In [21], the authors propose to regulate foundation models, or gen-
eral purpose AI similar to medical devices, referring to the unknown, 
and possibly high risks they can impose.
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the creation, and application of practical methods towards 
their concrete implementation in the real world. We believe 
this abstraction is extendable to other RAI-related ethical 
concepts: To promote a risk-aware, and -mitigating mind 
set, AI lifecycle design decision making would benefit from 
stakeholders that are trained to translate society’s evaluation 
of AI trustworthiness into the intelligent system that they 
are creating—which is a logical consequence of the human 
mind, when profoundly, and consistently discussing ethical 
concepts, through creating awareness and asking questions.

4.2.4 Translationality

At the National Center for Advancing Translational Sci-
ences at the US National Institutes of Health (NIH) transla-
tion is defined as “[...] the process by which a biomedical 
observation is turned into an intervention that improves 
health” [27]. Closing the gap to Reality, Translationality in 
the context of RAI emphasizes the process of transgress-
ing from conceptualization and development to the intended 
real-world application deployment, maintenance, aiming 
for a seamless fusion with the existing workflow. To realize 
RAI, this transgression needs to be managed and understood 
depending on the individual use case and related domain 
knowledge. Consequently, we argue that understanding the 
long-term objective “real world integration” from the start 
is crucial to realize RAI. The developed intelligent sys-
tem needs to be applicable and perform in the real-world, 
which often is not a trivial question. Translationality envis-
ages to kick-start the discussion around practicality, real-
world domain compatibility, and impact evaluation of the 
RAI project. It envisages to promote RAI’s arrival in its 
intended workflow and not just in the realm of research. 
In contrast to Transversality, which emphasizes the ques-
tion how society interprets RAI and its incorporation dur-
ing design, Translationality focuses on the exploration of 
domain-specific implementation and compliance processes, 
as well as RAI knowledge, that are required to close the gap 
towards real-world applicability based on existing infra-
structures. This aspect highlights all criteria of RAI, as dis-
cussed in Sect. 2 from an applied perspective starting from 
the intended domain and setting—“[...] in order to realize 
trustworthy AI that is compliant with the law, we advo-
cate for the development of RAI systems, i.e., systems that 
not only ensure responsible implementation meeting the 
requirements for trustworthy AI but also adhere to AI regu-
lation” [6, 19]. Among others, this includes domain-specific 
information on technology infrastructures, and scalability 
requirements, as well as ethical impact discussions of the 
intended use, including privacy or security requirements, 
and an on-boarding stage to educate users on relevant con-
cepts, for instance. In addition to grounded methodologies 

necessary, to better understand effects of related lifecycle 
design decisions. For instance, adding more data does not 
necessarily result in performance optimization, and “[...] 
different test sets possess different levels of challenge for 
prediction, demonstrating that the target test set appears 
to be the most important factor in performance” [26, 8]. 
With respect to project planning, all design decisions that 
comprise the intelligent system are envisaged to foster the 
individual project’s implementation of Adaptability, which 
encompasses necessary dynamics for flexible future plan-
ning of the entire project with respect to its intended envi-
ronment. We argue that discussing Adaptability as part of 
AI project planning and team meetings can promote a con-
scious communication of requirements for future-oriented 
RAI lifecycle management. Finally, Adaptability needs to 
be related with use case-specific trade-offs. For instance, 
regarding desired adjustments to the intelligent system, 
other aspects such as fairness or safety measures might 
need to be automatically reassessed depending on identi-
fied interdependencies. Overall, more research towards an 
adaptable integration of the intelligent system with an ever-
shifting society is needed.

4.2.3 Transversality

Aiming to capture society’s intricacies in their entirety as 
one term, we introduce Transversality, based on the multi-
faceted concept of bias, to promote a responsible and adapt-
able negative bias effect-mitigating design decision-making 
mind set. Section 3 outlines the concept’s transition from 
its ethical origins, and our proposed translation to RAI. As 
clarified in Sect. 2, systematizing the occurrence of bias, 
and understanding different sources is not trivial (disorderly 
arranged rationalities), but necessary. Consequently, it is 
our responsibility to participate in the process of shifting 
from reason to transversal reason—through the identifica-
tion and implementation of negative bias-effect mitigating 
strategies that are continually aligned with the system’s area 
of impact in the real world. Transversality provides ground 
to discuss society’s dynamic bias-effect evaluation, shed 
light on the identification of (hidden) biases, and promote 
use case-adapted bias handling in relation to the human 
mind, the system’s intended purpose, and underlying data. 
The overall aim is to develop and continuously update trans-
versal reason in form of (standardizable) implementation 
processes that foster RAI, which include ethics training of 
the human mind through creating awareness. With respect 
to the concept’s inherent tendencies, on an abstract level, 
Transversality can be interpreted as the process of dynami-
cally (re-)defining applicable theory in alignment with a 
pluralistic and ever-shifting world. In addition to address-
ing existing belief systems, the concept is centered around 
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how reality, and society relate to the intelligent system. The 
latter focuses on the process of installing and integrating the 
AI system with its intended setting. This comprises ques-
tions regarding the concrete intended workflow, and how to 
blend user interaction seamlessly, impacting the design of 
explainable AI methods, for instance. Or, decisions on what 
packages or other resources to utilize for implementation, 
among other considerations that shape and are shaped by the 
intended environment of use. The former focuses more on 
the social climate of the intended real-world setting. Trans-
versality references how society’s dynamics impact the 
multi-faceted concept of bias directing towards the imple-
mentation of negative bias effect mitigation, while picturing 
the necessary dynamics to apply methods that realize the 
desired RAI lifecycle through the constantly shifting evolu-
tion of reason into transversal reason on an abstract level. 
Practicing awareness towards our personal biases is essen-
tial for any human being, and we are convinced that creating 
space to share these reflections in the context of AI project 
development (or, in general) will have beneficial effects on 
the quality of the lifecycle implementation. In summary, the 
reality, adapting to which is mirrored by Translationality, 
forms how considerations implied by Transversality will 
resemble, since they depend on the respective society, com-
pany, project team.

We propose these four pillars to form the foundation for 
a RAI mindset, and we aim for compatibility with exist-
ing AI project planning strategies for application-specific 
implementation scenarios. In summary, they are envisaged 
to function as a constant reminder and foundation for dis-
cussions starting during development how we, as a society 
aim to integrate RAI, what it means in general, and for the 
individual AI project. These powerful systems are usually 
implemented by a handful of human beings compared to the 
eight billion that exist—a huge responsibility, which needs to 
be addressed in a way that fosters trustworthiness and miti-
gates risks, long-term and in a continuous manner, including 
the human influence. Therefore, ethics training, interdisci-
plinary, and diverse teams are default requirements.

4.2.6 The role of research and education

For long-term internalization, the four pillars need to be 
continuously taught, discussed and updated from different 
angles addressing individual projects, so that ethical ques-
tions, and the ongoing discussion how to implement them 
are constant companions of the humans that contribute to 
the AI lifecycle within a particular domain. Consequently, 
Research and Education are closely related. They are 
included as fundamental drivers of our proposed holistic 
approach.

that implement quality management (QM). Depending on 
the respective use case, trade-offs need to be thematized, 
and domain knowledge translated between stakeholders as 
deemed reasonable towards sufficient interpretability of, 
and reliable interaction with the intelligent system.

4.2.5 Inter-pillar-relations

The four pillars are intended to be addressed continuously 
during AI project planning and execution, aiming to shape 
a shared mindset towards RAI, which enables use case-
specific risk analysis, while offering enough openness to 
develop use case-specific realizations of desired criteria. 
They all comprise inter-related and fluid concepts regarding 
the intelligent system’s transition to, and application in the 
real world. Their interconnectedness is illustrated in Fig. 3.

Generalizability, and Adaptability address more tech-
nical targets when designing AI, based on the technique’s 
inherent opacity and dynamic character. AI’s complexity 
necessitates prospective, and domain-embedded planning 
of risk controls with respect to all design decisions, AI life-
cycle stages, and as a necessary contribution to conceptu-
alization phases. Simultaneously, ensuring long-term, and 
adaptable RAI knowledge management, envisioning AI risk 
mitigation by design is considered a necessary step towards 
an optimized RAI implementation. Generalizability, and 
Adaptability imply requirements for applied existing and 
created methods, as well as lifecycle-adapted information 
management to assure the legally required quality. Further, 
both values close the gap to adapting implemented meth-
ods to the desired quality in the real world, since our real-
ity is characterized by omnipresent diversity, in addition to 
moving fluidity, resulting in on-going changes and intricate 
evolutions. A RAI implementation needs to respect the 
movement and complexities of reality. Considering Gener-
alizability, addresses this transition through the lens of the 
relation between data the model has seen, and novel samples 
it encounters, providing a stable, controllable constant—a 
continuous process that profoundly shapes the AI lifecy-
cle’s stability. Adding an additional layer to this foundation, 
Adaptability emphasizes the dynamics of the real world that 
the model will encounter in terms of evolving data. Imple-
menting the desired flexibility supports a comprehensive 
understanding of the intended domain to enable prospective 
design decisions. Consequently, both concepts are closely 
related, with Generalizability comprising the foundation 
for positive Adaptability, while both necessitate continuous 
improvement surrounding the on-going interplay between 
stability and flexibility.

Moving to more concrete criteria of the intelligent sys-
tem’s transition into the real world, Transversality, and 
Translationality both shed light on different perspectives 
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scheming and even a basic understanding how DNNs work, 
which ideally is taught in school.

Finally, in light of on-going global advancements in AI 
regulation, means to organize, structure and assess individ-
ual RAI lifecycle realizations need to be and are being devel-
oped. Methodologies that offer insights how to plan, and 
organize AI lifecycle processes can be found in [31] across 
sectors, and in [32] for medicine, for instance. As part of on-
going research, our next publication is submitted and about 
to be published as a preprint, we introduce our Methodol-
ogy based on Quality Gates (MQG4AI), which is initially 
introduced in [8], and partly illustrated in [9] for a fictional 
use case addressing reliable performance evaluation metrics 
selection for multi-label classification in emergency medi-
cine. Following principles from Design Science Research 
[33], i.e. the continuous communication of an abstract 
design knowledge base and concrete use cases, we focus 
on AI system-specific lifecycle information (& knowledge) 
management for project-specific application scenarios and 
decentralized RAI design knowledge organization alike. 
The generalizable template for high-risk AI, and customiz-
able Quality Gate-format relate implemented concepts with 
regulatory requirements, focusing on AI trustworthiness-
based risk management and AI system-specific informa-
tion linking towards reliable lifecycle processes and design 
decision-making. The envisioned RAI-template on GitHub 
(see Footnote 1), which is a work in progress, incorporates 
our proposed holistic approach, and we envision to provide 
application-centered ethics-training, and -education as part 
of RAI project planning to all stakeholders by design. This 
includes the addition of materials for self-organized ethics-
sessions, as discussed in the next section.

5 Discussion

Our main focus is the transition from research to reality 
for RAI. As a consequence, in the present paper, we aim 
to provide a practical approach for a simple and indepen-
dent integration of ethical topics during project planning 
to shape a RAI mindset for contributing stakeholders. This 
adds to the previous section, where we suggest the integra-
tion of an ethical foundation, realized with our proposed 
holistic approach for RAI, with AI project planning, which 
is exemplified through MQG4AI. Further, at the Center for 
Responsible AI Technologies, we work with an innovative 
approach, “Embedded Ethics and Social Sciences” [5], to 
integrate ethics throughout the development process. This 
approach is embedded in an extensive research program 
that we will not describe in detail here. For more informa-
tion see f.e. [34]. In the present section, we outline subse-
quent ethical topics, and discuss concrete materials, as well 

Thanks to AI’s novelty and inherent dynamics, such as 
its opacity, stochasticity and use case-specificity, constantly 
updating AI knowledge in alignment with the broader 
research community, as well as the industry for RAI life-
cycle implementations is crucial. Currently, a lot of use 
case-specific information on AI exists, scattered around the 
world in form of publications, best practices, and other for-
mats. In Article 4, the AI Act states: “Providers and deploy-
ers of AI systems shall take measures to ensure, to their best 
extent, a sufficient level of AI literacy of their staff and other 
persons dealing with the operation and use of AI systems 
[...]” [10]. In addition, education (which is closely linked to 
research) is interpreted as the flip side of regulation, or gov-
ernance. Especially, in the context of AI, and the technol-
ogy’s inherent dynamics, for regulatory measures to become 
truly successful, the humans that interact with the intelligent 
system need to possess a certain degree of knowledge. For 
instance, regarding physicians and AI, there is a different 
level of profoundness depending on whether they adhere to 
a user or a domain expert role (or both) within an AI project. 
For instance, in [28, 29], the authors outline basic machine 
learning concepts tailored to application in the medical elec-
trocardiogram (ECG) domain, which comprises a resource-
ful foundation for contributing domain experts. Vice versa, 
developers equally need to possess a basic understanding 
of the respective medical domain. Focusing on the medi-
cal user, less technical and more practical information on 
how to approach the intelligent system supports enhanc-
ing transparency and trust when interacting with the intel-
ligent system, resulting in better patient care and respecting 
fundamental rights, safety and health [10]. This results in 
important considerations for on-boarding and monitoring of 
system performance within its intended clinical setting dur-
ing deployment and maintenance. Knowledge of the inter-
nal functioning of the model is less crucial than providing a 
how-to-use approach, as physicians develop a mental model 
of how its influence should be evaluated during interaction 
with the intelligent system [30, 2]. For instance, the per-
ception of physician-machine collaboration was attempted 
to be extracted and analyzed based on the integration of a 
real-time early warning system for patients with sepsis. The 
survey of physicians revealed, that especially the teaming 
perspective is decisive for successful adoption of the tech-
nology. The system was perceived as a competent “second 
pair of eyes” [30, 2], which, among other things, assists in 
organizational activities, such as prioritizing patient visits. 
Generally, reasonable levels of knowledge depending on the 
human’s role need to be identified, and knowledge trans-
formations executed. With respect to public large language 
models (LLM) such as ChatGPT, for instance, this basic 
knowledge may include concepts such as hallucinations, 
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As introduced, we illustrate a possible application of our 
proposed ethos based on the DARE-method, which is cur-
rently being tested for agile software development, and 
can be integrated with familiar procedures [7]. To illustrate 
the desired practicality, we adjust a simplified version of 
the DARE-set to our setting. Among others, this includes 
guiding questions, flash cards, and a user manual, aiming 
to provide a solid foundation for independent, and decen-
tralized ethics training in the context of RAI development. 
DARE, as depicted in Fig. 5, highlights critical topics such 
as training data quality and setup, the role of the human-
in-the-loop, and explainability as essential components of 
RAI. These topics serve as anchors for understanding and 
addressing ethical, technical, and practical challenges in AI 
development. By focusing on these foundational (abstract) 
concepts, a comprehensive framework for RAI discussions 
emerges, constantly evolving in alignment withe project’s 
cycles. When combined with specific flashcards, this frame-
work creates a robust basis for transferring the principles 
and applicability of RAI to individual projects. Overall, this 
structure fosters meaningful conversations and promotes 
the integration of RAI values into diverse development 
contexts.

Other interesting scenarios surrounding RAI ethics ses-
sions within a specific context could include Lego Serious 
Play as foundation for ethical discussions. A draw-back 
would be the lack of independence, since a skilled session 

as a structure for independent ethics training based on the 
DARE-method [7]. Essential materials can be found here.7

For instance, in agile development, the product owner 
acts as the primary interface between the product team and 
various stakeholders, including consulting, passive, exter-
nal, or other active participants regarding the project. A key 
responsibility of the product owner is to effectively commu-
nicate the respective vision to ensure alignment and shared 
understanding across all involved parties. We propose to 
relate this role with knowledge on RAI. Figure 4 illustrates 
the agile development process, and at what stages ethical 
considerations within the team become particularly rele-
vant. (A) focuses on the “what” of development, addressing 
the goals, requirements, and overall direction of the product. 
(B) emphasizes the “how,” concentrating on the processes, 
methods, and approaches used to achieve the goals. Finally, 
(C) represents a moment of reflection, conducted before the 
start of a new iteration, to evaluate and adapt based on ethi-
cal and practical insights gained. This structured approach 
ensures that ethical considerations are woven into the agile 
workflow, promoting thoughtful and responsible develop-
ment practices.

In the context of RAI, “[...] the difficulty in moving from 
principles to practice presents a significant challenge to 
the implementation of ethical guidelines” [35, 1]. Current 
frameworks tend to struggle with practical applicability, 
which is a necessary feature for our fast-paced economy. 

7  h t t p  s : /  / g i t  h u  b . c  o m / m  i r i  a m e  l i a  / M Q  G 4 A I  / b  l o b  / m a i  n / M  Q G 4  D e s  i g n  K 
n o w  l e  d g e  / 1 _ S  y s t  e m /  A p p  l i c  a t i o  n /  E t h  i c s _  S p e  c i fi   c / E t h i c s _ S p e c i fi  c . m d

Fig. 4 Integration of DARE [7] with the agile process, towards embed-
ded ethics [5]. The DARE method, which involves working with a 
grid and cards, can be meaningfully integrated at specific points of 
(agile) development. These points (A, B, and C) are where ethical con-

siderations become particularly relevant. In addition, agile develop-
ment highlights the iterative and evolving character of project-specific 
(RAI) knowledge. The DARE-grid is depicted in more detail in Fig. 5
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individual projects, while fostering a learning environment 
towards RAI literacy.

Additional consultations on brainstorming ethical con-
cepts related to RAI, which support our proposed holistic 
approach, can be found in the literature. Complementing the 
introduction of RAI in [6], we recommend [35], where the 
authors extract RAI ethical recommendations including a 
medical use case example. Further, we would like to high-
light ethical discussions surrounding (semi-)automation of 
AI development, application, and compliance assessment. 
We refer to [36], where the author discusses the question 
when a decision is automated and how to approach different 
workflows in a human-centered manner related to current 
regulation in Europe, i.e. the AI Act, and General Data Pro-
tection Regulation (GDPR). In general, we believe that opti-
mizing towards a responsible semi-automation that is built 
on responsible humans-in-the-loop will benefit AI’s arrival 

manager is needed for a fruitful experience. To still ben-
efit from the positive effects of facilitating communication 
through self-made Lego models, such sessions could be 
included once or twice a year with an external professional, 
for instance, which simultaneously can have enhancing 
effects on the team spirit. Our vision is the provision of mate-
rials in such a way, that discussing the ethical foundation 
can become an integral part of RAI projects. In addition, we 
would like the suggested approach to be an agreeable expe-
rience for participating stakeholders that results in interest-
ing AI ethics consultations, and we follow the ’gamification 
approach’, aiming to create a fruitful learning environment. 
Concretely, we envision to enable the internalization of 
the individual pillar’s meaning, and their interrelations, as 
well as to fuel open discussions on topics related to AI eth-
ics or other, as reasonable identified concepts surrounding 

Fig. 5 Incorporating elements from gamification, the DARE-method [7] provides a solid approach to apply ethics during (agile) development 
projects
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effects on many areas, thanks to the educated and aware 
human-in-the-loop. We hope to design our contribution in a 
way that offers substantial input for RAI ethics, and ethical 
embedding throughout the AI lifecycle, while also inspir-
ing further ideas within concrete application scenarios. As 
part of on-going research, we equally emphasize assembling 
more empirical knowledge in the real world to deduct RAI 
design knowledge. For instance, in form of ethical training 
for different target groups, and overall as integral part of 
RAI software development, fostering the exchange of RAI 
development ideas. We all share one planet, and we believe 
that promoting awareness of the intricacy and responsibility 
of our actions, that shape the world of tomorrow is crucial—
especially, regarding new technologies.
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