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A B S T R A C T

Soil erosion (SE) by water threatens global agriculture by depleting fertile topsoil and causing economic costs. 
Conventional SE models struggle to capture the complex, non-linear interactions between SE drivers. Recently, 
machine learning has gained attention for SE modeling. However, machine learning requires large data sets for 
effective training and validation. In this study, we present Erosion-SAM, which fine-tunes the Segment Anything 
Model (SAM) for automatic segmentation of water erosion features in high-resolution remote sensing imagery. 
The data set comprised 405 manually segmented agricultural fields from erosion-prone areas obtained from the 
rain gauge-adjusted radar rainfall data (RADOLAN) for bare cropland, vegetated cropland, and grassland. Three 
approaches were evaluated: two pre-processing techniques— resizing and cropping — and an improved version 
of the resizing approach with user-defined prompts during the testing phase. All fine-tuned models outperformed 
the original SAM, with the prompt-based resizing method showing the highest accuracy, especially for grassland 
(recall: 0.90, precision: 0.82, dice coefficient: 0.86, IoU: 0.75). SAM performed better than the cropping approach 
only on bare cropland. This discrepancy is attributed to the tendency of SAM to overestimate SE by classifying a 
large proportion of fields as eroded, which increases recall by covering most of the eroded pixels. All three fine- 
tuned approaches showed strong correlations with the actual SE severity ratios, with the prompt-enhanced 
resizing approach achieving the highest R2 of 0.93. In summary, Erosion-SAM shows promising potential for 
automatically detecting SE features from remote sensing images. The generated data sets can be applied to 
machine learning-based SE modeling, providing accurate and consistent training data across different land cover 
types, and offering a reliable alternative to traditional SE models. In addition, erosion-SAM can make a valuable 
contribution to the precise monitoring of SE with high temporal resolution over large areas, and its results could 
benefit reinsurance and insurance-related risk solutions.

1. Introduction

Soil erosion (SE) by water poses a significant threat to agricultural 
sustainability worldwide, as it removes fertile topsoil and leads to 
extensive soil degradation (Eltner et al., 2015; Quinton and Fiener, 
2024; Scholten and Seitz, 2019). Beyond its impact on agriculture, SE 
imposes significant economic burdens and challenges the profitability of 
farming practices (Pimentel et al., 1995). To address these challenges, 
numerous traditional SE models have been developed (Jetten and Favis- 
Mortlock, 2006; Mitasova and Mitas, 2001), ranging from empirical to 
physically based models, varying in spatial scale from sub-plot to 

catchment level (Borrelli et al., 2021). The regression-based empirical 
Universal Soil Loss Equation (USLE, (Wischmeier and Smith, 1978)) and 
the revised USLE (RUSLE, (Renard, 1997)) are the most commonly used 
SE models (Karydas et al., 2014). However, collecting data to calibrate 
and validate such SE models is still a major challenge. Typically, runoff 
and sediment delivery measurements for individual events taken over 
extended periods at plot outlets with natural or artificial rainfall 
(Schindewolf and Schmidt, 2012) or at watershed outlets (Kohrell et al., 
2023) are used to compare predicted and observed soil loss rates. 
However, when using outlet data for model validation, especially in 
large watersheds, the internal process dynamics of the watershed are 
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often overlooked. To address this, long-term erosion assessments using 
radionuclides as tracers (Walling et al., 2003; Wilken et al., 2020) or 
event-based high-resolution remote sensing data (Cândido et al., 2020) 
can be used to test and validate these internal dynamics. However, high- 
resolution remote sensing data has primarily been used in SE models to 
incorporate variables such as vegetation coverage, slope length and 
slope gradient (Ganasri and Ramesh, 2016) and to identify visible 
occurrence of erosion processes at the regional scale (Polovina et al., 
2024) rather than for model validation and training. Fischer et al., 
(2018) advanced this field by implementing a targeted monitoring 
approach that tracks potential SE events over the Bavarian Tertiary 
Hills. Their study visually classified aerial orthophotos into four soil loss 
classes representing the spatial extent of SE damage within fields. These 
classes were used to validate event-based soil loss estimates using soil 
loss ratios from USLE-technology. The study showed a strong and sta
tistically significant correlation between the visually classified and the 
predicted soil loss at the field scale. While the use of visually classified 
orthophotos proved to be effective for validating SE estimates, the 
manual classification process is still labor-intensive and time- 
consuming. Machine learning models offer a promising way to auto
mate this process and extract more detailed information from remote 
sensing data. Machine learning models have been used in various studies 
to assess and map soil erosion (Agnihotri et al., 2021; Mosavi et al., 
2020; Wang et al., 2021). However, traditional machine learning models 
occasionally provide suboptimal predictions (Bui et al., 2020; Gautam 
et al., 2021; Saha et al., 2021). Recent studies have therefore suggested a 
shift towards deep learning models, emphasizing that they are likely to 
be less constrained and more flexible than traditional machine learning 
models (Prasad et al., 2022). Previous studies have shown the significant 
potential of deep learning approaches in SE studies (e.g. Khosravi et al., 
2023; Liu et al., 2023). However, deep learning models also require a 
considerable amount of ground-truth data not only for validation but 
also for effective training, while remotely sensed data labeled with SE 
features are scarce.

Recent advances in deep learning have introduced several innovative 
techniques to reduce reliance on big data. These include few-shot 
learning, self-supervised learning, transfer learning, and data augmen
tation, which data augmentation and transfer learning have become 
very popular in the field of deep learning applications in remote sensing 
(Safonova et al., 2023). In data augmentation, a dataset is artificially 
enlarged by creating new samples through transformations such as 
rotation, scaling and flipping. This technique improves the generaliz
ability and robustness of the model and reduces overfitting (Shorten and 
Khoshgoftaar, 2019; Wagner et al., 2023). Transfer learning, on the 
other hand, uses previously learned features to improve the general
ization ability of the data-based machine learning model. The impor
tance of transfer learning in processing small remote sensing datasets 
has been demonstrated in various studies (Character et al., 2021; Hou 
et al., 2022; Lv et al., 2022; Saadeldin et al., 2022; Wang et al., 2018; 
Zhang et al., 2019). Building on this foundation, the Segment Anything 
Model (SAM) has emerged as a pioneering approach in image segmen
tation, offering substantial potential for transfer learning applications. 
Trained on an extensive dataset of over 1 billion masks derived from 11 
million images, SAM demonstrates strong generalization capabilities 
across diverse datasets and generates precise segmentation masks 
(Kirillov et al., 2023). For instance, Song et al., (2024) refined SAM by 
fine-tuning it for crop segmentation, demonstrating its superior perfor
mance compared to five other advanced segmentation methods. Simi
larly, the ClassWise-SAM-Adapter (CWSAM) was developed by Pu et al., 
(2024) through fine-tuning SAM for land cover classification using 
spaceborne Synthetic Aperture Radar (SAR) imagery. Their results 
showed that CWSAM outperformed traditional state-of-the-art semantic 
segmentation algorithms.

Despite these advances in deep learning and transfer learning tech
niques, automated segmentation of SE at the pixel level has not been 
tested so far. For the first time, this study fine-tunes the pre-trained SAM 

as a transfer learning technique using aerial orthophotos to automati
cally identify the erosion and deposition forms at the pixel level. The 
proposed Erosion-SAM model tests different data preprocessing methods 
and incorporates pixel-based predictions, thereby enhancing both the 
processing and prediction accuracy. Overall, this study aims to 1. 
develop a method to automate pixel-based SE feature segmentation, 
thereby improving the scalability and accuracy of SE detection, and 2. 
evaluate the accuracy of the fine-tuned model across different types of 
land cover, namely grassland, vegetated cropland, and bare cropland. By 
customizing SAM with aerial images of agricultural fields affected by 
erosive rainfall, we aim to qualitatively identify and delineate visible 
traces of SE processes at a high spatial resolution of 20 cm with minimal 
training data.

2. Materials and methods

2.1. Study area

The study area is located in the south-eastern part of Bavaria in 
south-eastern Germany (Fig. 1). The region was selected based on two 
main criteria: (i) availability of high-resolution orthophotos (0.2 m x 0.2 
m) taken after high-intensity rainfall events, and (ii) generally intensive 
agricultural practices in hilly terrain comprising cropland and grassland. 
The test sites within the study area shown in the orthophotos include 
locations with a mean annual precipitation of 800 to 1200 mm/year 
(Auerswald et al., 2009) and a mean temperature between 6 ◦C and 
11 ◦C (German Weather Service, DWD1). Dominant soils are Cambisols 
and Luvisols (Gocke et al., 2021; Iuss and Fao, 1999), whereas slopes 
range between 0 % and 40 %. Typical crops are winter wheat, maize, 
winter barley and potatoes, with the erosion-prone maize fields domi
nating the data set.

2.2. Orthophotos

The Orthophotos used in this study were acquired in a research 
project of the Bavarian Agency for Agriculture, as documented in Fischer 
et al., (2018). The general idea was to acquire orthophotos after heavy 
rainfall events in erosion-prone areas for the period between May and 
September in 2011 and 2012. To decide for the timing of the data 
acquisition, the RADOLAN rainfall data of the DWD with a spatial res
olution of 1 × 1 km2 were used. In case of rainfall events (at least 10 mm 
total rain depth or maximum 30 min rain intensity higher than 10 mm/ 
h) that indicates a high erosion potential, flights with a small airplane 
were performed not longer than 30 days after the determined erosive 
rainfall event. The aerial images were taken at a flight height of about 
900 m with an onboard Nikon D200 camera. This resulted in an image 
pixel resolution of 0.2 m x 0.2. The images were georeferenced using 
ArcGIS Pro 3.1.3 to ensure accurate spatial alignment with InVeKoS data 
(Integrated Administration and Control System). We manually identi
fied and masked 405 individual parcels (Fig. 1) from the aerial imagery 
that exhibited erosion and deposition features such as ephemeral gullies, 
rills and sediment fans. The fields were categorized into grassland (n =
128) and cropland (n = 277), whereas the latter was then subdivided 
into vegetated cropland (n = 131) and bare cropland (n = 146).

2.3. Erosion classification

For each field in the categories, an expert performed a visual inter
pretation to manually segment SE features within the respective field 
(Fig. 1) using ArcGIS Pro 3.1.3, delineating areas where erosion and 
deposition had occurred irrespective of the land cover type. Pixels 
showing erosion or deposition on cropland or grassland were classified 
and labeled as “erosion-deposition”, while all other pixels within the 

1 https://www.dwd.de.
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field were labeled as “undisturbed areas”. From each land cover type, 12 
fields were randomly selected and segmented by three independent 
human classifiers to quantify the accuracy of the manual segmentation. 
The area with erosion and deposition features varied by 8 % for grass
land, 13 % for vegetated cropland and 17 % for bare cropland between 
the four replications.

2.4. Model construction

2.4.1. The Segment Anything Model (SAM)
The Segment Anything Model (Meta AI Inc., USA) marks a significant 

advancement in image segmentation technology. SAM consists of three 
main components (Fig. 2). The image encoder, built on a robust Vision 
Transformer (ViT) backbone, extracts image features. The prompt 
encoder, a lightweight embedding module, generates both sparse and 
dense embeddings from various prompt inputs (points, boxes or masks). 
Finally, the mask decoder combines the outputs of the image encoder 
and the prompt encoder to generate the final segmentation masks.

SAM is available in three variants: base (ViT-B), large (ViT-L) and 
huge (ViT-H) with 91, 308 and 636 million parameters respectively 

(Kirillov et al., 2023). These models differ in terms of computational 
requirements and architectural complexity. In this study, we used the 
ViT-B variant of the SAM to reduce computational demands.

2.4.2. Fine-tuning SAM
Despite SAM’s high accuracy and little to no training data re

quirements, its performance can be limited under specific domain con
ditions. To address this, we employed the fine-tuning technique, a form 
of transfer learning. Fine-tuning involves adapting a pre-trained model 
(including its architecture and weights) to a specific task instead of 
training a new model from scratch. Fine-tuning enhances performance, 
reduces the need for large training data sets, lowers computational costs, 
and saves time (Rawat and Wang, 2017). Pre-training on a broad data set 
is particularly effective when the task-specific data set is small or lacks 
extensive labeled data.

When fine-tuning SAM, we focused on fine-tuning the mask decoder 
(Fig. 2) due to the complexity and the high number of parameters of the 
image encoder. The mask decoder has a lightweight design (Sun et al., 
2024), i.e., it contains fewer parameters and a simpler architecture, 
which makes fine-tuning easier, faster, and more memory efficient.

Fig. 1. A) soil erosion map of Germany in a 75 × 75 m raster (Auerswald et al., 2009) and b) examples of manual segmentation of agricultural fields with erosive 
rainfall, showing erosion and deposition features across different land covers.

Fig. 2. Overview of the Segment Anything Model (SAM) (adapted from Kirillov et al., (2023)). SAM uses a heavyweight image encoder to create an image 
embedding, which is combined with input prompts and passed through a prompt encoder. The features are then decoded into object masks, with corresponding 
confidence scores.
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2.4.3. Input prompts
The architecture of SAM enables the integration of human prompts, 

which increases the effectiveness of human-in-the-loop annotation. 
These prompts can be multimodal: points on the area to be segmented, a 
bounding box around the object or textual descriptions of what is to be 
segmented. For segmentation, we used point prompts in the training 
phase of our fine-tuned SAM. Specifically, 80 points were used, each 
separated by a minimum radius of 10 pixels. However, in the testing 
phase, we used two different approaches to comprehensively evaluate 
the performance of the model. First, we tested the model without 
prompts, as manual SE segmentation is challenging and in real-world 
scenarios often no pre-existing masks are available. Second, we 
considered a scenario where only minimal user input is possible in real- 
world applications. In this approach, point prompts were used in testing 
to mirror the process used in training.

2.4.4. Image pre-processing approaches
To address the variability in the sizes of agricultural fields, we 

considered two methods of pre-processing to standardize the image sizes 
for the model. 

Uniform Resizing: This method involves resizing all field images to 
256 × 256 pixels before inputting them into the model. After the 
model has made its predictions, the images are resized back to their 
original dimensions. While this approach contributes to the stan
dardization of the input dimensions, it can lead to distortions, 
especially in hilly terrain, which may result in unrealistic erosion 
patterns or the loss of important details during downscaling. These 
effects can affect the reliability of model predictions. To minimize 
such problems, it is important to choose a resizing dimension that 
minimizes distortion and ensures that the adjusted sizes remain close 
to the actual dimensions of the fields.
Image Cropping: In this approach, the training images are divided 
into multiple 256 × 256 image patches with a step size of 256 pixels. 
To ensure compatibility with the specified patch size during image 
processing, we used zero padding, in which the image size is 
expanded by appending zeros to facilitate the division into uniform 
patches. To balance the input between erosion and non-erosion 
pixels, patches consisting entirely of non-erosion pixels are 
excluded from the modeling process. Each image patch is processed 
individually by the model. After prediction, the image patches are 
reassembled to reconstruct the original image. To avoid jagged 
predictions at the corners of the test image patches, the step size for 
cropping the test data was reduced to 128 pixels, creating an overlap 
between the merged patches. A blending technique using a simple 
second-order spline window function is then applied. This method 
weights the pixels in the overlapping areas when merging the 
patches and provides smoother transitions between neighboring 
patches.

Both resizing and cropping approaches aim to ensure consistent 
image input sizes for the model while accommodating the varying di
mensions of the agricultural fields. These approaches were compared to 
determine which yields the best performance and accuracy.

2.4.5. Data augmentation
The choice of data augmentation technique depends on the quantity, 

quality and type of data (Safonova et al., 2023). In this study, due to the 
pixel values being zero in the corners of the input images, certain data 
augmentation methods, such as random rotation or random cropping, 
might result in augmented images consisting entirely of zero values, 
potentially causing errors. Therefore, we used horizontal and vertical 
flips methods of data augmentation, which do not encounter this issue.

2.4.6. Field-based soil erosion classification for model testing
Erosion-SAM labels each pixel of a high-resolution orthophoto as 

erosion–deposition or undisturbed areas based on the presence or 
absence of erosion and deposition features. Even though this approach 
provides a detailed spatial resolution, field-based assessment is a valu
able complementary to the analysis. A field-based SE classification 
provides critical insights by identifying which land cover types are most 
susceptible to erosion and deposition, evaluating how different man
agement practices affect soil loss and accumulation on fields, and 
assessing how different environmental conditions influence erosion 
processes. Field-based classifications have also been explored by re
searchers such as Fischer et al., (2018). In this study, we build on this 
concept by implementing a field-based approach to create a data set for 
testing our segmentation model using 15 % of our images (n = 60). The 
percentages of eroded areas within each agricultural field are calculated 
using our labeled ground-truth data pixels, and fields are subsequently 
categorized into three SE severity classes: Class 1 (0–10 % erosion), Class 
2 (10–30 % erosion), and Class 3 (more than 30 % erosion). However, it 
is important to note that our pixel-based classification cannot directly 
compare to the original classification based on estimating the area per 
field affected. The same classification method is then applied to the SE 
maps produced by the model, allowing a direct comparison between the 
predicted and manually segmented results.

2.4.7. Implementation details
The data from all 405 agricultural fields were randomly divided into 

training, validation and test sets. Specifically, 70 % of the fields from 
each land cover category were included in the training set (n = 285), 15 
% in the validation set (n = 60) and 15 % in the test set (n = 60). This 
stratified splitting approach ensured that the distribution of land cover 
types in the training, validation and test subsets was balanced, resulting 
in a representative data set for model evaluation. In the cropping 
approach, to avoid spatial correlations, we first divided the agricultural 
fields into training, validation and test sets and then performed cropping 
to ensure that patches from the same field did not appear in different 
sets. During the training phase, the model adjusts its internal parameters 
(e.g. weights and biases) to learn patterns in the data using back
propagation. After each iteration, the validation set, which is kept 
separate from the training data, is used to evaluate the model’s perfor
mance. This step helps in optimizing hyperparameters (e.g., learning 
rate and batch size) and preventing overfitting (Vabalas et al., 2019; 
Ying, 2019). The model with the lowest validation loss is selected as the 
best-performing model, as it is likely to generalize well to unseen data. 
Finally, the selected model is evaluated using the test set which has 
remained isolated from all previous stages, providing an unbiased 
measure of its ability to generalize to new data.

To further increase the robustness of the model, horizontal and 
vertical flips were applied to the training set as data augmentation 
methods. To further increase the robustness of the model, horizontal and 
vertical flips were applied to the training set as data augmentation 
methods. By applying data augmentation, the number of training data 
was doubled. Data augmentation was only applied to the training set so 
that the validation and test data remained unchanged in both resizing 
and cropping approaches. In the resizing approach, the number of 
training data increased from 285 to 570 samples after applying the data 
augmentation methods, while the number of validation and test samples 
remained unchanged at 60 each. Similarly, in the cropping approach, 
the number of training samples increased from 1,774 to 3,548, while the 
number of validation and test samples remained unchanged at 314 and 
1,060 respectively. The model was trained for 50 epochs, with each 
epoch representing a complete pass of the dataset through the seg
mentation algorithm. To optimize the parameters in the decoder mod
ule, the combination of dice and cross-entropy losses (DiceCELoss) was 
used as the loss function, which uses their average for the total loss and 
is a standard choice for training (Hadlich et al., 2023). The cross-entropy 
loss is given by: 
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LCE = −
1
N

∑C

c=1

∑N

i=1
gc

i logSc
i (1) 

where gc
i is the ground truth binary indicator of the class label c of 

pixel i, and Sc
i is the corresponding predicted segmentation probability. 

The dice loss is defined as: 

LDice = 1 −
2
∑C

c=1
∑N

i=1gc
i Sc

i
∑C

c=1
∑N

i=1gc
i +

∑C
c=1

∑N
i=1Sc

i

(2) 

We used the Adam optimizer, which has been very popular in the 
field of machine learning in recent years due to its easy fine-tuning and 
strong adaptability (Liu et al., 2023). This optimization algorithm 
adaptively adjusts the learning rate, enabling efficient and effective 
model training. The model was trained with a batch size of 4 and an 
initial learning rate of 0.001. To further refine the training process, we 
used the learning rate scheduler, which dynamically adjusted the 
learning rate based on the validation loss. Whenever the validation loss 
did not improve in five consecutive epochs, the learning rate was 
reduced by a factor of 0.1. This adaptive approach allowed us to 
maintain an optimal balance between convergence speed and model 
performance throughout the training process.

All experiments were conducted using Python and the PyTorch 
framework on a computer configured with an NVIDIA GeForce RTX 
4070 Ti GPU and running the Windows 11 operating system. The 
parameter settings used during the fine-tuning process are summarized 
in Table 1. These parameters were carefully chosen to optimize the 
performance of the model while overcoming the particular challenges 
posed by the erosion dataset and computational resources.

2.5. Evaluation metrics

To evaluate the accuracy of the model in segmenting SE features, 
four evaluation metrics including precision, dice coefficient, recall and 
intersection-over-union (IoU) were utilized as defined by the following 
equations (Vinayahalingam et al., 2023): 

precision =
TP

TP + FP
(3) 

dice coefficient =
2TP

2TP + FP + FN
(4) 

recall =
TP

TP + FN
(5) 

IoU =
TP

TP + FP + FN
(6) 

Where TP, FP and FN represent the number of true positives, false 
positives and false negatives pixel labels, respectively.

Precision, dice coefficient, recall and IoU are key performance met
rics in image segmentation. Precision describes how well the model 

identifies erosion pixels as positive predicted values, indicating the 
proportion of correctly predicted erosion pixels. In addition, the dice 
coefficient measures the similarity between the ground truth and the 
predicted data set and is commonly used in image segmentation. It 
ranges from 0 to 1, where 1 represents a perfect overlap and 0 represents 
no overlap. Similarly, IoU, also known as the Jaccard index, includes the 
data of TP, FP and FN. Our segmentation process for erosion features 
involves two steps, localization of the area in an orthophoto and clas
sification of an area as erosion or non-erosion. In addition, IoU is scale- 
invariant and evaluates how well the predicted erosion area matches the 
ground truth. Finally, recall, which reflects the sensitivity of the model, 
describes the proportion of correct erosion pixels in the total number of 
erosion pixels in the ground truth data. Fig. 3 shows the flowchart of the 
work.

To assess the field-based predictions, two metrics including the co
efficient of determination (R2) and mean absolute error (MAE) were also 
calculated as follows: 

R2 = 1 −
ResidualSumofSquares(RSS)

TotalSumofSquares(TSS)
= 1 −

∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − y)2 (7) 

MAE =
1
n
∑n

i=1
|yi − ŷi| (8) 

Where n is the number of data, yi is the observed value, ŷi is the 
corresponding predicted value and y is the mean of the observed values.

3. Results and discussion

3.1. Training and validation losses

The model was trained and validated over 50 epochs (Fig. 4) 
reflecting the number of times the data set passes through the segmen
tation algorithm. The results showed that for the resizing approach, the 
training loss dropped significantly during the first epochs. After this 
sharp decrease, the rate of decrease slowed down and finally reached a 
value below 0.23 in the last epoch. The validation loss for the resizing 
approach also showed a general downward trend until epoch 20, indi
cating that the model generalizes well to unseen data, while it stabilized 
after this point, indicating an overfitting to the training data after this 
inflection point (Shorten and Khoshgoftaar, 2019).

In the cropping approach, training losses followed a similar pattern 
to the resizing approach, with a general decrease across epochs, reach
ing approximately 0.26 at epoch 50. Similarly, validation losses dis
played a consistent downward trend with a minimum of 0.25 at epoch 
30. Following epoch 30, the validation loss stabilized, indicating that 
additional training would likely not improve performance and sug
gesting overfitting to the training data beyond this point. The validation 
loss curve showed signs of overfitting later for the cropping method 
(after 30 epochs) than for the resizing method (after 20 epochs). This 
discrepancy stems from the different pre-processing approaches. In the 
resizing method, the images were resized to 256 × 256 pixels, whereas 
in the cropping method, each image was divided into multiple 256 ×
256 patches depending on the original dimensions. As a result, the 
cropping approach generated a larger training dataset (3548 patches for 
the cropping approach compared to 570 patches for the resizing 
approach, both after applying data augmentation techniques), delaying 
the occurrence of overfitting (Elhage et al., 2022; Safonova et al., 2023; 
Shorten and Khoshgoftaar, 2019).

The lowest validation loss for the resizing approach was achieved in 
epoch 20 with a value of 0.24, while it was achieved for the cropping 
approach in epoch 30 with a value of 0.28. Consequently, the models 
from these respective epochs were selected as optimal models for the 
resizing and cropping approaches. Overall, the training and validation 
losses for the resizing approach were slightly lower than for the cropping 
approach, indicating a better generalization performance for the 

Table 1 
The parameter settings used during the fine-tuning process.

Parameter Settings

Data split Training: 70 % (n = 285), 
Validation: 15 % (n = 60), 
Testing: 15 % (n = 60)

Loss function DiceCELoss (Dice + Cross-Entropy loss)
Optimizer Adam
Learning rate Initial: 0.001, Decay: 0.1
Batch size 4
Epochs 50
Data augmentation Horizontal and vertical flips
Weight initialization Pretrained weights (SAM)
Framework PyTorch (Python)
Hardware NVIDIA GeForce RTX 4070 Ti, Windows 11
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resizing method.

3.2. Performance of the model on the validation set

The values of the performance metrics across the training epochs for 
both the resizing and cropping approaches are shown in Fig. 5. Both 
approaches showed a consistent ascending course in their metrics, 
indicating a progressive improvement in model accuracy throughout the 
training process. Remarkably, the improvement reached a plateau in 
middle training epochs and behaved similarly to the loss function. This 
stabilization indicates that the models have achieved optimal perfor
mance and further training beyond this point would likely not yield 
significant improvements.

In the first few epochs, considerable fluctuations were observed in all 
metrics, which can be attributed to the weight adjustments of the model 
and the extensive learning phases. As training progressed, the fluctua
tions decreased, indicating that the learning process became more 
refined and the model gradually recognized patterns in the data. For the 
resizing approach, precision was consistently higher than the other 

metrics throughout training, reaching a value of 0.78 at the best epoch 
(epoch 20). At the same point, the dice coefficient and recall were 0.77 
and 0.76, respectively. IoU remained the lowest with a value of 0.63, 
indicating a relatively high overlap between predicted and actual SE 
pixels. For the cropping approach, precision also remained the highest of 
all evaluation metrics, reaching 0.81 in the best epoch (epoch 30), fol
lowed by dice coefficient, recall and IoU at 0.79, 0.76 and 0.66, 
respectively.

3.3. Performance analysis of the SAM and fine-tuned models across 
different land covers

The performance of the models on test data for grassland, vegetated 
cropland and bare cropland and the overall performance are shown in 
Table 2. In vegetated cropland, SAM showed its weakest performance 
compared to bare cropland and grassland, with a recall of 0.52, a pre
cision of 0.19, a dice coefficient of 0.28 and an IoU of 0.16. The sig
nificant discrepancy between recall and precision indicates that 
although SAM detected a large proportion of eroded areas on vegetated 

Fig. 3. Overview of the network for fine-tuning the mask decoder of the Segment Anything Model. The input images and masks are preprocessed using two ap
proaches: Cropping to 256 × 256 patches (blue box) or resizing to 256 × 256 pixels (orange box). Both approaches are followed by data augmentation. The images 
are then passed through the image encoder, where they are transformed into embeddings. These embeddings, in combination with point prompts, are fed into the 
fine-tuned mask decoder (red box) to generate the final segmentation mask. In the cropping approach, after generating a mask for each patch, they are merged, and a 
spline filter is applied to the overlaps of the patches to provide smoother transitions between neighboring patches.
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cropland, many of the identified regions were false positives, as the 
model often misclassified non-eroded areas as erosion areas, such as 
crops, bare patches in between or tractor tracks. This leads to an over
estimation of eroded areas (Ishikawa et al., 2021; Sun et al., 2024) 
(Fig. 6 a).

The fine-tuned model, which utilized the cropping approach for pre- 
processing the data, achieved its best performance in grassland with 
recall, precision, dice and IoU values of 0.77, 0.68, 0.72 and 0.56, 
respectively. This can be attributed to the more uniform ground surface 
in grassland compared to bare cropland and vegetated cropland, which 
facilitates the detection of SE. In addition, the deposition areas in the 
grassland form a clearer contrast to the vegetated, non-eroded or 
sediment-covered areas. However, for vegetated cropland, segmentation 
accuracy decreased in all evaluation metrics, with recall, precision, dice, 
and IoU values of 0.59 each and an IoU of 0.42. This decrease in per
formance can be explained by the presence of crops, tractor tracks or 

bare patches, which the model occasionally misclassified as SE. The 
lowest performance of the cropping approach was observed for bare 
cropland where the recall, precision, dice, and IoU values were 0.41, 
0.31, 0.35 and 0.21, respectively. This lower accuracy is due to the 
similarity between eroded and natural soil, which makes it difficult for 
the model to accurately segment SE in bare cropland.

In the resizing approach without using input prompts in the testing 
phase, the performance for grassland stood out with the highest score, 
including a recall of 0.84, a precision of 0.77, a dice coefficient of 0.80 
and an IoU of 0.67. These metrics indicate that the model performs well 
in detecting SE in grassland areas, achieving high sensitivity and decent 
precision. On the other hand, the resizing approach yielded moderate 
results in vegetated cropland with a recall of 0.57, precision of 0.65, a 
dice coefficient of 0.61, and IoU of 0.43. While the higher precision 
suggests that the model is quite accurate in predicting SE, the lower 
recall suggests that it may miss certain eroded areas due to complex 

Fig. 4. Training and validation losses over the training epochs for a) resizing and b) cropping approaches.

Fig. 5. Performance of the fine-tuned model on the validation set over the training epochs for a) resizing and b) cropping approaches.
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landscape features such as crops, bare patches or tractor tracks, leading 
to under-detection rather than misclassification. The lowest perfor
mance of the resizing approach was observed in bare cropland with a 
recall of 0.50, a precision of 0.46, a dice of 0.48 and an IoU of 0.31. This 
is consistent with previous observations in the cropping approach 
regarding the difficulty of detecting SE in bare cropland.

The resizing approach, having demonstrated superior performance 
across all land cover types, was selected as the optimal model for SE 
segmentation. To further improve the practical applicability of the 
model, user-specific prompts were integrated during the testing phase, 
allowing the user’s knowledge to be incorporated for better identifica
tion of SE sites. This improvement takes advantage of the practical fact 
that field operators often have valuable contextual information about 
potential SE areas. The implementation of these prompts showed vary
ing effectiveness across different land cover types. In grassland, the 
approach reached its optimal performance with impressive values: a 
recall of 0.90, a precision of 0.82, a dice coefficient of 0.86 and an IoU of 
0.75. For vegetated cropland, the performance metrics dropped to 0.80, 
0.74, 0.77 and 0.62 for recall, precision, Dice coefficient and IoU, 
respectively. Bare cropland proved to be the most challenging envi
ronment where the approach achieved its lowest performance: a recall 
of 0.73, a precision of 0.72, a dice coefficient of 0.72 and an IoU of 0.57. 
Nevertheless, the integration of point prompts significantly improved 
the performance of the model in detecting SE areas, especially in bare 
cropland environments where identification was previously a major 
challenge. This marked difference in performance between land cover 
types suggests that the environmental context significantly influences 
the segmentation capabilities of the model, with the resizing approach 
using point prompts effectively mitigating many land cover-specific 
challenges.

3.4. Comparison of the effectiveness of SAM and fine-tuned models in 
detecting soil erosion

A comprehensive evaluation showed that the resizing approach, 
when enhanced with point prompts during the testing phase, consis
tently outperformed all other tested models across different land covers 
(Fig. 6 b and c). Without prompts, the resizing approach remained in 
second place across all land covers, followed by the cropping approach, 
with a notable exception in bare cropland environments, where the 
original SAM performed better than the cropping approach. Despite the 
higher accuracy in bare cropland, the main problem of SAM was that it 

tended to overestimate SE by misclassifying a large proportion of fields 
as eroded, leading to numerous false positives and over-segmentation of 
SE (Ishikawa et al., 2021; Sun et al., 2024) (Fig. 6 d). This limitation was 
emphasized by the significant discrepancy between recall and precision 
observed in SAM across all land covers. In contrast, the resizing and 
cropping approaches showed a more balanced relationship between 
recall and precision, indicating higher accuracy in SE classification.

On average across all land covers, the prompt-enhanced resizing 
approach delivered the most balanced and effective results, achieving 
the highest scores for recall (0.81), precision (0.76), dice coefficient 
(0.78) and IoU (0.64). These results revealed a clear hierarchy of per
formance: the prompt-enhanced resizing approach ranked first, fol
lowed by without prompt resizing, cropping and finally the original 
SAM. These results are consistent with those of Sun et al., (2024), who 
had previously demonstrated the superiority of fine-tuned SAM imple
mentations over the original SAM. The higher performance of the 
resizing approach compared to the cropping approach can be attributed 
to the ability of the resizing approach to better preserve spatial re
lationships and important features, as it processes entire fields at once, 
as opposed to the cropping approach, which divides the field into several 
smaller patches. Erosion and deposition often cause large, visible fea
tures that extend across entire agricultural fields extending from one 
side of the image to the other. In the cropping approach, these features 
are usually spread across multiple image patches and not limited to a 
single patch. Since the predictions in the cropping approach are made 
independently for each patch and later combined, this method does not 
preserve spatial relationships and important features despite the ex
pected advantages of increasing the sample size and preserving details. 
Consequently, the resizing approach proves to be more effective in 
identifying signs of erosion and sedimentation.

3.5. Implementation of field-based soil erosion assessment

The field-based correlation analysis (Fig. 7) revealed that the SE 
ratios predicted by the resizing approach with point prompts showed the 
highest agreement with the ground truth data (R2 = 0.93, MAE = 1.5), 
followed by the resizing approach without prompts (R2 = 0.70, MAE =
3.19) and the cropping approach (R2 = 0.58, MAE = 3.74).

Confusion matrices show the classification performance for SE 
severity in three different classes (Fig. 8). The prompt-based resizing 
approach showed superior accuracy, especially for classifying the lower 
severity classes. For Class 1 (minimal erosion), an accuracy of 97.5 % 

Table 2 
The performance of the models on test data across different land cover types.

Model Land cover recall precision dice IoU

Original SAM grassland 0.63 0.48 0.54 0.37
vegetated cropland 0.52 0.19 0.28 0.16
bare cropland 0.53 0.37 0.44 0.28
total 0.56 0.35 0.43 0.27

Cropping approach grassland 0.77 (+ 0.14) 0.68 (+ 0.20) 0.72 (+ 0.18) 0.56 (+ 0.19)
vegetated cropland 0.59 (+ 0.07) 0.59 (+ 0.40) 0.59 (+ 0.31) 0.42 (+ 0.26)
bare cropland 0.41 (− 0.12) 0.31 (− 0.06) 0.35 (− 0.09) 0.21 (− 0.07)
total 0.58 (+ 0.02) 0.52 (+ 0.17) 0.55 (+ 0.12) 0.38 (+ 0.11)

Resizing approach (without prompt) grassland 0.84 (+ 0.21) 0.77 (+ 0.29) 0.80 (+ 0.26) 0.67 (+ 0.30)
vegetated cropland 0.57(+ 0.05) 0.65 (+ 0.46) 0.61 (+ 0.33) 0.43 (+ 0.27)
bare cropland 0.50 (− 0.03) 0.46 (+ 0.09) 0.48 (+ 0.04) 0.31 (+ 0.03)
total 0.63 (+ 0.07) 0.62 (+ 0.27) 0.63 (+ 0.20) 0.46 (+ 0.19)

Resizing approach (with prompt) grassland 0.90 (+ 0.27) 0.82 (+ 0.34) 0.86 (+ 0.32) 0.75 (+ 0.38)
vegetated cropland 0.80 (+ 0.28) 0.74 (+ 0.55) 0.77 (+ 0.49) 0.62 (+ 0.46)
bare cropland 0.73 (+ 0.20) 0.72 (+ 0.35) 0.72 (+ 0.28) 0.57 (+ 0.29)
total 0.81 (+ 0.25) 0.76 (+ 0.41) 0.78 (+ 0.35) 0.64 (+ 0.37)
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was achieved, with only 2.5 % misclassified as Class 2. Class 2 (moderate 
erosion) also performed solidly, with only 5.9 % of fields being mis
classified as Class 1. For Class 3 (severe erosion), the model achieved a 
moderate accuracy of 66.7 %, with the remaining 33.3 % being mis
classified as Class 2.

The standard resizing approach (without point prompts) maintained 
high accuracy for Class 1 (95.0 %), with 5.0 % misclassification as Class 
2. However, performance for Class 2 decreased, with only 64.7 % of 
fields correctly classified and 35.3 % incorrectly classified as Class 1, 
suggesting that it is difficult to distinguish between Class 2 and Class 1. 
The performance for Class 3 was similar to the prompt-enhanced 
approach with 66.7 % accuracy and 33.3 % misclassification as Class 2.

The cropping approach showed a comparatively lower performance 
for Class 1 with an accuracy of 90.0 %. For Class 2, the accuracy of the 
model decreased, with 76.5 % of fields correctly classified as Class 2 and 
23.5 % incorrectly classified as Class 1, again indicating some confusion 
between Class 2 and Class 1. The accuracy for Class 3 remained the same 
as the other approaches at 66.7 %, with 33.3 % incorrectly classified as 
Class 2.

Overall, it can be concluded that both standard resizing and the 
cropping approaches tend to underestimate the severity of SE compared 
to the ground truth values. In contrast, the prompt-enhanced resizing 
approach achieved consistently higher classification accuracy at all 
severity classes, excelling particularly in distinguishing between Class 1 

Fig. 6. Overview of soil erosion segmentation with the original SAM and the fine-tuned models.
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and Class 2 categories.

4. Conclusion

This study introduces the innovative Erosion-SAM model, which 
automatically detects erosion and deposition features for each pixel of 
high-resolution orthophotos. By fine-tuning the Segment Anything 
Model for bare cropland, vegetated cropland, and grassland, Erosion- 
SAM overcomes significant challenges in SE detection. Three method
ological approaches were evaluated: resizing, cropping, and an 
improved resizing method with user-defined prompts during testing. 
Our comparative analysis showed that fine-tuning significantly im
proves the accuracy of the SAM model in detecting areas of erosion and 
deposition and enables accurate segmentation of SE features in remote 
sensing data. These results highlight the potential of the Erosion-SAM 
model in overcoming the challenges of SE detection, especially when 
limited labeled data is available. It provides the unique opportunity to 
obtain validation data for traditional physically-based and empirical SE 
models as well as large training data sets for data-based erosion models 
using machine learning approaches. This innovation enables not only 
detailed environmental monitoring but also information for policy de
cisions, agricultural practices and risk assessments for erosion-prone 
areas, including applications in insurance and land management. 
Although the results of SE segmentation are promising, this study is the 
first of its kind and further research is needed. Future studies should 
investigate the training of the Erosion-SAM model with larger and more 
accurate data sets. Since our current labeled data were segmented by 

only one expert, incorporating multiple expert annotations would 
standardize the data and potentially improve model accuracy. In addi
tion, the relatively small data set used for training underscores the need 
for expanded data sets to improve the robustness and generalizability of 
the model. Future research could investigate the integration of high- 
resolution satellite remote sensing data such as WorldView-3, GeoEye- 
1 and KOMPSAT-3 which could extend the applicability of Erosion-SAM 
for large-scale studies. Such efforts would enable monitoring with higher 
temporal and spatial resolution and provide important insights for long- 
term environmental management. Further comparative studies are also 
recommended to evaluate the performance of Erosion-SAM against 
traditional and machine learning-based SE models in both localization 
and classification of erosion and deposition areas. These studies would 
deepen the understanding of the strengths and limitations of the model 
and support its integration into broader environmental monitoring 
systems. In summary, Erosion-SAM represents a significant advance in 
the automatic detection and segmentation of SE. Its potential to revo
lutionize SE monitoring at fine spatial and temporal scales makes it a 
valuable tool for addressing global challenges related to land degrada
tion, food security and climate change adaptation.
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