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Confined active particles with spatially dependent Lorentz force:
An odd twist to the “best Fokker-Planck approximation”
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We derive a version of the so-called “best Fokker-Planck approximation” (BFPA) to describe the spatial
properties of interacting active Ornstein-Uhlenbeck particles in arbitrary spatial dimensions. In doing so, we also
take into account the odd-diffusive contribution of the Lorentz force acting on a charged particle in a spatially
dependent magnetic field, sticking to the overdamped limit. While the BFPA itself does not turn out to be widely
useful, our general approach allows us to deduce an appropriate generalization of the Fox approximation, which
we use to characterize the stationary behavior of a single active particle in an external potential by deriving
analytic expressions for configurational probability distributions (or effective potentials). In agreement with
computer simulations, our theory predicts that the Lorentz force reduces the effective attraction and thus the
probability to find an active particle in the vicinity of a repulsive wall. Even for an inhomogeneous magnetic field,
our theoretical findings provide useful qualitative insights, specifically regarding the location of accumulation
regions.
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I. INTRODUCTION

For over a decade, the peculiar and diverse nonequilib-
rium behavior of active particles, ranging from swimming
organisms over Janus colloids to vibrated granular media,
has stimulated an immense body of research [1], including
the development of numerous theoretical approaches [2,3].
Specifically, ever since the first efforts [4,5] to describe the
self-propulsion of active colloids by Ornstein-Uhlenbeck pro-
cesses [6], such active Ornstein-Uhlenbeck particles (AOUPs)
have been a particularly convenient model system for theo-
retical analysis [7–28] as their self-propulsion is described
as a Gaussian process. The continuously increasing popu-
larity of the relatively simple AOUP dynamics [29–42] also
brought a renaissance of mappings onto effective Fokker-
Planck equations (FPEs) for the positional variable, dating
back to a significant body of work done in the eighties
[43]. Most notably, multicomponent versions [4,44,45] of
the approach by Fox [46,47] and the unified colored noise
approximation (UCNA) [48,49] have been adopted to study
structural [4,15,17,37,45,50–54], mechanical [32,55–57], and
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dynamical [44] properties of active fluids. Although the nature
of these two approaches is quite different, they result in the
same effective configurational probability distribution in the
steady state. However, a detailed comparison [52] revealed
that Fox’s result better reflects the behavior of active particles
in the presence of an additional white noise, naturally emerg-
ing in a Brownian system. Also for mixtures of two particles
with different activity Fox’s approach has been shown to be
better reflect the nonequilibrium behavior [58].

The method by Fox belongs to a large class of ap-
proximation schemes providing an effective FPE for the
configurational variables. A generic strategy to arrive at such
a result involves writing down a formally exact FPE and
subsequently eliminating the fluctuating variable, for which
various methods have been exploited [43,59–62]. It has been
argued [62,63] that it is the particular choice of subse-
quent approximations that determines the central quantity
within the approximate FPE, i.e., the effective diffusivity.
The most common outcomes of these procedures either cor-
respond to the so-called “best Fokker-Planck approximation”
(BFPA) [62–69] or are equivalent to the Fox approximation
[44–47,62,68]. Most notably, the Fox result can be recovered
in two contrasting ways, namely by performing a particular
expansion of the BFPA to first order [62,69], as well as, by
taking the derivation of the BFPA to higher orders [70–72].
Among the approximation schemes toward an effective FPE,
the UCNA takes a special role, since all approximations
are made on the level of the governing stochastic Langevin
differential equation [4,53]. As a result, the dynamical
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behavior predicted by the UCNA is inherently different and
only the steady-state results are directly comparable to other
approaches [52].

In contrast to Fox and UCNA, the BFPA has not been
discussed in the contemporary context of active particles. A
possible reason for this is the decrease of its popularity follow-
ing an extensive debate of whether even the one-component
BFPA does justice to its auspicious name, which can be reca-
pitulated by considering the following three aspects. First, a
well-known problem of both the BFPA and the Fox approach
is that the effective diffusivity is not always positive definite,
which may result in an ill-defined probability distribution.
However, the implicit form defined within the BFPA is even
more uncontrollable than the analytic Fox expression, as the
latter allows for a simple empirical modification to enforce
positive definiteness [52]. As an alternative rectification, a
time-dependent approximation for the diffusion coefficient
has been proposed [73,74]. In general, it has been argued
that any effective FPE possessing a positive definite diffusiv-
ity comes along with a significant increase in computational
complexity [75]. Second, the additional shortcomings specific
to the BFPA have been revealed by addressing, e.g., empir-
ical modifications [71], higher-order terms [70–72], details
of the underlying model system [76], alternative approxi-
mations in the derivation [77] or regularization techniques
[78]. Finally, the major point of criticism of the BFPA arises
from the fact that it is not exact in the limit of infinite per-
sistence time of the colored noise, in contrast to both Fox
and UCNA, see Refs. [71,72] for a detailed discussion. The
higher appreciation of these latter approaches is thus based
on their interpolation between two exact limits, as all effec-
tive FPEs are naturally exact for (passive) particles in the
limit of uncorrelated (thermal) white noise. For these reasons
the BFPA is not the first method of choice in the recent
applications of effective equilibrium descriptions to active
particles. While the name BFPA justifiably remained for his-
torical reasons, the above insights have been summarized by
Grigolini in the intentionally contradictory statement that “an
approximation to the best Fokker-Planck approximation, turns
out to be better than the best Fokker-Planck approximation
itself” [71].

Despite its ill-fated history, there are two reasons that
make it worthwhile to resurrect the multicomponent BFPA in
view of an application to AOUPs. First, it allows to draw a
connection to the recently obtained systematic small-activity
expansions [12,14,15], which provide an accurate descrip-
tion of the stationary configurational probability distribution
upon subsequently integrating out of the velocity coordi-
nate and performing a resummation. In contrast to Fox and
UCNA, these calculations admit a dependence on the inter-
action potential beyond its second derivatives—just like the
classical expansions providing the foundations of the BFPA
[60,62,64,71,79]. Relatedly, there exist some systems where
the BFPA actually captures qualitative features that are not
appreciated by the Fox theory, like, e.g., a nonlocal curva-
ture dependence [62]. Second, the explicit knowledge of the
Langevin equations for the colored-noise system of interest
is not necessarily required to derive the BFPA, e.g., when
using a projection-operator formalism [80–82]. This opens up
a new avenue to derive effective FPE models when the current

methods to derive the Fox and UCNA for AOUPs cannot be
readily employed.

One such system, for which the question on what is the
proper form of the corresponding (overdamped) Langevin
equation of motion is not easily answered [83], is the Brow-
nian motion of charged active particles evolving under the
influence of the Lorentz force in a spatially inhomogeneous
magnetic field [84]. The FPE for the overdamped motion un-
der Lorentz force, however, can be derived without the explicit
knowledge of the corresponding Langevin equation [83,85].
The diffusion coefficient that enters the FPE is tensorial and,
notably, has an antisymmetric part. This apparent violation
of the symmetry of the diffusion tensor has its roots in the
broken time-reversal symmetry due to the Lorentz force. With
such a diffusion tensor, density gradients give rise to fluxes
both along and perpendicular to them [86]. These dynamics,
which basically represent the diffusive version of the classical
Hall effect, are characteristic of a class of systems referred
to as odd-diffusive, which have recently received significant
attention [87–94]. Odd-diffusive systems can exhibit unusual
or counterintuitive behavior, such as superballistic motion of
overdamped Rouse dimers [95], interaction-enhanced self-
diffusion [96] or oscillatory autocorrelations [97]. Moreover,
the dynamics of interacting particles under Lorentz force
show intriguing similarity to systems dominated by a Magnus
force [98,99] and point vortices in superfluids [100] or liquid
systems [101,102].

In this paper, we use projection operators to derive a gen-
eral FPE in the form of the multicomponent BFPA for charged
AOUPs subject to a Lorentz force in an inhomogeneous mag-
netic field. To this end, we discuss in Sec. II the AOUP model
and its approximate description in terms of effective FPEs,
focusing on the BFPA and its expansions. Then we study in
Sec. III the behavior of overdamped AOUPs in the presence
of homogeneous and inhomogeneous magnetic fields, using
numerical simulations and the generalized Fox formula ob-
tained in the first iteration step of our general BFPA result. We
conclude in Sec. IV and discuss possible future applications.

II. EFFECTIVE FOKKER-PLANCK EQUATIONS

Our first goal is to introduce the BFPA and understand its
relation to other available approaches. For the moment, we
thus consider interacting AOUPs in the absence of a magnetic
field and recapitulate the current status of effective FPEs.

A. AOUP model

In our equations of motion, we use a componentwise no-
tation [53] for the dN coordinates xα of N AOUPs in d

dimensions and indicate the set of all coordinates {xα} (or
other variables) for α = 1, . . . , dN by curly brackets. Then,
the Langevin equations of the AOUPs read

ẋα (t ) = γ −1Fα ({xβ}) + Itξα (t ) + χα (t ), (1)

where the stationary stochastic processes χα (t ) evolve in time
according to

χ̇α (t ) = −χα (t )

τ
+ ηα (t )

τ
. (2)

025412-2



CONFINED ACTIVE PARTICLES WITH SPATIALLY … PHYSICAL REVIEW E 111, 025412 (2025)

The Gaussian white noises ξα and ηα have the cor-
relators 〈ξα (t )ξβ (t ′)〉=2Dtδαβδ(t − t ′) and 〈ηα (t )ηβ (t ′)〉=
2Daδαβδ(t − t ′), where Dt and Da are the diffusion coeffi-
cients characterizing passive Brownian motion and the active
propulsion, respectively. Moreover, τ is the persistence time
of the active motion, γ = (βDt )−1 is the friction coefficient
satisfying the fluctuation-dissipation theorem with the inverse
temperature β, and It ∈ {0, 1} serves as a characteristic func-
tion to specify whether or not the (translational) Brownian
noise ξα (t ) is present. Finally, Fα are the conservative forces
on xα , which introduce a typical unit length scale d .

The Ornstein-Uhlenbeck processes, Eq. (2), evolve in-
dependently of the spatial coordinates. They are Gaussian
processes with zero mean and the correlation

〈χα (t )χβ (t ′)〉 = Da

τ
δαβe− |t−t ′ |

τ . (3)

The steady-state probability distribution

RN ({χα}) =
(

τ

2πDa

)dN
2 ∏

α

exp

(
− τ

2Da
χ2

α

)
=

∏
α

ρ(χα )

(4)

of the associated variables {χα} is a product of individual
Gaussians ρ(χ ) = √

τ/(2πDa) exp(−τχ2/(2Da)) for each
component. The rotational motion of active Brownian par-
ticles with self-propulsion velocity v0 can be approximately
represented by AOUPs [50,52] when identifying τ with the
timescale for rotational Brownian motion, setting Da = v2

0τ/d

and neglecting higher-order correlations of the active force.
In Appendix A, we describe our numerical simulations of
the AOUP model, including a generalization to include the
Lorentz force on charged AOUPs in a magnetic field.

B. Fox approach recapitulated

Here, we briefly state the results from the literature for
an effecitve Fokker-Planck equation for the configurational
probability distribution fN ({xα}, t ) of the particle positions,
representing the stochastic process specified by Eq. (1). The
multicomponent Fox approximation [44,45,68] has the gen-
eral form

∂t fN

Dt
= −∂αβFα fN + ∂α∂β (Dαβ fN ), (5)

where Dαβ is a dimensionless effective diffusion tensor and
∂α = ∂/∂xα denotes the partial derivative in space with re-
spect to the component xα of the particle position [which is
not to be confused with the stochastic process xα (t ) in Eq. (1)].
We use the convention that repeated indices are summed over
from 1 to dN . The notion of Dαβ as a diffusion tensor becomes
evident from rearranging Eq. (5) in the form of a diffusion
equation with an effective force [52].

The components of the effective diffusion tensor are
given by

D(f)
αβ ({xγ }) = Itδαβ + Da 
−1

αβ , (6)

with the dimensionless active diffusivity Da = Da/Dt and the
mobility matrix


αβ ({xγ }) = δαβ − τDtβ∂βFα. (7)

Here and throughout the manuscript 
−1
αβ denotes the compo-

nents of the inverse matrix �−1 and not the inverse 1/
αβ of
a single component. For completeness, the effective diffusion
tensor in the UCNA reads

D(u)
αβ ({xγ }) = (It + Da) 
−1

αβ , (8)

such that we find D(u)
αβ = D(f)

αβ in the absence of thermal noise
(It = 0). However, in the UCNA, the effective FPE generally
differs from Eq. (5) by a factor 
αβ , see Ref. [52] for a detailed
comparison of these two approaches.

C. Derivation of the BFPA

As a next step, we extend the number of available effective
configurational FPEs by deriving the multicomponent BFPA
[67] for AOUPs (see also Appendix B). To this end, let us first
consider the FPE

∂t PN = (La + Lb + L1)PN , (9)

for the joint probability distribution PN ({xα}, {χα}, t ) associ-
ated with Eqs. (1) and (2), where

La := −Dt∂α (βFα − It∂α ), (10)

Lb := 1

τ

∂

∂χα

χα + Da

τ 2

∂

∂χα

∂

∂χα

, (11)

L1 := −χα∂α. (12)

The motivation for this splitting into three scalar operators
is that the variables {χα} representing the (correlated) active
fluctuations are not of direct physical interest. Due to the
cross-terms in the interaction operator L1, a simple factoriza-
tion of PN ({xα}, {χα}, t ) into probability distributions of the
type fN ({xα}, t ) and RN ({χα}, t ) is not possible. We thus seek
to identify an approximate FPE for the marginal probability
distribution fN ({xα}, t ) in the form of Eq. (5) by eliminating
the dependence on {χα}.

We proceed by projecting Eq. (9) onto the (multivariate)
steady-state distribution RN ({χα}), given by Eq. (4), which
solves Lb RN = 0. As detailed in Appendix B 1, this procedure
yields the formal expression

∂t fN = La fN +
∫ t

0
ds

〈
Lχ (0)eLasLχ (s)e−Las

〉
fN (t ) (13)

for the configurational probability distribution at second per-
turbation order, valid up to linear order in Daτ , where the
angle brackets denote an average with respect to RN . Here, we
defined the dynamical evolution operator Lχ (t ) := −χα (t )∂α ,
which follows from L1 in Eq. (12) upon replacing the random
variables {χα} with the explicit time-dependent Ornstein-
Uhlenbeck processes {χα (t )}.

As detailed in Appendix B 2, the term under the integral
in Eq. (13) can be rewritten in terms of the exponential
correlator, Eq. (3), of the Ornstein-Uhlenbeck noise and a
tensorial quantity depending on spatial derivatives of Fα .
Carrying out the integral and approximating the result as a
time-independent diffusion tensor in Appendix B 3, we recast
Eq. (13) in the desired form of Eq. (5). The resulting general-
ized diffusion tensor reads

D(b)
αβ ({xγ }) = Itδαβ + Dαβ, (14)
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where the active part Dαβ = Da
∑∞

n=0 D̃
(n)
γ β can be obtained

from an infinite series with the coefficients

D̃(n)
αβ = τDtβ

(
D̃(n−1)

γ β ∂γ Fα − Fγ ∂γ D̃(n−1)
αβ

)
(15)

for n � 1 and the zero-order term D̃(0)
αβ = δαβ .

Alternatively, we also show in Appendix B 3 that Dαβ

solves the differential equation

Dαβ 
γα = Daδγβ − τDtβFα∂αDγ β (16)

with the mobility matrix 
αβ given by Eq. (7). The zero-order
term (neglecting the derivative ∂αDγ β in the second term on
the right-hand side) of the iterative solution of Eq. (16) reads
D(0)

αβ = Da 
−1
αβ , which means that we recover the Fox result

D(f)
αβ ({xγ }) ≡ Itδαβ + D(0)

αβ from Eq. (6) as a fundamental lim-
iting case [62].

D. Expansions and results in one dimension

To illustrate the basic predictions of the BFPA, we set
It = 0 for the moment and recapitulate the most simplistic sce-
nario of a single particle in a (dimensionless) one-dimensional
external potential φ(x), such that βF (x) = −φ′(x). Here and
in the following, we use the prime to denote the derivative of
any function a(x) with respect to the single coordinate x ≡ x1,
i.e., a′(x) ≡ ∂xa(x). Then, Eq. (16) reduces to

D(x)(1 + τDtφ
′′(x)) = Da + τDtφ

′(x)D′(x), (17)

where D ≡ D11. When solving this differential equation, the
integration constant should be chosen such that D(x) takes the
bulk value Da whenever φ(x) = 0 and D(x) = 0 in the limit
that the potential φ(x) becomes infinitely high. Recall that set-
ting D′(x) = 0 returns the Fox approximation D(0)(x) which
is known to be consistent with these conditions. Starting from
this leading expression the iterative solution of Eq. (17) be-
comes

D(n+1)(x) = Da + τDtφ
′(x)(D(n) )′(x)

(1 + τDtφ′′(x))
(18)

for n � 0. A convenient way to compare different theories
for effective FPEs is to calculate the steady-state distribution
fN (x) ∝ exp(−φeff(x)) or, equivalently, the effective potential
φeff(x) = ∫ x

x0

φ′(y)
D(y) dy + ln(D(x)), where x0 is a conveniently

chosen reference position such that φ(x0) = 0. This result is
obtained by setting ∂t fN = 0 in the one-dimensional version
of Eq. (5), which yields the effective equilibrium condition

0 = ∂xφ
′(x) fN (x) + ∂2

x D(x) fN (x). (19)

To better understand the difference between the different
results for the effective potentials it is insightful to look at the
expansions of the analytic formulas at short persistence time
τ . The small-τ expansion of the Fox theory yields

φ
(f)
eff(x) = φ

Da
− τDt

(
φ′′ − (φ′)2

2Da

)
+ τ 2D2

t (φ′′)2

2
+ O(τ 3)

(20)

up to quadratic order. This expansion reflects a characteristic
feature of the full Fox expression, namely that it contains only
first and second derivatives of the bare potential. In contrast,

FIG. 1. Comparison of the BFPA (dashed line) to its iterative so-
lution (lines including dots, as labeled) including the Fox result (solid
line) at second order. We consider a single particle without thermal
white noise (It = 0) in an external potential φ(x) in one spatial di-
mension, where τ = 0.1d2/Dt and Da = 4.8. (a) Effective diffusivity
D(x) for a soft-repulsive potential φ(x) = (x/d )−12. (b) Effective
potential φeff(x) for a soft-repulsive potential φ(x) = (x/d )−12. Sym-
bols denote the results of AOUP simulations. (c) Effective diffusivity
D(x) for a soft trap φ(x) = (x/d )4. (d) Effective potential φeff(x)
for a soft trap φ(x) = (x/d )4. Symbols denote the results of AOUP
simulations.

the effective potential

φ
(b)
eff (x) = φ

(f)
eff − τ 2D2

t

(∫ x

x0

(φ′)2φ′′′

2Da
dy − φ′φ′′′

)
+ O(τ 3)

(21)

of the BFPA differs at quadratic order in τ from the Fox result,
as it contains also third derivatives of the bare potential φ(x).

One might argue that the inclusion of all higher-order
derivatives should constitute an advantage of the BFPA. For
example, while Fox theory can be used [32] to study the
pressure of active particles at curved walls [103], it fails
to accurately reflect nonlocal effects in curvature-dependent
properties [31,104]. A related one-dimensional paradigmatic
example of a periodic potential φ(x) = − sin(ωx) with con-
stant wave number ω was first discussed by Grigolini in
Ref. [62]. The analytic results

D(0)(x) = Da

1 + ω2τDt sin(ωx)
, (22)

D(x) = Da
1 − ω2τDt sin(ωx)

1 − ω4τ 2D2
t

(23)

underline that the diffusivity D(0)(x) in the Fox approach is
equal to the bulk value Da whenever the bare potential has
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zero curvature, whereas the BFPA solution D(x) admits a
nonlocal curvature dependence.

In a harmonic potential φ(x) = (x/d )2 all derivatives of
φ of order higher than φ′′ vanish, such that the BFPA be-
comes identical to the Fox approach. Two other representative
one-dimensional potentials are considered in Fig. 1 to test
the iterative solution of the BFPA and learn more about the
difference to the Fox approximation at zero order. For the
soft-repulsive potential φ(x) = (x/d )−12, commonly used to
model the soft repulsion of a wall or between two interacting
particles [4,50–52], the diffusivity of both approaches exhibits
a qualitatively similar behavior, but the transition from the
value 0 to the bulk value Da occurs for higher values of
x in the BFPA, compare Fig. 1(a). A related shift of the
attractive region of the corresponding effective potential can
be seen in Fig. 1(b). Comparing to numerical simulations,
we see that this prediction of the BFPA is in fact quanti-
tatively inaccurate. Regarding the iterative solution, already
including the first correction term D(1) to the Fox term D(0)

results in a fairly good agreement with the full solution D
of the BFPA. However, such an expansion turns out to be
unstable, as can be clearly seen from adding further terms
of higher order. Most notably, there is an unphysical diver-
gence of the effective potential φeff(x) already at first order.
Similar qualitative conclusions can be drawn from a potential
φ(x) = (x/d )4, providing a simple model for a soft particle
trap [32,53]. Here, the first terms of the iterative solution of
the BFPA provide a decent approximation for the full result,
compare Figs. 1(c) and 1(d) but it becomes apparent from
the oscillations emerging in the higher-order terms that a full
resummation would not converge even for this relatively sim-
ple potential with a finite number of nonvanishing derivatives.
As the agreement with numerical simulations is again better
for the Fox approach, we conclude that, even in one spatial
dimension, the usefulness of the BFPA in the context of active
particles is limited, in particular, when taking into account to
the increased complexity of its evaluation. In higher dimen-
sions, we show in Appendix C that the problems of the BFPA
become even more dramatic: while the issues outlined for a
one-dimensional system persist for the radial Eigenvalue of
the effective diffusion tensor, the differential equation for the
polar Eigenvalue has only a finite region of support and thus
cannot be determined unambiguously.

E. Comparison with exact expansions

Finally, we establish a connection to other perturbative
expansions recently developed for AOUPs [12–16,37], where
we stick here to the simplified picture of a single particle in
one spatial dimension, as in Sec. II D. The common start-
ing point of these approaches is a change of variables to
replace the stochastic process χ with the velocity v(t ) :=
γ −1F (x) + χ (t ), implicitly specified by Eq. (1) with It = 0,
which transforms the equation of motion into an effectively
underdamped equation only containing the white noise η(t )
as in Eq. (2). The corresponding FPE can be solved perturba-
tively, in terms of the small parameter τ (as in the derivation
of the BFPA), and the configurational probability distribution
can be eventually obtained by integrating out the velocities.

In such a formally exact small-τ expansion, there
also emerge so-called nondiffusive terms in the effective
diffusivity D(x) beyond the linear order in τ , i.e., there
are expressions proportional to Dn

a with n > 1. Driven by
the goal to obtain a closed theory accounting for all or-
ders in τ , these terms have have often been removed by
introducing approximations [62]. Examples for such approx-
imations are those leading to the BFPA, i.e., not going
beyond the second perturbation order in Eq. (13), and the
local linearization at higher perturbation order, which is jus-
tified by recovering the Fox result as an extension to the
BFPA [70–72].

Specifically, taking the full perturbative expansion up to
quadratic order in τ , the exact effective potential [15]

φ
(p)
eff (x) = φ

(b)
eff − τ 2D2

t
Daφ

′′′′

2
+ O(τ 3) (24)

differs only by a single nondiffusive term from the BFPA re-
sult, Eq. (21). Including higher-order terms in this systematic
expansion, similar oscillations are found as in the expansions,
Eq. (18) or Eq. (21), of the BFPA [cf. Fig. 1(a)], whereas a
Borel resummation of the exact expansion, Eq. (24), over-
comes this problem and improves upon both the BFPA and
the Fox (UCNA) result for the effective potential considered
in Fig. 1(d) [15,16]. A further comparison between the differ-
ent approaches would be illuminating, in particular in higher
spatial dimensions.

III. OVERDAMPED AOUPS WITH LORENTZ FORCE

Our next goal is an effective description of overdamped
AOUPs carrying the charge q in a space-dependent magnetic
field B(r). Since the action of the Lorentz force depends on
the particle velocity, compare Appendix A, it is not directly
obvious how to describe the overdamped dynamics. In the
Fokker-Planck picture, this can be conveniently achieved by
condensing the Lorentz force into a nonsymmetric diffusion
tensor [83], which means that the dynamics under Lorentz
force are odd diffusive. Moreover, given this starting point, it
is possible to directly derive an effective FPE along the lines
of Sec. II C, which we outline and analyze below.

A. General FPE

For simplicity, we assume that B(r) is oriented in the z di-
rection and define the dimensionless diffusive Hall parameter
κ (r) = γ −1qB(r). Then the contribution of the magnetic field
is contained within a tensor G [84], which we generalize to
multiple particles as follows:

Gαβ ({xγ }) = δmn

(
δi j − κ

1 + κ2
Mi j + κ2

1 + κ2
MikMk j

)
.

(25)

Here, the indices m, n ∈ {1, . . . , N} are particle labels and
i, j, k ∈ {1, . . . , d} denote the components in Cartesian co-
ordinates, such that α = i + d(m − 1) and β = j + d(n − 1).
For each particle, the matrices Mi j = ε ji3 can be written in
terms of the Levi-Civita symbol εi jk .
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In analogy to the case of active Brownian particles [84], the
joint FPE

∂t PN = −∂αGαβ (DtβFβ + χβ − ItDt∂β )PN

+ 1

τ

∂

∂χα

χαPN + Da

τ 2

∂

∂χα

∂

∂χα

PN , (26)

for PN ({xα}, {χα}, t ), generalizing Eq. (9), acquires Gαβ as
a multiplicative factor to the active velocity χ in the over-
damped limit. This is our starting point to derive an effective
FPE for charged AOUPs in a magnetic field.

B. Effective configurational FPE

Repeating the steps outlined in Sec. II C in a slightly more
general way, it is straightforward to derive from Eq. (26) a
FPE for the configurational probability distribution fN ({xα}, t )
in the form

∂t fN

Dt
= −∂αGαβ (βFβ fN − ∂γ (Dγ β fN )), (27)

see Appendix B for the full derivation. The diffusion tensor
now depends in general on the spatial derivatives of both
Fα and Gαβ . Although we also obtained the more general
BFPA for charged AOUPs in a magnetic field, we are mainly
interested in the zero order term, from which we obtain

D(f)
αβ ({xγ }) = Itδαβ + Da 
−1

αγ Gγ β, (28)

with the generalized mobility matrix


αβ ({xγ }) = δαβ − τDtβ∂βGαγ Fγ . (29)

From this result, we recover the result of the Fox approxima-
tion, Eq. (6), as a fundamental limiting case for κ → 0, since
this implies Gαβ = δαβ .

A first inspection of these approximate dynamical equa-
tions reveals that the effective mobility 
αβ = δαβ in Eq. (29)
becomes trivial in the special case of a free active particle
(Fα = 0) in a magnetic field. Nevertheless, the nonequilibrium
coupling of the activity and the Lorentz force is also directly
evident in this case through the factor Gγ β in Eq. (28). As
a consequence, the stationary distribution of active particles
is modulated by the inhomogeneous magnetic field, which is
consistent with the predictions in Ref. [84]. The effective FPE
(27) can describe a much more general scenario with addi-
tional conservative forcing (Fα �= 0), since the off-diagonal
terms of Gαβ , which are responsible for the Lorentz fluxes
[85–87], also contribute to 
αβ . Our theory thus allows us to
study a broad range of inhomogeneous scenarios, which we
illustrate in the following by calculating appropriate effective
interaction potentials and probability distributions.

C. Effective Lorentz potentials in two dimensions

To illustrate the predictions of Eq. (27), we consider a
single particle (N = 1) in a two-dimensional external poten-
tial acting perpendicular to the magnetic field. In a polar
geometry, the corresponding effective interaction potential
φeff(r) := − ln( f1(r)) + c (with c being an arbitrary constant
that is omitted in the following) can be obtained from the

stationary condition j · êr = 0 for the current

j = −G ·
(

φ′ f1êr + ( f1DT )′ · êr + f1

r
(∂ϕDT ) · êϕ

)
. (30)

For convenience, we switched here from the Cartesian com-
ponents with indices α, β ∈ {1, 2} to a notation in terms of
vectors and 2x2 matrices (lower and upper case bold let-
ters, respectively) represented in polar coordinates with the
unit vectors êr = (cos ϕ, sin ϕ)T and êϕ = (− sin ϕ, cos ϕ)T ,
where the superscript T indicates the transpose and the dash
(which is short for ∂r) and ∂ϕ denote the partial derivative
with respect to r and ϕ, respectively. For further evalua-
tion, we use the properties (1 + κ2) G · êr = êr − κ êϕ and
(1 + κ2) G · êϕ = κ êr + êϕ of the magnetic tensor G defined
in Eq. (25). As the effective diffusion tensor D explicitly
depends on G, the unit vectors êr and êϕ are no longer its
Eigenvectors, in contrast to the special case κ = 0 [52]. We
therefore express D = ∑

i, j Di j êi ⊗ ê j in a basis set con-
sisting of these two unit vectors, where i, j ∈ {r, ϕ} and ⊗
denotes the dyadic product. Further defining DB := Drr +
κDrϕ , we find from the stationarity of Eq. (30) the general
representation

φ′
eff = φ′

DB
+ D′

B

DB
+ Drr − Dϕϕ − κ (Drϕ + Dϕr )

r DB
(31)

for the derivative of the effective potential φeff(r) in a polar
geometry.

For a spatially constant magnetic field the relevant compo-
nents of the diffusion tensor from Eq. (28) read

DB = It + Da
κ2 + E1

κ2 + E1E2
,

Drr = It + Da
E1

κ2 + E1E2
,

Dϕϕ = It + Da
E2

κ2 + E1E2
, (32)

while Dϕr = −Drϕ , such that these terms cancel in Eq. (31).
The full expressions for an arbitrary κ (r) are given in Ap-
pendix D. The formulas in Eq. (32) are conveniently expressed
in terms of the Eigenvalues

E2(r) = 1 + τDtφ
′′(r),

E1(r) = 1 + τDt
φ′(r)

r
(33)

of the mobility matrix � in the absence of the magnetic field,
i.e., Eq. (7) [or Eq. (29) with κ = 0], which correspond to the
Eigenvectors êr and êϕ , respectively. This notation allows us to
directly connect to previous results for AOUPs in conservative
external fields [32,52,53,58] and, in the same spirit, remove
possible divergences by empirically setting En → 1/(2 − En)
if En < 1 for n ∈ {1, 2} [52], which we employ in the fol-
lowing for the polar Eigenvalue E1 in the potential φ(r) =
(r/d )−12.

In a planar geometry with a modulation of the exter-
nal potential φ(x) in the x direction, the effective potential
φeff(x) can be deduced from Eq. (31) by identifying r and ϕ

with x and y, respectively, while formally setting all terms
with the explicit factor 1/r to zero implying E1 → 1 for
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FIG. 2. Effective potentials φeff(r) from theory (top row) compared to AOUP simulations (bottom row) in a radial geometry for a constant
magnetic field with diffusive Hall parameter κ . The persistence time of the active motion is fixed to τ = 0.5d2/Dt and thermal white noise
is present (It = 1). We show the results for (a) a soft trap with φ(r) = (r/d )4 for κ = 0 and increasing active diffusivity Da, (b) a soft trap
with φ(r) = (r/d )4 for fixed Da = 4.8 with increasing κ and (c), (d) a soft-repulsive wall with φ(r) = (r/d )−12 for the same parameters. The
location of the potential minima is marked by crosses (theory) and dots (simulations), as well as, shown in the insets as a function of the
parameters of interest using continuous lines (theory) and dots (simulations).

the polar Eigenvalue, see Appendix D for the explicit ex-
pressions. The effective pair interaction between two charged
particles in a magnetic field can be obtained in the same
way and results from φeff upon setting τ → 2τ , just like for
κ = 0 [52].

D. Results for a constant magnetic field

While the equilibrium distribution of (passive) particles is
not affected by the action of the Lorentz force, the steady-
state properties of active particles can, in general, be altered,
e.g., by a gradient of the magnetic field [84]. Here, we
demonstrate that the effect of the Lorentz force on an active
particle in an external potential can also be captured in an
effective equilibrium picture. Our theoretical results for the
two representative repulsive external potentials φ(r) = (r/d )4

and φ(r) = (r/d )−12 are confirmed qualitatively by computer
simulations, as shown in Fig. 2.

As already known in the absence of a magnetic field,
κ = 0, the Fox approach predicts [Figs. 2(a) and 2(c)] an
increased effective attraction of the wall potential for an in-
creasing activity [52], reflecting the higher probability that
active particles accumulate at the wall. More specifically,
we keep here the persistence time τ fixed and increase the
active diffusivity Da and, along with it, the self-propulsion
velocity v0. This results in a shift of the potential minimum
in the direction of the wall, as rationalized by a force balance
between the activity force (which is proportional to v0) and
the potential force (which increases when getting closer to

the wall) [37]. The location of this minimum, which can be
determined explicitly by setting the right-hand side of Eq. (31)
to zero, agrees particularly well with simulation results.

Keeping the activity fixed and considering κ �= 0, we pre-
dict [Figs. 2(b) and 2(d)] that, upon the action of the Lorentz
force, the degree of effective attraction diminishes for both po-
tentials. Most intriguingly, the effective interaction becomes
again purely repulsive when further increasing the strength of
the magnetic field. Regarding the location of the minima in the
insets, we find that the Lorentz force due to a magnetic field of
moderate strength (κ � 5) allows the active particle to climb
up further the potential gradient before the wall accumulation
ceases at larger κ . Moreover, our theory explicitly predicts that
the effective interaction, as specified in Eq. (31), approaches a
rescaled version

lim
κ→∞ φeff(r) = φ(r)

It + Da
(34)

of the bare potential when taking the limit κ → ∞ of an
infinite magnetic field, which is the same as in the limit τ →
0 of vanishing persistence time. In particular, this implies
that the effective attraction fully disappears for sufficiently
large values of κ . This can also be intuitively understood
by recognizing that the Lorentz force curves the particle’s
trajectory and thus continually turns its velocity direction,
which impedes the persistent motion. Hence, the persistence
time τ of the stochastic active force is effectively reduced,
while its strength, represented by the active diffusivity Da in
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FIG. 3. Normalized probability distributions f1(x) from theory (top row) compared to AOUP simulations (bottom row) in a planar geometry
with thermal white noise (It = 1), related to the effective potentials as φeff = − ln( f1). We show results for a soft trap with φ(x) = (x/d )4

and a spatially inhomogeneous magnetic field with a linear dependence of κ (x) = κ0 + κ1(x/d ) on x. (a)–(c) Effect of changing the magnetic
parameters κ0 and κ1 (see legend and annotations) for fixed activity parameters τ = 0.5d2/Dt and Da = 4.8. Analogously to Fig. 2, the location
of selected density maxima is marked by crosses (theory) and dots/squares (simulations), as well as, shown in the insets using continuous lines
(theory) and according symbols (simulations). (d) Effect of changing the persistence time τ for fixed κ0 = 2, κ1 = 8 and Da = 4.8 (see legend).
For the largest τ = 50d2/Dt the theory predicts a negative effective diffusivity in the shaded region for −0.56 > x/d > −0.38, where f1 is
manually set to zero. The vertical line marks the point where the magnetic field changes its sign, which closely coincides with the intermediate
maxima of f1(x).

Eq. (34), remains the same. We also observe such a trend when
increasing κ in our simulations, as the effective potentials
become completely repulsive [Figs. 2(b) and 2(d)], but the
limit κ → ∞ cannot be explored numerically because of the
finite time step.

E. Results for an inhomogeneous magnetic field

As a next step, we are interested in a situation where the
magnetic field is not spatially constant, where we focus on the
example of a two-dimensional system with a planar geom-
etry for simplicity. Specifically, we consider the symmetric
trapping potential φ(x) = (x/d )4 with the linearly increas-
ing diffusive Hall parameter κ (x) = κ0 + κ1(x/d ) along the
Cartesian coordinate x, such that there is no spatial modula-
tion along the y direction. Crucially, κ (x) changes its sign at
x/d = −κ0/κ1. While the theory manages to provide a basic
qualitative picture, it is not always accurate for all parameters,
as becomes apparent from comparing the probability distribu-
tions for the particle location in Fig. 3. Hence, we first discuss
the simulations to understand the basic physics of confined
AOUPs with spatially dependent Lorentz force.

1. Simulations

Our simulation results for different parameters are com-
piled in the bottom row of Fig. 3. In the reference case of a
constant magnetic field with κ1 = 0 [Fig. 3(a)], the effective
attraction due to activity decreases when κ0 increases, while
the density maxima eventually disappear as their location
shifts away from the potential center, just like the effective
potential minima in a polar geometry, cf. Fig. 2(b).

Increasing instead the slope κ1 while keeping κ0 = 0 fixed
[Fig. 3(b)], the effect on the density distribution (or the ef-
fective potential) is qualitatively similar to the case of an
increasing magnitude of a constant magnetic field, as long
as κ1 � 1 remains sufficiently small. In particular, there is
always a symmetry with respect to x = 0, since the magni-
tude of the Lorentz force increases in the same way on both
branches. When further increasing κ1, another effect appears
to take over and a new maximum evolves at the center. This
behavior is caused by the magnetic field reversing its direc-
tion, a scenario for which similar observations were made
under stochastic resetting (but without a confining potential)
[87,88]. As laid out in Ref. [87] for a passive system, the par-
ticle trajectories resemble a sequence of half circles directed
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along the symmetry axis of the system in the region where the
magnetic field changes its sign. This results in an effective
dynamical trapping close to the origin of the coordinate x
perpendicular to this flux. For an active system, the resulting
localization is particularly strong in a small region around
x = 0 [88]. Here, we find that this effect prevails even in the
stationary state of a confined system. Specifically, we observe
a stronger localization with increasing κ1, as the variation
of the magnetic field becomes both sharper and more pro-
nounced. The two outer maxima presumably appear because
the nearby particles are drawn more and more to the center and
not due to effective wall accumulation, which is suppressed
under large magnetic fields.

When breaking the symmetry by choosing a fixed offset
κ0 = 2 [Fig. 3(c)] of the magnetic field, we observe once more
a localization in the region around x/d = −κ0/κ1 at which
κ (x) = 0, which is shifted towards the origin from the nega-
tive half space when increasing κ1. If this slope parameter is
small, then the corresponding density peak gradually emerges
from the peak at the left wall, strongly suppressing the wall
accumulation. For very large κ1, there eventually emerges an
additional third peak at the left wall. In general, it is always
more likely to find a particle in the positive half space, which
is further away from the trapping region and where absolute
value of κ (x) is larger.

To better understand the detailed mechanism behind the
effective trapping induced by the interplay of activity and
the inversion of the Lorentz force, we additionally fix κ1 = 8
and, instead, consider different persistence times τ [Fig. 3(d)].
Indeed, for a small (but finite) τ , we clearly observe three
distinct density peaks, which fully merge for large τ . We
suspect two main reasons for this behavior. First, when in-
creasing the persistence time τ , the trajectories of the active
particles start to resemble perfect circles (or half circles within
the trapping region), such that less particles can escape by
randomly changing their velocity direction, i.e., the effec-
tive trapping becomes stronger. Second, the self-propulsion
velocity v0 = √

dDa/τ decreases when increasing τ , which
further results in larger radii of the circular trajectories, i.e.,
the effective trapping region increases. Only for very small
τ , the central peak can no longer be observed (not shown),
as the activity starts to become irrelevant. The strict limit τ →
0 corresponds to a passive system with diffusivity Dt(1 + Da),
where the magnetic field has no effect.

2. Theory

Now we compare the corresponding theoretical predic-
tions, compiled in the top row of Fig. 3, to our simulations.
In general, the theory does not always reproduce the cor-
rect overall behavior, while the location of the maxima (as
compared in the insets) is, in most cases, predicted quite
accurately.

For a constant magnetic field [Fig. 3(a)] the qualitative
agreement between the two approaches is excellent. Specif-
ically, the nonmonotonic dependence of the density maxima
on κ0 is reproduced with high accuracy. We also notice that,
upon comparing densities rather than effective potentials, the
agreement between theory and simulations for large κ0 is even
more reassuring in view of the prediction in Eq. (34). Similar

conclusions can be drawn for an inhomogeneous magnetic
field [Fig. 3(b)], but only when the slope κ1 is sufficiently
small.

The most striking feature of confined AOUPs in the inho-
mogeneous magnetic field κ (x) considered here is the strong
localization in the region of its sign change. Indeed, the corre-
sponding density peak is predicted by our theory at the precise
location found in simulations and expected by our argument
for κ (x) = 0 [Fig. 3(c)]. Also the tendency of the peak on
the right to move toward the center with increasing κ1 is
well captured. The only exception is the system in Fig. 3(b),
where the two locations of vanishing potential curvature and
inverting magnetic field coincide. Here, the maximum evolves
from the intermediate minimum in the potential center, which
the theory fails to predict due to its local nature.

Other theoretical predictions are at most qualitative. Since
it is already known that the theory tends to overestimate
certain effects of the activity [52], we cannot expect that the
peculiar interplay with the magnetic field is fully reproduced
within exactly the same parameter regime. To get a feeling
for the resulting discrepancies, we change the persistence
time τ of the active noise [Fig. 3(d)]. The strong quantitative
deviations at relatively small τ point to the high impor-
tance of the effects induced by the inhomogeneous Lorentz
force. Although we see that the theory is also capable of
predicting three distinct density peaks, this effect becomes
only prominent at larger τ than in simulations. In turn, the
strong trapping found in simulations for large τ is not captured
and the theory starts to break down locally [see the shaded
region in Fig. 3(d)], as the effective diffusivity becomes neg-
ative. While our approach, and specifically the identification
of an effective potential, is then, strictly speaking, ill defined
(we refrained here from including an empirical correction, as
described in Sec. III C), this result allows us to infer a strong
non-Gaussian shape of the velocity distribution in this region
along the lines of Refs. [36,37].

IV. CONCLUSIONS

We have derived an effective FPE for AOUPs with conser-
vative interactions in the presence of an additional Lorentz
force, thus providing generalizations of both the Fox ap-
proach and the so-called “best Fokker-Planck approximation”
(BFPA). In general, the latter theory, despite its inclusion
of additional terms, is shown not to provide a useful alter-
native to currently available effective equilibrium theories.
Combining ideas from the analytic resummation of the BFPA
to an ordinary differential equation with the expansion per-
formed in Refs. [14,15] might, however, provide an interesting
direction for future research.

For a system of AOUPs subjected to a Lorentz force, our
methods used to derive the BFPA turn out particularly useful.
In this case, we have demonstrated that the Fox-type version
of our resulting effective FPE readily allows to predict the
effective interactions in the stationary state. Specifically, our
effective potentials rationalize that the Lorentz force coun-
teracts the tendency of active particles to climb up potential
barriers. With this intuition gained, we can further arrive at
the qualitative conclusion that the presence of a Lorentz force
suppresses both motility-induced phase separation [105–107]
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and wall accumulation or wetting [51,108–111]. Moreover,
the escape over a potential barrier [44] is expected to be
aggravated by a constant magnetic field. As a further step,
the effective potentials provide simple insights in the response
of an active system to an inhomogeneous magnetic field. In
our system, we observe up to three distinct density maxima,
as the region where the magnetic field reverses its direction
acts as an effective trap. This localization gets stronger when
increasing either the gradient of the magnetic field or the
persistence time of the active particles.

Beyond the stationary properties investigated here, the
coupling of activity and magnetic field gives rise to rich
nonequilibrium phenomena, such as enhanced dynamics [84],
boundary currents [87], and directed transport [116], to name
a few. It will be interesting to see in how far these dynam-
ical effects can be extracted from our effective treatment.
Another perspective is to compare our models and results to
the dynamics of chiral active particles [112–114], specifically
in confinement [115]. While it has been shown for the ac-
tive Brownian models that the same odd-diffusive behavior
is observed on the single-particle level [116], it is not clear
whether the resulting FPEs are also equivalent in systems
of interacting particles, as one also needs to account for the
mobility. Moreover, the chiral AOUP model in Ref. [114]
does not admit a workable effective equilibrium description
of single particles, like the one derived here for AOUPs under
Lorentz force, even for simple confining potentials.

The overdamped limit considered here corresponds to
the description of dynamics on a time scale greater than the
velocity correlation time m/γ , where m is the mass of the
particle. In equilibrium systems with Lorentz force, this cor-
responds to the small-mass limit, which is distinctive from the
large-friction limit [85]. In the small-mass limit, the diffusion
tensor, with its antisymmetric part, still captures the curving
effect of the Lorentz force on the particles’ trajectory. Our
present theory for active particles inherently assumes that τ ,
the persistence time of the active fluctuations, is greater than
m/γ , such that the limit τ → 0 in Eq. (28) still carries the
footprint of the coupling between activity and Lorentz force
and is thus distinct from a passive particle in a magnetic field.
We leave it future work to explore a scenario with these limits
being reversed.

As demonstrated by the example of the calculations per-
formed in this paper, the early works on colored noise can
still be relevant in the contemporary context of active matter.
Specifically, a topic of rapidly growing interest is inertial
active motion [117–122], also featuring according variants of
the AOUP model [123–130]. A logical strategy to derive ef-
fective probability distributions for such systems would be to
build upon existing versions of effective underdamped FPEs
[66,67,79,131–134]. This will be particularly interesting for
systems subject to a Lorentz force. In this case, it should be
explored in how far the previously discussed noninterchanga-
bility of overdamped and white-noise limits also affects the
resulting effective equilibrium descriptions. Another notable
aspect of the old literature is that the main focus usually lies
on the more general situation involving multiplicative colored
noise. The relevance of a multiplicative noise in the context of
activity has already been recognized for describing a spatial
modulation of the self-propulsion velocity in the AOUP model

[36,37], which also opens a new avenue to study spatially
inhomogeneous systems subjected to a Lorentz force.
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APPENDIX A: DESCRIPTION
OF NUMERICAL SIMULATIONS

To validate our theoretical predictions, we perform Brow-
nian dynamics simulations using the Langevin equations of
motion. In the presence of an external magnetic field, the
overdamped limit of the Langevin equation requires a proper
small-mass limit to avoid unphysical values for velocity-
dependent variables such as fluxes [83]. Therefore, we
numerically integrate the underdamped Langevin equations,
generalizing Eq. (1) to

mẍα (t ) = −γ ẋα (t ) + F̃α ({xβ}) + Itγ ξα (t ) + γχα (t ). (A1)

To mimic the small-mass limit, we choose the mass m as
m = 0.02γ d2/Dt and the integration time step �t is chosen as
�t = 10−5d2/Dt. Here, F̃α := Fα + F L

α where Fα are the con-
servative forces and F L

α = qεαμν ẋμBν are the Lorentz forces
with q, Bν , and εαμν being the charge, the external magnetic
field, and the Levi-Civita symbol, respectively. The stationary
stochastic processes χα (t ) in (A1) evolve in time according to

χ̇α (t ) = −χα (t )

τ
+ ηα (t )

τ
, (A2)

where ξα and ηα are Gaussian white noises with zero
means and 〈ξα (t )ξβ (t ′)〉=2Dtδαβδ(t − t ′) and 〈ηα (t )ηβ (t ′)〉=
2Daδαβδ(t − t ′), where Dt and Da are the diffusion coeffi-
cients characterizing passive Brownian motion and the active
propulsion, respectively. As in the main text, It ∈ {0, 1} indi-
cates whether or not the (translational) Brownian noise ξα (t )
is present and τ is the persistence time of the active motion.

APPENDIX B: DERIVATION OF THE MULTICOMPONENT
BFPA WITH LORENTZ FORCE

In this Appendix, we detail the derivation of our central
results discussed in the main text, the multicomponent BFPA,
Eq. (14), and the Fox approximation, Eq. (28), for charged
AOUPs in a magnetic field. Both cases can be obtained from
the more general result, the BFPA in presence of a magnetic
field. To this end, we introduce for later notational conve-
nience a general short notation

AG
αβ := Aαγ Gγ β, GAαβ := Gαγ Aγ β, (B1)

denoting the contraction between the magnetic tensor
Gαβ ({xγ }) from Eq. (25) and an arbitrary tensor Aαβ (or
analogously a vector). Due to the asymmetric nature of Gαβ

the order of indices is important here. The derivation in the
absence of a magnetic field then simply follows from setting
AG

αβ → Aαβ and GAαβ → Aαβ .
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Our starting point is the joint Fokker-Planck equation from
Eq. (26) of the main text. As for all approximation schemes
starting from a formally exact FPE, the contribution of thermal
noise in Eq. (26) will eventually only constitute a trivial addi-
tive factor to the effective diffusion tensor as in Eq. (6). Thus,
we set It = 0 for simplicity of the following presentation,
since it can be simply reintroduced afterwards, as discussed in
the context of Fox’s approach [44]. Introducing the operators

La = −Dt∂
G
β βFβ ({xγ }) ≡ −Dt∂αβ GFα ({xγ }), (B2)

which only depends on the spatial variables,

Lb = 1

τ

∂

∂χα

χα + Da

τ 2

∂

∂χα

∂

∂χα

, (B3)

which only depends on the values of the Ornstein-Uhlenbeck
processes, and

L1 = −χβ∂G
β , (B4)

containing cross terms, we reexpress Eq. (26) as

∂t PN ({xα}, {χα}, t ) = (La + Lb + L1)PN ({xα}, {χα}, t ),

(B5)

just as in Eq. (9).

1. Projecting onto equilibrium processes

As a first step, we sketch the derivation of Eq. (13) from
Eq. (B5), which does not require detailed knowledge of the
operators La, Lb, and L1. Here, we use the projection-operator
formalism introduced by Zwanzig [80] and employed in the
present context of colored noise by Grigolini and coworkers
[62,72,135].

Let us further consider the mixed operator L1 as a pertur-
bation to the Markovian operator L0 := La + Lb. This initial
separation explicitly requires the assumption of small fluctu-
ations, i.e., a small persistence time τ in Eq. (3). Then we
switch to the interaction picture with

P̃N (t ) := exp(−L0t )PN (t ), (B6)

L̃1(t ) := exp(−L0t )L1 exp(L0t ), (B7)

such that Eq. (9) can be rewritten as

∂t P̃N (t ) = L̃1(t )P̃N (t ). (B8)

Now we introduce the generalized projection operator P ,
defined through its action on an observable O as

PO := RN ({χα})
∫

dχN O (B9)

onto the equilibrium distribution, Eq. (4), of the AOUPs, such
that PPN = fN RN , and define

P̃(1)
N (t ) := PP̃N (t ), (B10)

P̃(2)
N (t ) := (1 − P )P̃N (t ), (B11)

such that P̃N = P̃(1)
N + P̃(2)

N . Then we rewrite Eq. (B8) in the

form of the two coupled equations

∂t P̃
(1)
N (t ) = PL̃1(t )

(
P̃(1)

N (t ) + P̃(2)
N (t )

)
, (B12)

∂t P̃
(2)
N (t ) = (1 − P )L̃1(t )

(
P̃(1)

N (t ) + P̃(2)
N (t )

)
(B13)

and formally solve Eq. (B13), which gives [135]

P̃(2)
N (t ) = ←−exp

(∫ t

0
ds(1 − P )L̃1(s)

)
P̃(2)

N (0)

+
∫ t

0
ds ←−exp

(∫ t

s
ds′(1 − P )L̃1(s′)

)

× (1 − P )L̃1(s)P̃(1)
N (s), (B14)

where the arrow indicates that we are dealing with a time-
ordered exponential, since we use the interaction picture.

Before substituting Eq. (B14) into Eq. (B12) we make
the following simplifications: First, we assume that the first
“preparation” term in Eq. (B14) vanishes, which depends on
the initial conditions P̃(2)

N (0), and thus is irrelevant for large
observation times, t → ∞ [135]. Second, we restrict our-
selves to second order in the perturbation term L̃1(t ), which
is equivalent to setting the time-ordered exponential to one.
Finally, we drop the term linear in L̃1(t ), i.e., the first term in
Eq. (B12), which eventually drops out of the calculation since
〈χα (t )〉 = 0. The result is

∂t P̃
(1)
N (t ) =

∫ t

0
dsPL̃1(t )(1 − P )L̃1(s)P̃(1)

N (s). (B15)

To turn Eq. (B15) into an equation for

fN ({xα}, t ) = RN ({χα})−1PPN ({xα}, {χα}, t ), (B16)

we make use of the commutation rules

[P,La] = [
P, eLat

] = [P, ∂t ] = 0 (B17)

and the properties

PeLbt = eLbtP = P (B18)

of a projection P = P2 onto the equilibrium distribution
corresponding to Lb. As we can write P = ∏

α pχα
with

pχA(χ, t ) := ρ(χ )
∫

dχA(χ, t ), these relations are the same
as for one component [136]. Then we find with the help of
Eqs. (B6) and (B10)

∂t fN (t ) = R−1
N P∂t PN (t ) = R−1

N P∂t eLat+Lbt P̃N (t )

= R−1
N ∂t eLatPP̃N (t )

= R−1
N

(
LaRN fN (t ) + eLat∂t P̃

(1)
N (t )

)
. (B19)

Now we substitute Eq. (B15) into the second term, which
gives the formal result

∂t fN (t ) = La fN (t ) +
∫ t

0
ds K (t − s) fN (s), (B20)

with the convolution kernel

K (t − s) = R−1
N eLatPL̃1(t )(1 − P )L̃1(s)e−LasPRN

= R−1
N PL1eL0t (1 − P )e−L0sL1PRN , (B21)

where similar modifications have been employed.
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At second perturbation order in L1 we may neglect
the history dependence expressed by the convolution form
(K (t − s) fN (s) � K (s) fN (t − s)) of the second term in
Eq. (B20) and set [72,136]

K (s) fN (t − s) � K (s)e−Las fN (t ) (B22)

within the integrand. This is where we enforce detailed bal-
ance. Since the stochastic variables χα are associated with
AOUPs, we can write the kernel in Eq. (B21) as

K (s′ = t − s) = R−1
N PχαeLbt (1 − P )e−LbsχβPRN

× ∂G
α eLa (t−s)∂G

β

= R−1
N PχαeLbs′

χβRN∂G
α eLas′

∂G
β

= 〈χα (0)χβ (s′)〉∂G
α eLas′

∂G
β , (B23)

where we inserted Eq. (B4) and used the averages

PχαRN = 〈χα〉 = 0,

PχαeLbs′
χβRN = RN 〈χα (0)χβ (s′)〉. (B24)

Note that in the second line exp(Lbs′) denotes a translation in
time, which does not act on the equilibrium distribution RN . At
this stage it is now also obvious that it is justified to drop the
term linear in L1 before writing down Eq. (B15). Combining
Eqs. (B20), (B22) and (B23), we obtain

∂t fN (t ) = La fN (t ) +
∫ t

0
ds〈Lχ (0)L(s)〉 fN (t ), (B25)

with

L(s) := eLasLχ (s)e−Las (B26)

and

Lχ (t ) = −χβ (t )∂G
β . (B27)

We have thus obtained Eq. (13) for generalized operators also
including interactions with a magnetic field.

2. Identifying the diffusion tensor

The second step is to bring Eq. (B25) to the form of
Eq. (27). We immediately notice the equivalence of the first
term, cf. Eq. (B2). The integral

∂G
α ∂βDt

αβ (t ) := D−1
t

∫ t

0
ds〈Lχ (0)L(s)〉 (B28)

in the second term must therefore be recast in the form of a
second spatial derivative of a diffusion tensor Dt

αβ ({xγ }, t ),
which, in general, apparently depends on time (supersctipt t).
To carry out the integration, we follow the strategy from
Ref. [67] and process a hierarchy of commutators. To this end
we first expand the last three operators appearing in Eq. (13),
cf. Eq. (B26), into a Taylor series, which yields

L(s) = Lχ (s) + s[La,Lχ (s)] + s2

2!
[La, [La,Lχ (s)]]

+ s3

3!
[La, [La, [La,Lχ (s)]]] + . . . . (B29)

At the nth order of such an expansion we define the commu-
tator

C(n)(s) := sn

n!
[La, [La, . . . [La,Lχ (s)]]], (B30)

containing the operator La n times, so that we can write

L(s) =
∞∑

n=0

C(n)(s) = −χβ (s) ∂G
α

∞∑
n=0

sn

n!
�

(n)
αβ, (B31)

introducing the auxiliary tensor �
(n)
αβ in the last step, which is

implicitly defined as the generator of the commutator

C(n)(s) = −χβ (s) ∂G
α

sn

n!
�

(n)
αβ ≡ −χβ (s) ∂α

sn

n!
G�

(n)
αβ . (B32)

Its tensorial nature comes from the different possible combi-
nations of the components of ∂G

α and χβ (s) after placing the
latter in front of the commutator in Eq. (B30).

We can determine a closed expression for �
(n)
αβ as follows.

The term of zero order is given by

�
(0)
αβ = δαβ, (B33)

since C(0)(s) = Lχ (s) = −χα (s)∂G
α . If we further assume that

C(n−1)(s) is known, then we can rewrite Eq. (B30) as

C(n)(s) = s

n
[La,C(n−1)(s)]

= Dtχβ (s)
sn

n!

[
∂G
γ βFγ , ∂G

α �
(n−1)
αβ

]
, (B34)

making use of Eq. (B32) at order n − 1 in the last step.
Comparing now to Eq. (B32) at order n we can identify
the commutator in the last expression of Eq. (B34) with
−D−1

t ∂G
α �

(n)
αβ and thus deduce the recursive relation

∂G
α �

(n)
αβ = Dt

(
∂G
α �

(n−1)
αβ ∂G

γ βFγ − ∂G
γ βFγ ∂G

α �
(n−1)
αβ

)
. (B35)

This means that all terms in Eq. (B31) are formally known.
Finally, we are able to prove in the next paragraph that the
auxiliary tensor �

(n)
αβ (multiplied from the left with the mag-

netic tensor) it is recursively given by
G�

(n)
αβ = Dtβ

(
G�

(n−1)
γ β (∂γ

GFα ) − GFγ

(
∂γ

G�
(n−1)
αβ

))
(B36)

and the zero order, n = 0, in Eq. (B33). This closed form
implies that

G�
(n)
αβ fN = fN

G�
(n)
αβ, (B37)

i.e., �
(n)
αβ is not an operator.

To prove Eq. (B36) we show by induction that the relation

∂α
G�

(n)
αβ fN = fN

(
∂α

G�
(n)
αβ

) + (∂α fN )G�
(n)
αβ, (B38)

which is necessary if we require Eq. (B37) to hold, is fulfilled
at any order n for an arbitrary distribution function fN . With
the help of Eq. (B35), we can explicitly calculate the deriva-
tive on the left-hand side of Eq. (B38). Arranging the terms by
the order of the derivative of fN , we obtain

∂α
G�

(n)
αβ fN = fN

(
∂α

G�
(n)
αβ

) + Xβ + (∂α∂γ fN )Yαβγ , (B39)

where the tensor
Yαβγ

Dtβ
= G�

(n−1)
αβ

GFγ − GFγ
G�

(n−1)
αβ = 0 (B40)
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vanishes by the induction assumption that G�
(n−1)
αβ given in the

form of Eq. (B36) does not operate on Fγ or fN . The vector
Xβ containing the first derivatives of fN reads

Xβ

Dtβ
= (∂α fN )G�

(n−1)
αβ ∂γ

GFγ + (∂γ fN )∂α
G�

(n−1)
αβ

GFγ

− (∂γ fN )GFγ ∂α
G�

(n−1)
αβ − (∂α fN )∂γ

GFγ
G�

(n−1)
αβ

= (∂γ fN )G�
(n−1)
αβ ∂α

GFγ − (∂α fN )GFγ ∂γ
G�

(n−1)
αβ , (B41)

where the last line again results from the induction assump-
tion. After exchanging the summation indices α and γ in
the first term, we find that Xβ = (∂α fN )�(n)

αβ if �
(n)
αβ is given

by Eq. (B36) and have thus established the equivalence be-
tween Eq. (B38) and Eq. (B39). This proves that �

(n)
αβ , written

as in Eq. (B36), is an ordinary tensor for any order n.
Returning to Eq. (B28), we substitute Eqs. (B27) and (B31)

and obtain the integral

∂G
β ∂γDt

γ β (t ) = D−1
t

∫ t

0
ds

〈
χα (0)∂G

α χβ (s)∂G
γ

∞∑
n=0

sn

n!
�

(n)
γ β

〉

=
∫ t

0
ds

Da

τ
e− s

τ ∂G
β ∂γ

∞∑
n=0

sn

n!
G�

(n)
γ β, (B42)

where we used Eq. (3) to rewrite the correlator 〈χα (0)χβ (s)〉
in the second line. We thus identify the dimensionless effec-
tive diffusion tensor

Dt
αβ ({xγ }, t ) = Da

τ

∫ t

0
ds e− s

τ

∞∑
n=0

sn

n!
G�

(n)
αβ (B43)

in its general time-dependent form. In the absence of a
magnetic field, the above expression reduces to the result
established in Ref. [67].

3. Approximations for the diffusion tensor

As a final step we must solve the integral in Eq. (B43)
to obtain a workable expression for the diffusion tensor
entering in Eq. (27). To this end, we proceed as in the
earlier derivations of the one-component BFPA [62,69] and
make the standard assumption that the observation time t is
large compared to the correlation time τ . Hence, we replace
the upper integration limit in Eq. (B15) with infinity and find
the time-independent diffusion tensor

Dαβ ({xγ }) = lim
t→∞Dt

αβ ({xγ }, t ), (B44)

which enters in Eq. (27).
This approximation allows for an explicit calculation of

Dαβ , since the integral in Eq. (B43) becomes a Laplace trans-
form. Recalling the standard integral∫ ∞

0
ds e−assn = n!

an+1
, (B45)

we obtain

Dαβ = Da

∞∑
n=0

D̃(n)
αβ = Da

∞∑
n=0

τ n G�
(n)
αβ, (B46)

where we defined

D̃(n)
αβ := τ n G�

(n)
αβ. (B47)

Substituting Eq. (B47) into Eq. (B36) yields

D̃(n)
αβ = τDtβ

(
D̃(n−1)

γ β ∂γ
GFα − GFγ ∂γ D̃(n−1)

αβ

)
, (B48)

for n � 1, while the initial value

D̃(0)
αβ = Gδαβ = Gαβ (B49)

follows directly from inserting Eq. (B33) into Eq. (B47) with
n = 0.

At this stage, it is already formally possible to determine
the effective diffusion tensor Dαβ by resummation according
to Eq. (B46) of the coefficients D̃(n)

αβ , given by Eq. (B48)
for the general case and by Eq. (15) of the main text for
the case without a magnetic field. To obtain a more compact
representation of Dαβ , we write

∞∑
n=0

D̃(n)
αβ = Gαβ +

∞∑
n=1

D̃(n)
αβ (B50)

and substitute Eq. (B48) into the expression on the right-hand
side. With the definition in Eq. (B46) we then find the differ-
ential equation

Dαβ = DaGαβ + τDtβ(Dγ β∂γ
GFα − GFγ ∂γDαβ ). (B51)

The solution of this equation is formally equivalent to the
infinite sum over D̃(n)

αβ but generally not available in a closed
form. The representation in Eq. (B46), however, constitutes
a power series in the persistence time τ which might not
converge or only converge slowly.

An alternative expansion for Dαβ can be found by itera-
tion of Eq. (B51), which allows us to establish a connection
with the multicomponent Fox result [62]. To provide a more
compact notation we first rewrite Eq. (B51) as

Dγ β (δαγ − τDtβ ∂γ
GFα ) = DaGαβ − τDtβ

GFγ ∂γDαβ. (B52)

Then we introduce the tensors


αγ : = δαγ − τDtβ ∂γ
GFα, (B53)

θ̂γ β : = τDtβ
GFδ∂δδγβ (B54)

to finally get

Dγ β 
αγ = DaGαβ − θ̂γ βDαγ . (B55)

This differential equation can now be formally solved by
means of the alternative iteration scheme [62]

D(n+1)
γ β 
αγ = DaGαβ − θ̂γ βD(n)

αγ , (B56)

different from that in Eq. (B48). Most notably, the zero-order
term

D(0)
δβ = DaGαβ
−1

δα (B57)

reduces to the Fox result, Eq. (6), in the absence of a magnetic
field and Brownian noise. Therefore, we have both provided
a gradual extension of the multicomponent Fox approach to
include higher-order terms and included the contribution due
to an external magnetic field.
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APPENDIX C: THE BFPA IN TWO DIMENSIONS

The predictions of the BFPA for a particle in an external
potential in one spatial dimension have been discussed in
Sec. II D. For a single particle in a two-dimensional poten-
tial landscape, the differential equations of the BFPA, which
determine the components of the effective diffusion tensor D,
depend on the symmetry of the system. In the planar case,
the situation is similar to one dimension, i.e., for a given
external potential φ(x) the Eigenvalue Dxx(x) of D, corre-
sponding to the direction of the potential modulation, obeys
the same differential equation as in Eq. (17). The other Eigen-
value Dyy = Da, corresponding to the perpendicular spatial
direction y, follows from the constant solution of Dyy(x) =
Da + τDtφ

′(x)D′
yy(x) and thus turns out to be irrelevant as in

the Fox approximation.
Next, we consider the polar case with the external potential

φ(r), where the Eigenvalues Drr and Dϕϕ of the effective
diffusion tensor D correspond to the radial êr and polar êϕ

unit vectors, in contrast to the more general case considered
in Sec. III C in presence of a Lorentz force. Without magnetic
field (κ = 0), the general form of the effective potentials in a
polar geometry in two dimensions, Eq. (31) reduces to

φ′
eff = φ′

Drr
+ D′

rr

Drr
+ Drr − Dϕϕ

r Drr
. (C1)

Within the BFPA, we find the differential equations

Drr (r)(1 + τDtφ
′′(r)) = Da + τDtφ

′(r)D′
rr (r),

Dϕϕ (r)

(
1 + τDt

φ′(r)

r

)
= Da + τDtφ

′(r)D′
ϕϕ (r) (C2)

for the two Eigenvalues, where the respective expressions in
the brackets on the left-hand sides correspond to the Eigen-
values E2(r) and E1(r) of the mobility matrix �, compare
Eq. (33). It is thus apparent that the Fox results are recovered
at zero order, i.e., when dropping the second terms on the
right-hand side. Spatial dimensions higher than two can be
treated analogously, where additional Eigenvalues of the form
Dϕϕ will emerge.

Regarding Eq. (C2), we see that the radial diffusion Drr is
determined by an equation of exactly the same form as in one
dimension, Eq. (17). Given the results discussed in Sec. II D, it
is thus not very likely that the solution for Drr (r) constitutes
an improvement over the Fox expression Drr (r) = Da/(1 +
τDtφ

′(r)/r) the two-dimensional case. The biggest problem
of Eq. (C2), however, stems from the second equation for
the polar diffusivity Dϕϕ . Analysis of the Lipschitz condition
reveals that the differential equation is mathematically ill de-
fined for practically all interaction potentials of relevance.

APPENDIX D: EFFECTIVE LORENTZ POTENTIALS
IN TWO DIMENSIONS

In this Appendix we provide the general representations of
the effective Lorentz potentials, as introduced in Sec. III C,

obtained from expanding the BFPA result. For a spatially
dependent magnetic field in a polar geometry, the general
effective potential follows from Eq. (31). Moreover, we take
into account the first derivative of κ (r) by defining

Kκ (r) := τDtφ
′(r)κ ′(r)κ (r), (D1)

such that the generalized ingredients of Eq. (31) become

DB = It + Da
(κ2 + E1)(κ2 + 1)

(κ2 + E1E2)(κ2 + 1) − (E1 + 1)Kκ

,

Drr = It + Da
E1(κ2 + 1)

(κ2 + E1E2)(κ2 + 1) − (E1 + 1)Kκ

,

Dϕϕ = It + Da
E2(κ2 + 1) − Kκ

(κ2 + E1E2)(κ2 + 1) − (E1 + 1)Kκ

,

Dϕr = Da
(κ2 + 1)κ − Kκ

κ

(κ2 + E1E2)(κ2 + 1) − (E1 + 1)Kκ

,

Drϕ = Da
(κ2 + 1)κ

(κ2 + E1E2)(κ2 + 1) − (E1 + 1)Kκ

, (D2)

while the Eigenvalues Ei(r) are still given by Eq. (33). It
is easily verified that the first three expressions reduce to
Eq. (32) and that Dϕr = −Drϕ if κ ′(r) = 0.

Let us now consider a potential φ(x) and magnetic
field κ (x) in a planar geometry with the unit vectors êx =
(1, 0)T and êy = (0, 1)T . Then, analogously to the evalua-
tion in Sec. III C, we have (1 + κ2) G · êx = êx − κ êy and
(1 + κ2) G · êy = κ êx + êy, such that we must consider D =∑

i, j Di j êi ⊗ ê j with i, j ∈ {x, y}. The stationary condition
j · êx = 0 for the current

j = −G · (
φ′ fN êx + (

fNDT
)′ · êx

)
, (D3)

where the dash now denotes the derivative with respect to x,
then leads to the general representation

φ′
eff = φ′

DB
+ D′

B

DB
(D4)

for the derivative of the effective potential φeff(x), where
DB := Dxx + κDxy. This generalized effective diffusivity can
be written as

DB = It + Da
(κ2 + 1)2

(κ2 + E2)(κ2 + 1) − 2Kκ

, (D5)

where the remaining nontrivial Eigenvalue of the mobility
matrix, corresponding to êx, reads E2(x) = 1 + τDtφ

′′(x) in
this quasi-one-dimensional case and Kκ (x) has the same form
as in Eq. (D1). The expression in Eq. (D5) equals the corre-
sponding formula from Eq. (D2) upon setting E1 = 1 therein
and reduces to

DB = It + Da
κ2 + 1

κ2 + E2
(D6)

for a spatially constant magnetic field with κ ′(x) = 0.
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