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ABSTRACT
During their information seeking people tend to filter out all the
parts of the available information that do not fit their existing beliefs
or opinions. In this paper we present a model for this “Self-imposed
Filter Bubble” (SFB) consisting of four dimensions. Thereby, we aim
to 1) estimate the probability of the user being caught in an SFB and
consequently, 2) identify suitable clues to reduce this probability
in the further course of a dialogue. Using an exemplary implemen-
tation in an argumentative dialogue system, we demonstrate the
validity and applicability of this model in an online user study with
102 participants. These findings serve as a basis for developing a sys-
tem strategy to break the user’s SFB and contribute to a sustainable
and profound reflection on a topic from all viewpoints.
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• Human-centered computing → User models; User studies;
HCI theory, concepts and models.
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1 INTRODUCTION
Conversational user interfaces (CUIs), such as chatbots and conver-
sational (voice) assistants are getting increasingly popular, espe-
cially as they enable to easily access requested information from
online sources such as search engines or social media platforms.
Especially with regard to more complex interactions two important
phenomena can be observed that can result in an information bias.
On the one hand, according to Pariser [31] due to filter algorithms,
information content is selected based on previous online behav-
ior which leads to cultural/ideological bubbles, so-called “Filter
Bubbles”. In their literature review Michiels et al. [29] focus the
technological filter bubble defined as a “decrease in the diversity
of a user’s recommendations over time, in any dimension of diver-
sity, resulting from the choices made by different recommendation
stakeholders”.

On the other hand, Nickerson [30] points out that users who
are confronted with controversial topics tend to focus on a “biased
subset of sources that repeat or strengthen an already established
or convenient opinion”. This user behaviour leads to so-called “Self-
imposed Filter Bubbles” (SFB) [17] and “echo chambers” [7, 16, 34]
which are both manifestations of “confirmation bias”, a term typi-
cally used in psychological literature [30]. These phenomena are
mutually dependent and reinforcing according to Lee [25] as the
self-imposed media bubble is as a result reinforced and perpetuated
using algorithmic filters delivering content aligned with presumed
interests based on search histories and personal associations. More-
over, Bakshy et al. [8] claim that studies have shown that individual
choice has even more of an effect on exposure to differing perspec-
tives than “algorithmic curation”.

In this paper we focus on the second phenomenon, namely the
user’s SFB regarding a certain topic during the interaction with
an argumentative dialogue system (ADS). We introduce a model,
which enables to 1) estimate the probability of a user being in an
SFB during an ongoing interaction and 2) identify suitable reference
points to reduce this probability in the further course of the inter-
action. Our SFB model consists of four dimensions: Reflective User
Engagement (RUE), Personal Relevance (PR), True Knowledge (TK)
and False Knowledge (FK). The RUE describes the critical-thinking
and open-mindedness demonstrated by the user [3]. The PR refers
to the user’s individual assessment of the relevance of subtopics
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with regard to the topic of the discussion. True Knowledge is defined
as the new information the user receives on a topic by talking to
the system. False Knowledge refers to the user’s incorrect informa-
tion on a topic which contradicts the verified information in the
system’s database.

As CUIs provide a more natural and intuitive access to requested
information, SFB are very likely to be perceived in the interaction
between users and CUIs and unconsciously influence this interac-
tion. Therefore the identification of SFBs is crucial to enable the CUI
to respond in a manner that reduces the potential for information
asymmetry and bias. Being immediately involved in the interaction
the ability of CUIs to counteract such SFBs represents a valuable
component in promoting a more engaging and balanced exchange
of information.

As an unbiased and critical reflected opinion building process
is more likely in a cooperative dialogue between the system and
user, it is important not to force new information onto the user
but to find a more subtle way. Thus, the SFB model enables to
identify possible points of reference (the most decisive dimensions
strengthening the bubble) which can be used as starting point to
break the user’s SFB. The remainder of the paper is as follows: in
Section 2 an overview of related literature is given. Afterwards we
introduce our novel SFB model, its components and requirements
in Section 3. Section 4 discusses an exemplary integration of our
model in an argumentative dialogue system which is evaluated in a
crowdsourcing study with online users described in Section 5. Sec-
tion 6 covers the respective study results, followed by a discussion
of the former and study limitations in Sections 6 and 8. We close
with a conclusion and a brief discussion of future work in Section 9.

2 RELATEDWORK
In the following we give a short overview of existing literature
on the main aspects of the herein presented work, Confirmation
Bias and Self-imposed Filter Bubbles and Argumentative Dialogue
Systems.

2.1 Confirmation Bias and Self-imposed Filter
Bubbles

As previously pointed out, the users’ seeking or interpreting of
evidence in ways that are partial to their existing beliefs, expecta-
tions, or a hypothesis in hand is called confirmation bias [30]. Al-
lahverdyan and Galstyan [5] describe confirmation bias as the ten-
dency to acquire or evaluate new information in a way that is
consistent with one’s preexisting beliefs. Additionally, Jones and
Sugden [22] showed that a positive confirmation bias, in both infor-
mation acquisition and information use, is present in an experiment
in which individuals choose the“information what to buy, prior to
making a decision”. A neurological implication of confirmation
bias is shown by Kappes et al. [23] whose results demonstrate that
existing judgments alter the neural representation of information
strength, leaving the individual less likely to alter opinions in the
face of disagreement.

To resolve the confirmation bias of a user in the context of de-
cision making processes Huang et al. [21] propose the usage of
computer-mediated counter-argument. Furthermore Schwind and
Buder [38] regard preference-inconsistent recommendations as a

promising approach to trigger critical thinking. Still, if too many
counter-arguments are introduced this could lead to unwanted ef-
fects negative emotional consequences (annoyance, confusion) [21].
According to Paul [32] if users think critically in a weak sense,
this implies reflecting about positions that are different from the
one’s own [28], but tending to defend the own view without re-
flection [32]. Critical thinking in a strong sense means to reflect
one’s own opinion as well. The energy and effort [19] required
for this strong critical reflection is often not present due to a lack
of people’s need for cognition [27]. Due to the users’ tendency to
defend their own view [32], a system which confronts them with
an opposing stance might not lead to critical reflection but rather
the opposite. Consequently, Huang et al. [21] stress the need for an
intelligent system which is able to adapt the frequency, timing and
choice of the counter-arguments. To provide such a system, it is
crucial to develop a model, which can be adapted to the user.

An approach for such a model is for example introduced
by Del Vicario et al. [14], who study online social debates and
try to model and describe the related polarization dynamics based
on confirmation bias mathematically. In contrast, we aim to model
the cause of this bias, the so-called “Self-imposed Filter Bubble”
(SFB) [17]. To the best of our knowledge, we are the first to define
measurable dimensions to describe and build up a model for this
phenomenon in context of a cooperative argumentative dialogue.
This cooperative setting is motivated by the findings of Villarroel
et al. [41] who state that a consensual dialogue is much more likely
to resolve diverging perspectives on evidence and repair incorrect,
partial and subjective readings of evidence than a persuasive one.

2.2 Argumentative Dialogue Systems
Due to the previously motivated cooperative approach to exchange
arguments the system in which our SFB-model shall be incorpo-
rated should not try to persuade or win a debate against a user
unlike most approaches to human-machine argumentation. Those
approaches utilize different models to structure the interaction and
are embedded in a competitive scenario. For instance, Slonim et al.
[39] use a classical debating setting. Their IBM Debater is an au-
tonomous debating system that can engage in a competitive debate
with humans via natural language. Another speech-based approach
was introduced Rosenfeld and Kraus [37] presenting a system based
on weighted Bipolar Argumentation Frameworks (wBAG). Arguing
chatbots such as Debbie [35] and Dave [24] interact via text with
the user. A menu-based framework that incorporates the beliefs
and concerns of the opponent was presented by Hadoux et al. [20].
In the same line, [12] used a previously crowd-sourced argument
graph and considered the concerns of the user to persuade them.
Another introduced persuasive prototype chatbot is tailored to con-
vince users to vaccinate against COVID-19 using computational
models of argument [11]. Furthermore, Fazzinga et al. [18] illus-
trate an approach towards a dialogue system architecture that uses
argumentative concepts to perform reasoning and provide answers
consistent with the user input, which is illustrated by the example
of a user requiring information about COVID-19 vaccines. In con-
trast, the system of Aicher et al. [4] is based upon a cooperative
exploration of arguments and offers the users the possibility to
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state their preferences and thus, offers a more suitable basis than
formerly described ADS.

3 SELF-IMPOSED FILTER BUBBLE MODEL
In the following section we will give an overview of each model
dimension and motivate our choice. Afterwards we explain the
basic model how these dimensions form the clusterwise and overall
SFB-vector of the user and necessary requirements for integration
in an ADS. Please note, that we do not claim that the dimensions
or our model to be complete but that it is a first approach to model
SFBs.

3.1 SFB-Model Dimensions
As previously mentioned we focus on four dimensions in our model,
which span a four-dimensional space: Reflective User Engagement
(RUE), Personal Relevance (PR), True Knowledge (TK) and False Knowl-
edge (FK). We motivate this choice building upon findings in well-
established state-of-the-art literature. Argumentative discussions
are complex and consist of a lot of different subtopics, which con-
tain arguments referring to the same content-related aspects. For
each of these so-called “clusters” we define corresponding SFB vec-
tors

−−−→
𝑠 𝑓 𝑏𝑘 , 𝑘 ∈ N (one for each subtopic), which finally make up

the overall SFB vector
−−−−→
𝑆𝐹𝐵𝑘 of the whole discussion topic. It is

crucial to distinguish between the SFB and SFB-vector of a user
(see Figure 1. The SFB-vector is defined as a vector that has its
origin in the origin of the coordinate system and whose end is the
position of the user in the four-dimensional space at the current
state of the interaction. Furthermore, the SFB shall be areas in the
four-dimensional space that indicate with which probability users
are located within an SFB when their SFB-vectors lie in this area
depending on predefined limits.

3.1.1 Reflective User Engagement (RUE). The elaboration likeli-
hood model (ELM) [33], a well-established framework in persua-
sion research, suggests that an attitude change occurs as a result of
two different information processing modes – central vs. periph-
eral. Westerwick et al. [42] state that if users process information
via the central route, they engage carefully and thoroughly with
the information, reflect on it, connect it with preexisting cognitions,
and integrate it into their overall cognitive network which is what
we aim for. But when lacking the motivation and ability for such
effortful consideration, recipients may engage in peripheral process-
ing and thus, not scrutinize the message content much. Therefore,
the peripheral mode increases the probability for users to get stuck
in their SFB. The reflective user engagement (RUE) describes the
critical-thinking and open-mindedness demonstrated by the user
when exploring a controversial topic [3]. Both, critical-thinking and
open-mindedness appear as frequently suggested starting points to
counteract various types of biases [6, 26, 38]. Recalling the defini-
tion of confirmation bias and SFBs, which implies the opposite of
an reflective engagement, it follows that the RUE is very likely to
have a big influence on the user’s SFB-vector. Thus, the bigger the
RUE concerning a certain cluster, the lower the probability is that
the user is caught in a cluster SFB.

Building upon the approach of Aicher et al. [3] to determine
the RUE, we propose a RUE calculation which takes into account

the polarity and number of arguments (belonging to a cluster) a
user has heard. Recalling that the RUE is defined as the user’s in-
terest in scrutinizing arguments and exploring diverging views,
this can be mapped on two actions of the user by asking for more
information, either on the pro or con side of the topic of the discus-
sion. Therefore, our model requires the user to know how many
arguments are available which is displayed in the graphical user
interface in form of a corresponding visualization throughout the
interaction. Thereby, we can deduce that unheard arguments are
left out intentionally and not by mistake. Consequently, the more
arguments of both polarities are heard, the higher is the RUE. In
contrast to Aicher et al. [3], we determine the RUE dependent on
the respective clusters (subtopics) 𝑘 . The RUE increases if number
of heard pro and con arguments is balanced or/and the more ar-
guments are heard. To take a potential, data-related bias in cluster
𝑘 (number of pro and con arguments unequal) into account, we
introduce the characteristic function 1.

1𝑝𝑘,𝑣 =



1, if ∃ visited pro/con pairs ∧ 𝑠𝑘,𝑣,𝜌
≤ 𝑠𝑘,𝑣,𝜌 +min

{
2, (𝑠𝑘,𝑎 − 𝑠𝑘,𝑣)

}
1, if � visited pro/con pairs ∧ 𝑠𝑘,𝑣,𝜌 < 𝑠𝑘,𝑣,𝜌
1, if no pro/con pairs exist ∧ 𝑠𝑘,𝑣,𝜌

≤ 𝑠𝑘,𝑣,𝜌 +min
{
2, (𝑠𝑘,𝑎 − 𝑠𝑘,𝑣)

}
0, if 𝑠𝑘,𝑣,𝜌 > 𝑠𝑘,𝑣,𝜌+

min
{
2, (𝑠𝑘,𝑎 − 𝑠𝑘,𝑣)

}
0, if � visited pro/con pairs ∧ 𝑠𝑘,𝑣,𝜌 ≥ 𝑠𝑘,𝑣,𝜌

. (1)

Throughout Section 3 𝑠𝑘 denotes the number of single arguments
belonging to cluster 𝑘 and 𝑝 denotes pro/con pairs (𝑝𝑘 = 𝑠𝑘,𝜌 ∧𝑠𝑘,𝜌 )
of the respective cluster 𝑘 (e.g. 𝑠1 = 3 indicates that for the cluster
1 three single arguments exist). The index 𝑎 denotes all elements in
this cluster, 𝑣 denotes visited and thus heard arguments, 𝜌 denotes
an argument’s polarity which corresponds to the user’s point of
view and 𝜌 an argument’s polarity which contradicts the user’s
point of view. This implies, that at the beginning of the interaction,
the users have to state their point of view and are furthermore able
to update this information anytime during the dialogue. Without
loss of generality if the user states to be indifferent, we make the
conservative assumption that 𝑠𝑘,𝑣 = 𝑠𝑘,𝑣,𝜌 1.

Eq. (1) considers if at least one pro/con pair2 has been heard
and if so, makes it possible to take into account additionally heard
single arguments. However, the latter is limited to cases where
users hear additional arguments that contradict their own point
of view or only a limited number of arguments that support their
own point of view. Thus, we reward a balanced exploration or that
of the opposite point of view more, since, as indicated before, this
requires a greater effort from the user.

If there exist additional single arguments (𝑠𝑘 ≧ 0) we define
these singles with 𝑠𝑘,𝑤 in Equation (2). Following the same consid-
erations as for Eq. (1) we distinguish three cases. The first describes
the event that the number of visited single arguments 𝑠𝑘,𝑣 is smaller
than the total number of single arguments 𝑠𝑘,𝑎 in cluster 𝑘 . The
second considers the event where the user explores more singles
than pairs, which are in line with their point of view. As this does

1This means if users listen to single arguments and are indifferent regarding their
stance, the RUE is calculated as if theywere in linewith the respective single arguments.
2A pro/con pair is defined as a pro and a con argument, regardless their relation to
each other. Only their polarity with regard to the topic of the discussion is important.
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not point to a critical, reflective opinion-forming, it is weighted
with a downsizing factor 𝛾𝑘 ∈ (0, 1). The third case considers
the case where the user explores more opposing singles than pairs,
which indicates a higher RUE. The first and third case are weighted
with an additional factor 𝛽1,𝑘 , 𝛽2,𝑘 ∈ (0, 1] which is set to 1 for
all 𝑘 as a starting point and can be adapted accordingly if e.g. the
exploration of opposing arguments should be rewarded more.

𝑠𝑘,𝑤 =



𝛽1,𝑘
𝑠𝑘,𝑣
𝑠𝑘,𝑎

, if 𝑠𝑘,𝑣 ≦ 𝑠𝑘,𝑎
𝛾𝑘 , if 𝑠𝑘,𝑣 > 𝑠𝑘,𝑎 ∧

𝑠𝑘,𝑣,𝜌 ≧ 𝑠𝑘,𝑣,𝜌
𝛽2,𝑘

𝑠𝑘,𝑣,𝑝−𝑝𝑘,𝑣
𝑠𝑘,𝑎,𝑝−𝑝𝑘,𝑣 if 𝑠𝑘,𝑣 > 𝑠𝑘,𝑎 ∧

𝑠𝑘,𝑣,𝜌 < 𝑠𝑘,𝑣,𝜌

, (2)

where 𝑠𝑘,𝑣 denotes the visited single nodes which are either in line
with or oppose the user’s point of view. 𝑠𝑘,𝑎 describes all existing
singles in a cluster (counterpart to 𝑝𝑘,𝑎). The first part of the nu-
merator of the term 𝑠𝑘,𝑣,𝜌 denotes the number of visited arguments
which oppose the user’s point of view and belong to cluster 𝑘 . The
second part displays the already heard pairs 𝑝𝑘,𝑣 , which should not
count into 𝑠𝑘,𝑣,𝜌 as a respective counterpart has been heard. The
denominator consists of all arguments which oppose the user’s
point of view 𝑠𝑘,𝑎,𝜌 subtracted by 𝑝𝑘,𝑣 . Henceforth, Eq. (2) takes
account for the fact, that the exploration of an opposing view coun-
teracts the SFB and thus, has a higher impact, than the exploration
of arguments which stress the user’s point of view.

Please note that, in case only pairs and no singles exist
(𝑠𝑘,𝑎𝑙𝑙 > 0), Eq. (2) can be simplified to:

𝑠𝑘,𝑤 =

{
0, if 𝜎𝑘,𝑣,𝜌 ≧ 𝜎𝑘,𝑣,𝜌
𝛽2,𝑘

𝜎𝑘,𝑣,𝜌−𝑝𝑘,𝑣
𝜎𝑘,𝑎,𝜌−𝑝𝑘,𝑣 , if 𝜎𝑘,𝑣,𝜌 < 𝜎𝑘,𝑣,𝜌

. (3)

It follows for the resulting RUE component 𝑟𝑘 of the respective
cluster 𝑘 can therefore be determined by:

𝑟𝑘 = 𝛼𝑘
|𝑝𝑘,𝑣 |
|𝑝𝑘,𝑎 |

+ 1𝑝𝑘,𝑣 (1 − 𝛼𝑘 ) 𝑠𝑘,𝑤 , (4)

with 𝑟𝑘 ∈ [0, 1]. In Eq. (4) visited pairs 𝑝𝑘,𝑣 are weighted with
a factor 𝛼𝑘 and all single arguments with (1 − 𝛼𝑘 ) which leaves
some room as to how much a balanced exploration is rewarded.
Without loss of generality, if no pro/con pairs exist in the cluster 𝑘
(|𝑝𝑘,𝑎 | = 0) it follows 𝛼𝑘 := 0; |𝑝𝑘,𝑣 |

|𝑝𝑘,𝑎 | := 0.

3.1.2 Personal Relevance (PR). According to Westerwick et al. [42]
which of two different information processing modes (central/pe-
ripheral) is chosen, depends also on the individual user motivation
e.g. Personal Relevance. Thus, we chose the Personal Relevance (PR)
as another dimension in our SFB model. The PR refers to the user
individual assessment of how relevant a cluster is with regard to
the topic of the discussion. Thus, each cluster is assigned a certain
value, e.g. a 5-point Likert-scale rating. For instance, the user could
rate the statement “This aspect is personally relevant to me in the
discussion of {topic}” for each cluster: 5 = Strongly agree , 4 = Agree,
3 = Neutral, 2 = Disagree, 1 = Strongly disagree. By normalizing
the obtained rating, we obtain for the personal relevance 𝑝𝑟 of the
respective cluster 𝑘 :

𝑝𝑟𝑘 =
user rating

5
, (5)

with 𝑝𝑟𝑘 ∈ [0, 1]. Thus, we conclude the bigger the PR regarding
a certain cluster 𝑘 , the higher is the user’s interest and motivation
to explore arguments belonging to 𝑘 .

3.1.3 True and False Knowledge. Besides the previously mentioned
dimensions also the ability e.g. preexisting knowledge [42] is crucial
for a user to process information via the central route and thus,
thoroughly scrutinizing it according to the ELM model. Building
upon this argumentation, we consider the (preexisting) knowledge
by distinguishing two correlated dimensions: True Knowledge (TK)
and False Knowledge (FK).

The True (False) Knowledge is defined as the user’s correct or
respectively, incorrect knowledge on the current cluster at the cur-
rent state of the interaction. The system’s database does contain
only validated and thus, correct information and consequently, in-
formation contradicting the former is incorrect. We aim for the user
to explore as much information as possible, as this increases the
chance to explore other aspects and viewpoints. Thus, the greater
the user’s True Knowledge, the more unlikely he/she finds them-
selves in an SFB concerning the respective cluster. Vice versa, if
the user is misinformed on certain aspects, it increases the risk of
being stuck in an SFB and being reluctant towards contradicting
correct information. Therefore, the greater the false knowledge
regarding a cluster, the more likely the users find themselves in an
SFB. Consequently, we define the True Knowledge 𝑡𝑘𝑘 concerning
a cluster 𝑘 as the relation of the number of arguments belonging to
𝑘 the user listens to during the interaction and the total number of
arguments belonging to 𝑘 (𝑛𝑘 ). As we want to distinguish between
the preexisting knowledge of the user and the newly gained one
through the interaction, we furthermore define the initial True
Knowledge 𝑡𝑘𝑘,𝑖 as the relation of the number of arguments the
user states to already know (𝑛𝑘,𝑣,𝑘𝑛𝑜𝑤𝑛) and 𝑛𝑘 . It follows:

𝑡𝑘𝑘 =
𝑛𝑘,𝑣

𝑛𝑘
, (6)

𝑡𝑘𝑘,𝑖 =
𝑛𝑘,𝑣,𝑘𝑛𝑜𝑤𝑛

𝑛𝑘
(7)

with 𝑡𝑘𝑘 , 𝑡𝑘𝑘,𝑖 ∈ [0, 1]. 𝑛𝑘,𝑣 denotes the number of all visited argu-
ments (𝑛𝑘,𝑣,𝑘𝑛𝑜𝑤𝑛 ≤ 𝑛𝑘,𝑣 ).

In order to display the False Knowledge 𝑓 𝑘𝑘 regarding argu-
ments belonging to cluster 𝑘 in the similar range (0, 1] as the other
dimensions, we define the inverse relation:

𝑓 𝑘𝑘 =
1

1 + 𝜃𝑘𝑛
∀𝑛 ∈ N0 (8)

where 𝑛 denotes the number of instances where the user stated to
have contradicting information and 𝜃 ∈ (0,∞) displays a weighting
factor which can be chosen accordingly. Without loss of generality
we choose 𝜃𝑘 = 0.5 ∀ 𝑘 as a starting point 3. In case of 𝑛 = 0
we define 𝑓 𝑘𝑘 := 1 and thus, no False Knowledge with regard to
cluster 𝑘 is present. Therefore, the probability for the user to be
open-minded towards presented arguments is higher.

3.2 Clusterwise SFB-Model
Using the previously defined dimensions and derived Equa-
tions (4), (5), (6) and (8) we obtain the user’s SFB-vector for each
3As it might be useful to adjust 𝜃𝑘 according to the cluster sizes, we chose a ten-
dimensional ®𝜃 instead of 𝜃 , as the herein discussed dataset consists of 10 clusters.
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cluster 𝑘 : −−−→
𝑠 𝑓 𝑏𝑘 = (𝑝𝑟𝑘 , 𝑟𝑘 , 𝑡𝑘𝑘 , 𝑓 𝑘𝑘 )𝑇 . (9)

In Figure 1 an exemplary sketch of this vector and the respective
SFB of this cluster are shown. As a four-dimensional vector cannot
be displayed, it was split for a better illustration in two different
𝑧1-components 𝑡𝑘𝑘 and 𝑓 𝑘𝑘 . Please note that this sketch is for
illustrative purposes only and the “real” shape and structure of
the SFB marked in light blue may differ. Especially, as it is hard to
define distinct margins, we describe a probability for a user to be
inside or outside the SFB. Depending on the definition of “breaking”

Figure 1: Schematic sketch of a clusterwise SFB-vector and
SFB for a cluster 𝑘 . The box indicates, the probability of a
filter bubble is very dense and high near the origin and if a
dimension is close to zero. For better illustration the four-
dimensional SFB-vector is displayed in two split components
which only differ regarding their 𝑧1 component. Whereas the
blue vector displays the 𝑡𝑘𝑘 in the 𝑧1-component, the violet
one displays the 𝑓 𝑘𝑘 . The 𝑥1 component depicts the reflective
user engagement 𝑟𝑘 and 𝑦1 the personal relevance 𝑝𝑘𝑘 . The
blue areas denote the SFB.

the SFB for a cluster, using this vector various criteria could be
examined. We suggest to examine in a first step the initial (before
the interaction) and final (after the interaction) vector position with
respect to the clusterwise SFB. For instance, a minimum relative
change 𝛿𝑘,𝑚𝑖𝑛 between the initial and final position could be defined
and compared by calculating the difference in magnitudes 𝛿𝑘 :

𝛿𝑘 = |−−−−−→𝑠 𝑓 𝑏𝑘,𝑓 | − |−−−−→𝑠 𝑓 𝑏𝑘,𝑖 |, (10)

where
−−−−→
𝑠 𝑓 𝑏𝑘,𝑖 consists of the initial values (especially 𝑡𝑘𝑘,𝑖 and 𝑓 𝑘𝑘,𝑖

have to be estimated e.g. initialization dialogue or questionnaire,
before and verified during the interaction).

−−−−−→
𝑠 𝑓 𝑏𝑘,𝑓 denotes the final

vector after the interaction ended. If 𝛿𝑘 > 𝛿𝑘,𝑚𝑖𝑛 there is high
probability that the users find themselves outside the clusterwise

SFB. However, since these considerations only include one cluster,
it is necessary to consider all clusters in the following.

3.3 Overall SFB-Model
In order to define an overall SFB-Model for all clusters, the differ-
ences between these cluster have to be taken into account regarding
the determination of the reflective user engagement. When consid-
ering hierarchical argumentation structures, e.g. argument trees,
arguments at the beginning of a branch are more general than ones
at deeper levels. Due to this we introduce a hierarchical weight 𝜔𝑑
in order to incorporate the different levels of argument depth into
the overall RUE measure. Therefore, a balanced exploring of lower
levels will be assigned larger weights than near the root node (see
Fig. 2. As the depth of arguments within the argument tree may
vary, we define a median depth 𝑑𝑘 = med(𝐷) with 𝐷 denoting all
depths of the respective visited arguments belonging to cluster 𝑘4.
Thus it follows

𝜔𝑑,𝑘 =
𝑑𝑘∑𝑑𝑘,𝑚𝑎𝑥

𝑚=1 𝑚
, (11)

with𝑑𝑘,max = max(med(𝑑𝑘 )), 𝑘 = 1...𝑛 being the maximummedian
depth of all 𝑛 clusters.

Furthermore, to avoid an over-representation of clusters with
only a few arguments while clusters with many arguments will
be under-represented, we define a weight 𝜔𝑘,𝑛 which takes the
different sizes of clusters into account. Thus, we relate the number
of arguments 𝑛𝑘 within the cluster 𝑘 to all arguments in all clusters
𝑛𝑎𝑙𝑙 such that:

𝜔𝑛,𝑘 =
𝑛𝑘

𝑛𝑎𝑙𝑙
. (12)

By merging the Equations (4), (11) and (12) and respective normal-
ization, we obtain the overall RUE for all 𝑛 cluster:

𝑅𝑈𝐸 =

∑𝑛
𝑘=1 𝜔𝑑,𝑘𝜔𝑛,𝑘𝑟𝑘∑𝑛
𝑘=1 𝜔𝑑,𝑘𝜔𝑛,𝑘

, (13)

with 𝑅𝑈𝐸 ∈ [0, 1]. An RUE equal to 0 indicates a strong SFB,
whereas an RUE equal to 1 indicates the opposite.

Concerning the other dimensions, we take the respective average
over all clusters, such that:

𝑋 =

∑𝑛
𝑘=1 𝑥𝑘

𝑛
, (14)

with 𝑋 ∈ {𝑃𝑅,𝑇𝐾, 𝐹𝐾} and 𝑥 ∈ {𝑝𝑟, 𝑡𝑘, 𝑓 𝑘}. Likewise, to
the clusterwise SFB we get an overall SFB vector

−−→
𝑆𝐹𝐵 =

(𝑃𝑅, 𝑅𝑈𝐸,𝑇𝐾, 𝐹𝐾)𝑇 , consisting of the overall cluster values for
each dimension. This vector can serve as a starting point to deter-
mine the probability with which the user is caught within an SFB
on the whole topic. Thus, we define the probability to be within an
SFB as:

|−−→𝑆𝐹𝐵 | < 𝜁1 : high

𝜁1 ≦ |−−→𝑆𝐹𝐵 | ≦ 𝜁2 : moderate

|−−→𝑆𝐹𝐵 | > 𝜁2 : low.

4Taking the average instead would lead to a great bias, especially as 𝑑 ∈ N ∀ 𝑑 ∈ 𝐷
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𝜁1 and 𝜁2 are margins between 0 and 1, which have to be chosen
according to how strict the SFB is defined. However, especially as
the definition of these margins is difficult, we recommend to take
also other criteria or rather combinations of criteria into account,
for instance:

• Extremes: dimensions (clusterwise and overall) which are
equal to 0 or 1

• Relative changes of the clusterwise SFB-vectors (initial vs.
final position)

• Dimension related margins
• Great discrepancies between clusters

The above mentioned criteria could also provide useful information
for the system’s policy to break the SFB during the interaction.
Which combination of these criteria is the most suitable shall be
explored in future work and we encourage to adapt them according
to the respective application setting.

3.4 Requirements: Annotation Scheme and
Argument Clustering

Figure 2: Visualization of argument tree structure. The topic
of the discussion is the root node, which is supported by the
claim C2 (green dotted arrow) and attacked by claim C1 (red
solid arrow). The respective leaf nodes are the premises P1,
P2 and P3.

To be able to combine the presented model with existing argu-
ment mining approaches to ensure its flexibility in view of discussed
topics, we follow the bipolar argument annotation scheme intro-
duced by Stab and Gurevych [40]5. It distinguishes three different
types of components (Major Claim, Claim, Premise), which are
structured in the form of bipolar argumentation trees depicted in
Figure 2. The overall topic of the debate is formulated as the Major
Claim Φ0 representing the root node in the graph. Claims (C1 and
C2) on the other hand are assertions which formulate a certain
opinion targeting the Major Claim but still need to be justified by
further arguments, premises (P1 and P2) respectively. We consider
two relations between these argument components (nodes): support
(green dotted arrows) or attack (red solid arrows). Each compo-
nent apart from the Major Claim Φ0 (which has no relation) has
exactly one unique relation to another component. This leads to a
non-cyclic tree structure, where each node or “parent” (C1 and C2)
5Due to the generality of the annotation scheme, the system is not restricted to the
herein considered data. In general, every argument structure that can be mapped onto
the applied scheme can be used.

is supported or attacked by its “children”. If no children exist, the
node is a leaf (e.g. 𝑃1, 𝑃2 and 𝑃3) and marks the end of a branch.

Furthermore, our SFB model requires semantically clustered ar-
guments, such that each argument belongs to one or more clusters
of the discussed topic. There are many different approaches for
clustering data. Research in argument clustering is mostly based
on textual structures or linguistic features using agglomerative
clustering [10, 35]. However, as an argument can address more
than one aspect of a topic, it may belong to multiple overlapping
clusters [13]. Thus, according to Reimers et al. [36], simple parti-
tioning algorithms such as agglomerative clustering are unsuited
for argument clustering. As machine learning techniques to identify
semantic clusters are very complex, for a first implementation we
will make use of manual clustering by human expert annotators
and will focus on the former in future work. Due to the fact that
manual clustering captures semantically fine-grained nuances it
may even be better in estimating the similarity of arguments [13].
Each argument directly addresses one or more clusters. As each
argument component targets the predecessor above it, it refers
indirectly to all predecessing parents. Therefore, we define that
each argument component inherits the clusters of its preceding
nodes, i.e. it indirectly addresses all clusters its parent directly or
indirectly addresses. Note that an argument component can both
directly and indirectly address the same cluster, i.e. if it belongs to
a cluster itself and it also inherits the cluster from its parent. The
major claim denoting the overall topic does not belong to a cluster.

4 SFB-MODEL INTEGRATION INTO THE ADS
In the following, the relevant components of the ADS with regard
to the exemplary integration of our model are introduced. After
an overview of its knowledge base and argument clustering, the
underlying dialogue model and interface of the ADS are described.

4.1 Knowledge Base and Argument Clustering
In this ADS a sample debate on the topic Marriage is an outdated
institution provides a suiting argument structure and fulfills all
requirements in Subsection 3.4. It serves as knowledge base for the
arguments and is taken from the Debatabase of the idebate.org7
website. It consists of a total of 72 argument components (1 major
claim, 10 claims and 61 premises) and their corresponding relations
and is encoded in an OWL ontology [9] for further use. In each
“why pro/con" move a single argument component is presented to
the user. The maximal depth of a branch 𝑑𝑚𝑎𝑥,𝐵 𝑗

varies from 5 up
to 10. To prevent the user from being overwhelmed by the amount
of information, the available arguments are presented to the users
incrementally on their request. The allowed moves the user is able
to make are explained in Subsection 4.2. With regard to the argu-
ment clustering, the following ten clusters were identified in our
sample dataset: Alternative relationships and parenthoods, Children,
Divorce, Expectations and commitment, Harmful relationships, Law,
Relationship stability, Religion, Remarriage, Social Acceptance.

7https://idebate.org/debatabase (last accessed 23th July 2021). Material reproduced
from www.iedebate.org with the permission of the International Debating Education
Association. Copyright © 2005 International Debate Education Association. All Rights
Reserved.

https://idebate.org/debatabase
www.iedebate.org
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Table 1: Description of the possible user moves with corresponding determiners and influenced SFB dimension. The latter is
updated dynamically after each move.

Move Description Determiners SFB Dim
𝑤ℎ𝑦𝑝𝑟𝑜 Request for a pro argument If supporting child exists 𝑟𝑘 , 𝑡𝑘𝑘
𝑤ℎ𝑦𝑐𝑜𝑛 Request for a con argument If attacking child exists 𝑟𝑘 , 𝑡𝑘𝑘
𝑠𝑢𝑔𝑔𝑒𝑠𝑡 Suggest another argument (random/interest) If unheard arguments exist 𝑟𝑘 , 𝑡𝑘𝑘
𝑝𝑟𝑒 𝑓 𝑒𝑟 State agreement/preference for current argument Always 𝑟𝑘
𝑟𝑒 𝑗𝑒𝑐𝑡 State disagreement/rejection of current argument Always 𝑟𝑘
𝑘𝑛𝑜𝑤 States that current argument is already known Always 𝑡𝑘𝑘,𝑖

6

𝑓 𝑎𝑙𝑠𝑒 States that current argument is incorrect Always 𝑓 𝑘𝑘
𝑒𝑥𝑖𝑡 Terminates the conversation Always

4.2 Dialogue Model

Figure 3: Exemplary Popup for the PR 5-point Likert rating
of the clusters “Alternative relationships and parenthoods”
and “Children” which were previously addressed before the
switch to another cluster.

Besides the previously described requirements, in order to apply
the SFB-Model introduced in Section 3 the dialogue model has
to provide respective user moves. The interaction between the
system and the user is separated in turns, consisting of a user
action and corresponding natural language answer of the system.
The system response is based on the original textual representation
of the argument components, which is embedded in moderating
utterances. Table 1 shows the required8 possible moves (actions)
the user is able to choose from. Thereby the user is able to navigate
through the argument tree and enquire more information. The

8Only moves which are relevant for the SFB model are shown. Other moves are not
listed due to their mere navigational/meta-informational purposes.

determiners show which moves are available depending on the
position of the current argument (root / parent node / leaf node).

As can be seen in Table 1 𝑟𝑘 , 𝑡𝑘 and 𝑓𝑘 are directly influenced by
respective user moves and thus, updated immediately. This does
not apply for 𝑃𝑅, which does not refer directly to the dialogue
content but rather displays a meta reflection. As 𝑝𝑟𝑘 is not directly
referring to the argument but the respective cluster this information
is requested in form of a pop-up windowwhich is shown in Figure 3.
In order not to annoy the user (as the cluster might be the same
over a certain number of moves), we update 𝑝𝑟𝑘 whenever the
corresponding clusters change (new cluster 𝑘2 is addressed, old
cluster 𝑘1 is not addressed anymore).

4.3 ADS Interface

Figure 4: GUI of the ADS. Above the input line the dialogue
history is shown. The graphical visualization of the current
argument branch, its legend and the corresponding root node
of the graph are shown left to the dialogue history. A help
button left to input line provides suggestions for requests in
case the user does not know how to proceed.

The graphical user interface (GUI) of the ADS is illustrated in
Figure 4. The users type their request (action) in the input line
below the dialogue history and press “Send”. This input is inter-
preted by an NLU framework [1] which processes the typed user
utterance using an intent classifier based on a BERT Transformer
Encoder [15] and a bidirectional LSTM classifier. After a user move
is recognized, the dialogue management reacts accordingly and
the corresponding system’s response is displayed on the screen.
To make sure that omitted arguments were skipped deliberately,
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a graphical visualization left to the dialogue history in Figure 4
shows the users the length and structure of the currently visited
argument branch. It shows the current root of the argument branch,
the argument branch itself and the user’s current position (green
bordered node) are displayed. Already visited arguments are shown
in green and unheard ones in blue.

In order to test the validity and consistency of our SFB Model in
a proof-of-principle scenario, it was integrated into this cooperative
ADS which served as the study setting described in the following.

5 USER STUDY
We conducted a user study with 102 participants divided into two
groups, an experimental group with interest-driven choice of argu-
ments (hereinafter referred to as “interest”) and control group with
random choice (hereinafter referred to as “random”), to show the
validity of the proposed SFB-Model. For the interest group the ADS
chose arguments which suited the user’s preferences (shown by
preference or rejection moves of the user) and interest (modelled
by an interest model [2]) best, whereas the random group received
randomly chosen arguments. Thus, the interest group was always
presented arguments of the requested polarity and cluster, whereas
the arguments for the random group were picked randomly from
the list of still available (unheard) arguments. The study aimed for
analyzing the following research questions:

(1) Is the presented model suitable to describe a user’s SFB?
(2) Do the SFB dimensions change dynamically and if so do

these changes match the expectations based on the course
of the dialogue?

More precisely, we defined the following hypotheses to be examined
in the study:

H1 Participants in the interest group showed a higher probability
to be caught in an SFB.

H2 The changes in the SFB dimensions are consistent with the
expected behaviour based on the course of the dialogue.

The study was conducted online via the crowdsourcing platform
“Crowdee” (https://www.crowdee.com/) with participants from the
UK, US, and Australia (English native speakers to avoid language
barrier effects). The duration of the interaction was estimated to
be about 20 minutes which was rewarded with 5.80€ (17.40€/hour).
The study setup used the chat-based output modality. After an
introduction to the system (short text and description of how to
interact with the system) the users had to pass two control questions
to check whether they understood how to interact with the system.
The users who passed this test, were advised to explore enough
arguments to build a well-founded opinion on the topic Marriage
is an outdated institution. The participants were not told anything
about the underlying SFB-Model or Interest-Model but only to
request at least ten arguments. In addition, they were asked to rate
their opinion and interest on the topic on a 5-point Likert-scale,
which was normalized in [0, 1]. During and after the study, we
collected the following data9: Self-assessment (questionnaire) and
calculated values for RUE, PR, TK, FK for each cluster 𝑘 , opinion and

9All regulations regarding data protection and anonymity of users were strictly adhered
to at all times, and the participants were able to quit the study at any time. An
ethical review by an IRB was nor required due to internal guidelines due to the solely
cooperative, non-persuasive design of the user study.

interest on the topic of the discussion, the set of heard arguments,
the dialogue history.

We conducted this user study with 102 participants aged 19-36
(average age: 36.3 (SD 9.1)). The interest group comprised 53 users
(35 females, 17 males, 1 other/do not want to tell) and the random
group 49 (33 females, 14 males, 2 other/do not want to tell). All
participants were non-experts with no topic-specific background.
Both groups did not differ in their experience with CUIs (Interest:
2.40 (SD 1.12), Random: 2.37 (SD 1.21) on the 5-point Likert-scale
from 1 - “No experience” to 5 “Very much experience”).

6 RESULTS
On average, participants spent 37.77 min in the interaction with
the system (interest: 36.51 min, random: 39.15 min). Most of the
participants (interest: 55%; random: 68%) heard 20-30 out of 72
available arguments. A total of 7 participants (6.8%, interest: 5,
random: 2) quit the interaction after the minimum number of ten
presented arguments was reached. These findings already indicate
that the saturation effect is stronger in the interest group as the
users are likelier to consume only the arguments which suit their
interest best and then quit the system 10.

Table 2: Means and standard deviations of all SFB dimensions
over all cluster for both groups. Statically (very) significant
differences are indicated in bold p values 𝑝 < 0.05 (𝑝 < 0.01).
Furthermore the respective effect size is displayed.

Interest Random

Asp. 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑝 value effect size 𝑟

RUE 0.205 0.254 0.321 0.313 0.003 0.314
PR 0.763 0.223 0.764 0.236 0.306 0.035
TK 0.337 0.221 0.512 0.356 <0.001 0.452
FK 0.863 0.103 0.924 0.122 0.034 0.113

In Table 2 the mean values for all dimensions for both groups
for all clusters are shown. Due to the limited scope of this paper,
we only show the weighted overall mean for each SFB dimension
averaged over all clusters. As the differences between the cluster
are very big and vary in size, the respective standard deviations are
large but comparable between groups. Furthermore, the general
observations we describe here also apply to the individual mean
values of the SFB dimensions for each cluster. Strikingly, RUE,
TK, and FK (inverted!) are significantly11 larger for the random
group12. Specifically, the largest and most significant difference
was observed in TK where the Pearson’s correlation coefficient
(effect size) was found to be medium (0.3<𝑟=0.452<0.5) with a 𝑝-
value < 0.001. Also the significant difference (𝑝=0.003) in the RUE
dimension is of medium effect size 𝑟=0.314. Albeit with a small
10The longer the ongoing interaction, the more likely it is, that the system will present
less suiting arguments, as they are no better suiting arguments available anymore.
11To determine whether the difference between the two group means is significant,
we used the non-parametric Mann-Whitney U test for two independent samples with
no specific distribution as the values are not normally distributed according to the
Shapiro Wilk test.
12Please note, that higher numbers are related of a higher probability to be outside the
SFB

https://www.crowdee.com/
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effect size (𝑟=0.113), the difference in FK was found to be significant
(𝑝=0.034<0.05).

While no significant difference was observed in the overall PR
(all clusters) of PR, the examination of single cluster revealed that in
30% of the clusters significant differences between the two groups
were noticeable (0.037 ≦ 𝑝 ≦ 0.048, 𝑟 ≦ 0.1).

Regarding the “pre-interest” (before the interaction) of the par-
ticipants the difference between the two groups is insignificant
(interest: 3.34 (SD 1.04), random: 3.53 (SD 1.17); 𝑝=0.344). Likewise,
with respect the difference in their “pre-opinions” between the
two groups is insignificant (interest: 2.87 (SD 1.08); random: 2.94
(SD 1.21); 𝑝=0.837). During the interaction about 20.2% (11 of 49)
participants changed their opinion (from pro to con or vice versa)
during the interaction in the random group and 9.4% (5 of 53) in
the interest group.

7 DISCUSSION
In the following section we discuss the results of our study pre-
sented in Section 6, especially with respect to our two previously
defined hypotheses (see Section 5).

7.0.1 Validity (H1): The significant differences in the overall di-
mensions RUE, FK, TK between both groups can be explained by
the large difference in the amount of heard arguments and their
corresponding polarity. Whereas the interest group was only pre-
sented with the arguments of requested polarity and the estimated
most interesting cluster, the random group was presented randomly
chosen arguments that did not correspond to the interest/prefer-
ence of the user. Our analysis showed that, 38% more opposing
arguments were displayed in the random group than in the interest
group. Strikingly, when users in the interest group visited opposing
arguments, they stated them to be false significantly more often
(𝑝=0.007, 𝑟=0.278) than in the random group. These observations
reinforce the hypothesis that users are prone to stay within their
SFBs during the exploration of controversial topics in the context
of argumentative interactions with CUIs.

The overall means for PR hardly differ for both groups which
indicates that the assessment of the cluster relevance seems to
be independent from the change of interest of the users. Still in
single clusters the significant difference correlated with lower FK
values and rejection of presented arguments for the interest group.
Thus, it seems users tend to rate clusters containing arguments
they disagree with or misconstrue as personally less relevant.

These findings imply that our SFB Model can detect differences
in the exploration behavior of users in the respective model dimen-
sions. Meeting our expectation, our SFB Model showed a higher
probability for participants in the random group not to be caught
in an SFB and seem to be suitable model for SFBs of users.

7.0.2 Consistency (H2): During the interactions it was noticeable,
that in 85% of the cases where users changed their opinion on
the topic the respective RUE was very high, indicating a balanced
or rather opposing exploration behavior. On the other hand, the
participants with the lowest RUE values (below 0.15) correlated
with users stated the incorrectness of an argument (73% of all 𝑓 𝑎𝑙𝑠𝑒
moves). This implies that the RUE seems to be a strong indicator
for the probability to be stuck in an SFB and matches the definition

of the RUE. Due to the construction of our Model, we perceive a
strong alignment between high RUE and TK, especially if the users
changed their opinion. Moreover, it is noticeable that the personal
relevance of clusters is more likely to increase the more arguments
of the respective clusters are heard (this is especially significant for
small clusters like “Law”). Thus, we can deduce that our expecta-
tions match the dynamic changes noticeable in the SFB dimensions
during the course of the dialogue. This also underlines the impor-
tance of promoting a diverse range of viewpoints and encouraging
the exploration of multiple perspectives in order to prevent the for-
mation of SFB and to foster a more critical scrutinizing of complex
issues.

Our results imply that we can determine if the user has a high
change to be stuck within an SFB and use this information to deter-
mine which potential argument with respect to the SFB dimensions
and clusters should be suggested to the user to increase the chance
of breaking it. As CUIs offer a more engaging and personalized
user experience compared to traditional graphical user interfaces,
they are of particular interest when it comes to introducing such an
argument, which has not been initially requested by the user. For
instance, apart from a transparent explanation, a graphical/visual
as well as different multi-modal cues.

8 LIMITATIONS
However, the previously described study is subject to two limi-
tations that could be addressed in future research. First, the user
study is only tested on one topic (“Marriage is an outdated institu-
tion”). We chose this topic as its dataset meets our requirements
of being large enough, balanced (regarding argument stance pro/-
con), overlapping clusters, high quality and argument depth. Even
though it seems suitable for a proof-of-principle study, the general-
izability of our findings needs to be shown with respect to other
topics. Second, we focus on quantitative data analysis only. While
quantitative data can provide useful insights, it may not capture
the full range of experiences and perspectives of the participants.
Therefore, in future studies, it may be beneficial to supplement the
study with qualitative data in the form of participant interviews.
Especially when incorporating explicit argument suggestions to
break the SFB this will provide an insight how this influences the
user’s satisfaction and perception of the CUI.

9 CONCLUSION AND FUTUREWORK
Complex interactions with CUIs are highly likely to become even
more pervasive in the future, and thus, also they will also play an
important role in reducing the probability of Self-imposed Filter
Bubbles in user interactions. In this work, we introduced a novel
model for the SFBs of users, consisting of four dimensions: Re-
flective User Engagement, Personal Relevance, True Knowledge
and False Knowledge (but not limited thereto). To the best of our
knowledge, this model represents the first approach to estimate
the probability that users find themselves within a Self-imposed
Filter Bubble. After describing the choice of the main four SFB di-
mensions, we introduced the clusterwise (subtopic-related) and the
overall SFB model, as well as approaches to detect whether the SFB
of a user is broken during a cooperative argumentative dialogue.
Moreover, we discussed an exemplary integration of our model
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into an ADS and validated it in an online user study. The described
study gave an insight into the changes of each dimension during the
interaction. The results showed that our model behaves as expected
and is suitable to capture the SFB of a user. In particular, it estimates
a higher probability that the user is caught in an SFB if the ADS
only suggests arguments, which suit the user’s interest best. On the
other hand, the group which was provided with randomly chosen
arguments showed a lower probability of the user being stuck in
an SFB which is consistent with our expectation. In conclusion, we
showed that the herein presented model provides a suitable way to
determine whether a user is caught in an SFB and to describe the
dynamics of the SFB within an ongoing argumentative dialogue.

In future work, we want to address already mentioned open
questions, for instance how to choose corresponding weights for
different clusters and define margins and areas for the SFB proba-
bility. Furthermore, it shall be examined how the SFB model can be
merged with other models (user interest, preference) to maintain
the user’s motivation to interact with the system for as long as
possible. Therefore, Reinforcement Learning approaches shall be
explored which enable us to adapt to the individual user and en-
gage them to recognize and overcome their SFB. In conclusion, the
herein presented model takes us a step closer to our aim to provide
a cooperative ADS that helps users to build a well-founded opinion
and fosters critical, reflective thinking and open-mindedness.
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