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Abstract
This study explores whether AI- generated adaptive 
feedback or static feedback is favourable for stu-
dent interest and performance outcomes in learning 
statistics in a digital learning environment. Previous 
studies have favoured adaptive feedback over static 
feedback for skill acquisition, however, without in-
vestigating the outcome of students' subject- specific 
interest. This study randomly assigned 90 educa-
tional sciences students to four conditions in a 2 × 2 
Solomon four- group design, with one factor feedback 
type (adaptive vs. static) and, controlling for pretest 
sensitisation, another factor pretest participation (yes 
vs. no). Using a large language model, the adap-
tive feedback provided feedback messages tailored 
to students' responses for several tasks on report-
ing statistical results according to APA style, while 
static feedback offered a standardised expert solu-
tion. There was no evidence of pretest sensitisation 
and no significant effect of the feedback type on task 
performance. However, a significant medium- sized 
effect of feedback type on interest was found, with 
lower interest observed in the adaptive condition than 
in the static condition. In highly structured learning 
tasks, AI- generated adaptive feedback, compared 
with static feedback, may be non- essential for learn-
ers' performance enhancement and less favourable 
for learners' interest, potentially due to its impact on 
learners' perceived autonomy and competence.
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INTRODUCTION

Generative artificial intelligence (generative AI), advanced through large language models 
(LLMs), introduces new educational opportunities by processing and generating human- like 
text. Advancements in LLMs have facilitated integrating generative AI into digital learning 
environments, offering potential for enhancing instructional practices (Kasneci et al., 2023; 
Yan et al., 2024). Yet, systematic research and evidence on these opportunities is still in 
its early stages. In particular, using generative AI for adaptive feedback offers a promis-
ing approach to support learning by delivering feedback personalised to students' needs 
(eg, Escalante et al., 2023; Meyer et al., 2024). However, systematic studies comparing 
AI- generated adaptive feedback to other feedback types are needed to clarify the specific 
benefits and limitations of this feedback approach and to inform future instructional design 
and research.

AI- generated adaptive feedback may improve educational outcomes by increasing the 
accessibility and specificity of feedback compared with traditional feedback approaches, 
such as static expert- generated feedback, thereby facilitating cognitive processing of the 

K E Y W O R D S
adaptivity, artificial intelligence, feedback, higher education, 
interest, natural language processing, statistical skills

Practitioner notes

What is already known about this topic

• Adaptive feedback has been shown to outperform static feedback in enhancing 
specific reasoning outcomes in complex, ambiguous learning tasks.

• Generative AI, particularly through large language models, has expanded 
opportunities for personalised learning support, such as adaptive feedback.

What this paper adds

• This study found no significant performance differences between groups that 
received AI- generated adaptive feedback or static expert feedback during 
structured statistical tasks in a higher education field setting.

• Static feedback outperformed AI- generated adaptive feedback in fostering 
students' interest in statistics, potentially due to favourable effects on perceived 
autonomy and competence during self- assessment processes.

Implications for practice and/or policy

• The results highlight the importance of aligning feedback approaches with task 
characteristics and learner needs.

• Generative AI for adaptive feedback requires careful design to enhance both 
cognitive and affective learner outcomes.
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feedback (Chen et al., 2018; Fyfe et al., 2015). This potential may be especially relevant 
for addressing challenges in fostering complex cognitive skills in higher education, such as 
statistical skills. Statistical skills are a critical learning objective in many higher education 
programmes, enabling students to engage with evidence and research to make informed 
decisions (Gal, 2002; Sharma, 2017). However, especially students in the social sciences, 
such as educational sciences, often struggle with mastering statistical concepts and main-
taining interest in the subject, even though statistical skills are important for understanding 
and contributing to issues, such as educational effectiveness (Berndt et al., 2021; Bromage 
et al., 2022; Williams et al., 2008). This warrants further research into the potential of op-
portunities for practising statistical skills with enhanced learner support. AI- generated adap-
tive feedback, by offering tailored and specific guidance, holds promise for mitigating these 
challenges, potentially fostering both statistical skills and students' subject- related interest 
by facilitating cognitive processing (Chen et al., 2018; Fyfe et al., 2015) and addressing 
basic psychological needs (Deci & Ryan, 2000; Krapp, 2005). Enhancing these outcomes 
is essential for equipping students with the skills necessary for academic and professional 
success.

This study examines the effects of AI- generated adaptive feedback versus static expert 
feedback on educational sciences students' statistical skills and interest in statistics within 
a digital learning environment, as systematic comparisons of AI- generated adaptive feed-
back and investigations of the effects of adaptive feedback on learner interest are scarce. 
Therefore, the study aims to provide insights into the potential benefits and limitations of 
generative AI for enhancing cognitive and affective outcomes in learning statistical skills.

Statistical skills in social sciences education

Statistical skills are crucial in many professional fields taught in higher education, including 
educational sciences and other social sciences, where statistical results are used to inform 
recommendations on societal and political issues, such as educational effectiveness. 
Statistical skills are knowledge elements (eg, statistical knowledge and critical thinking 
skills) that, together with dispositional elements (eg, beliefs and attitudes), contribute to 
statistical literacy, which more broadly encompasses the ability to critically evaluate findings 
and apply statistical reasoning in decision making (Gal, 2002; Sharma, 2017). Because of 
their role in statistical literacy, statistical skills do not only contribute to professional skill sets 
but also facilitate scientific reasoning and statistical citizenship (Rumsey, 2002), enabling 
individuals to critically engage with data in public discourse, make informed decisions 
based on statistical evidence, and actively participate in a data- driven society (Hetmanek 
et al., 2018; Watson & Callingham, 2003). Despite its importance, social sciences students 
often struggle with statistical concepts and their application. Berndt et al. (2021) found that 
educational sciences, sociology and psychology students showed lower performance in a 
test on risk literacy, statistical concepts and the interpretation of statistical data than peers 
in medicine and economics. Similarly, Haller and Kraus (2002) found that even psychology 
students, who typically receive more statistical training than many other social sciences 
students, had significant deficiencies in understanding and interpreting significance tests. 
These challenges highlight the need for research on targeted instructional strategies to help 
social sciences students learn statistical skills.

Learning statistical skills is a progressive process, where students must first acquire basic 
knowledge and foundational skills before advancing to higher- order skills, such as critical 
evaluation and reasoning about statistical procedures (Ben- Zvi & Garfield, 2004; Franklin 
et al., 2007). However, traditional statistics instruction often focuses on conveying knowl-
edge about mathematical computation (Nikiforidou et al., 2010). To advance the application 
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of statistical knowledge (eg, understanding tabular outputs on descriptive and inferential 
statistics), students need to practice foundational skills, such as the core skills of interpret-
ing and communicating statistical results (Gal, 2002), which can be done through practice 
tasks, such as reporting statistical results. Such active learning approaches were shown to 
improve engagement and mastery of statistical concepts and foundational statistical skills 
(Lloyd & Robertson, 2012; Stark et al., 2009). For example, Stark et al. (2009) showed that 
a problem- based digital environment with additional learning support significantly improved 
students' performance in statistical tasks. Digital learning environments generally offer scal-
able solutions for teaching statistical skills to large student groups, especially for practising 
skills, such as interpreting and communicating statistical results. However, the effectiveness 
of these teaching approaches depends on students' engagement, which is partially influ-
enced by subject- specific interest (Hui et al., 2019).

Social sciences students' interest in statistics

Social science students often have ambivalent views on statistics, approaching courses 
with limited interest and perceiving the subject as overly technical and disconnected from 
their disciplines (Bromage et al., 2022; Williams et al., 2008). Interest is broadly defined 
by positive cognitive and emotional engagement with a specific object or domain (Hidi 
et al., 2004; Krapp & Prenzel, 2011). Within self- determination theory, it is viewed as a 
component of intrinsic motivation, which describes the tendency to engage in activities out 
of interest and enjoyment (Deci & Ryan, 2000; Krapp, 2002). Many students lack specific 
interest in statistics, even if acknowledging its utility for academic and professional goals, 
encouraging pragmatic engagement (Kulacki & Aikens, 2024). However, learners' subject 
interest enhances intrinsic motivation and task engagement, and sustained engagement 
can, in turn, facilitate future interest development (Hui et al., 2019; Rotgans & Schmidt, 2011a; 
Schiefele, 1991).

Interest in statistics involves cognitive and emotional engagement, driven by personal 
relevance and positive experiences that foster sustained interaction and knowledge acqui-
sition (Hidi et al., 2004; Krapp & Prenzel, 2011). Accordingly, interest serves as both a con-
dition and outcome of learning (Krapp, 2002; Prenzel, 1992). Its development begins with 
triggered situational interest, where external stimuli or novelty spark temporary engage-
ment, progressing to maintained situational interest, characterised by a more lasting but 
still context- dependent involvement (Hidi & Renninger, 2006). Repeated, personally relevant 
interactions can evolve situational into stable individual interest, reflecting a relatively en-
during predisposition to engage with the subject. Evidence from a latent- state trait analysis 
provides support for the role of situation- specific effects on situational interest, as substan-
tial variance remained independent of pre- existing individual interest (Knogler et al., 2015). 
Facilitators of situational interest involve cognitive and affective components, shaped by 
personal relevance and supportive social or educational contexts (Hidi & Renninger, 2006; 
Krapp, 2002). Specifically, building on self- determination theory (Deci & Ryan, 2000), the 
fulfilment of basic psychological needs for competence, autonomy and relatedness is con-
sidered to facilitate subject- specific interest due to the positive emotional and cognitive en-
gagement during relevant person- object interactions (Krapp, 2005). Competence entails 
feeling effective and capable, autonomy reflects the need for self- direction aligned with per-
sonal values, and relatedness involves feeling connected and supported. When these needs 
are fulfilled, they generate positive experiences crucial for maintaining situational interest 
(Benlahcene et al., 2021; Durik et al., 2015; Linnenbrink- Garcia et al., 2013).

Digital learning environments offer scalable solutions for teaching, including courses on 
statistical skills, but their impact on students' interest varies. Depending on their degree of 
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flexibility, these environments can hinder or foster autonomy, while insufficient feedback and 
interactivity often fail to meet competence and relatedness needs (Chiu, 2023; Griendling 
et al., 2022). This highlights the need for further research on how to design digital environ-
ments that not only support the learning of statistical skills but also foster interest in statis-
tics, for example, through suitable feedback.

Effects of feedback in digital learning environments

Feedback is essential for fostering both cognitive and affective outcomes in digital learning 
environments. It provides information to help learners modify their thinking or behaviour 
and improve learning (Shute, 2008). Meta- analyses indicate that detailed feedback on 
adequate task processing is particularly effective for enhancing cognitive outcomes, such 
as task performance, but its benefits for affective outcomes are less consistent (Hattie & 
Timperley, 2007; Wisniewski et al., 2020).

Digital learning environments that use activating learning formats, such as writing tasks 
for enhancing reasoning skills, often employ static feedback, such as expert solutions. Static 
feedback can provide elaborated information on optimal task processing but does not ex-
plicitly address learners' task solutions or adapt to their individual needs in any way (ie, 
knowledge of correct response; Narciss et al., 2014). Therefore, static feedback requires 
learners to compare their performance against the indicated desired outcomes, engag-
ing in resource- intensive self- assessment processes (Black & Wiliam, 2009; Nicol, 2021). 
While advanced learners might benefit from this additional engagement, especially novice 
learners might experience increased cognitive load, which can contribute to cognitive re-
source depletion and diminished learning effectiveness (Chen et al., 2018; Fyfe et al., 2015). 
In contrast, adaptive feedback personalises feedback to highlight areas for improvement, 
thereby increasing accessibility and specificity (Deeva et al., 2021; Maier & Klotz, 2022; 
Plass & Pawar, 2020), potentially making the feedback easier to process (Sailer et al., 2023). 
Grounded in automated analytics for formative assessment (Bauer et al., 2025), adaptive 
feedback can compare learners' current performance (feed back) with the target perfor-
mance or learning goal (feed up) and provide guidance on next steps for improvement (feed 
forward; Hattie & Timperley, 2007).

Studies demonstrate adaptive feedback's effectiveness in contexts, such as essay 
writing, exam performance and self- regulated learning (Butterfuss et al., 2022; Horbach 
et al., 2022; Lim et al., 2021), though comparisons often focus on prior performance (ie, 
without control condition) or no- feedback control groups. However, such study meth-
ods limit the ability to derive specific implications for optimising the design of feedback, 
prompting further research to compare different feedback types to gain more targeted 
insights. For example, immediate adaptive feedback and delayed peer feedback yielded 
similar effects on intrinsic motivation and writing performance while outperforming a no- 
feedback condition (Fidan & Gencel, 2022). Additionally, two studies compared adaptive 
and static feedback in digital simulation- based learning environments, finding that while 
both feedback types resulted in similar judgement accuracy, adaptive feedback signifi-
cantly enhanced justification quality (Bauer et al., 2025; Sailer et al., 2023). While these 
studies employed unsupported posttestand found persisting positive effects, other stud-
ies suggest that adaptive feedback benefits during learning do not always extend to post-
tests without feedback (Ahmed et al., 2020). These mixed findings suggest that adaptive 
feedback can enhance certain cognitive learning outcomes, such as reasoning in terms 
of justification skills. However, further research is needed to determine the conditions 
under which personalised learning support through adaptive feedback adds value or has 
limited effects.
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While the findings mainly focus on cognitive outcomes, the effects of adaptive versus 
static feedback on interest remain underexplored. Feedback variations might differ in their 
impact on factors, such as perceived autonomy (Wisniewski et al., 2020), as static feedback, 
by allowing learners to engage in self- assessment at their own pace and chosen depth, might 
better support learners' perceived autonomy, fostering a sense of control over the learning 
process. In contrast, adaptive feedback, with its interactivity and personalised support, might 
enhance learners' perceived relatedness by simulating a sense of individualised attention, 
which could be particularly valuable in digital learning environments with limited social inter-
action (Salikhova et al., 2020). While digital settings cannot replace interactions with peers 
and teachers, feedback that is not only immediate but also adaptive to learners' needs might 
still foster a sense of interactivity and engagement (Jeon, 2022). Adaptive feedback's impact 
on perceived competence likely varies depending on whether it provides positive or negative 
evaluations. Feedback reinforcing correct responses can enhance subject interest by in-
creasing perceived competence (Jansen et al., 2025). Simultaneously, corrective feedback 
on errors can reduce perceived competence and affective outcomes although this does not 
necessarily diminish cognitive benefits (Gombert et al., 2024; Kuklick et al., 2023), as effort- 
intensive cognitive gains do not always align with positive affect (Guggemos et al., 2022). 
Thus, feedback effectiveness depends on its design and can vary in its impact on different 
outcomes, highlighting the need for further research on how adaptive and static feedback 
influence not only task performance but also learners' interest.

Adaptive feedback using generative AI

Advancements in AI, particularly in natural language processing (NLP), have driven re-
search on using AI to deliver adaptive feedback. Most prior research relied on analytical 
AI approaches, using algorithms to automatically assess student responses and adaptively 
select predefined feedback. For example, gradient boosting classifiers with decision trees 
have been applied to provide simple adaptive feedback (eg, correct/incorrect) for several 
categories, alongside recommendations for writing quality (Horbach et al., 2022). Neural 
networks, such as bidirectional long short- term memory networks with a conditional random 
fields output layer, have been used to analyse responses and adaptively combine predefined 
feedback paragraphs (Bauer et al., 2025; Sailer et al., 2023). However, research comparing 
algorithms for automated essay rating shows that more recent NLP algorithms—specifically, 
transformer- based LLMs, such as bidirectional encoder representations from transformers 
(BERT)—outperform traditional methods like logistic regression, random forest and gradient 
boosting in automated text analysis (Gombert et al., 2024).

While analytical AI approaches dominate past research, the new transformer- based 
LLMs like BERT and generative pre- trained transformers (GPT) are also known for their 
capacity to generate human- like text, expanding the potential of generative AI for adaptive 
feedback. Evaluations of AI- generated feedback show mixed results compared with expert 
feedback, with findings ranging from student preference for expert feedback to evidence 
supporting AI- generated feedback as a high- quality, efficient alternative (W. Dai et al., 2024; 
Jacobsen & Weber, 2025; Jansen et al., 2024; Steiss et al., 2024). Such findings also high-
light that high- quality feedback from generative AI systems depends on proper prompt en-
gineering and well- defined (eg, expert) task solutions (Heston & Khun, 2023; Jacobsen & 
Weber, 2025; Stamper et al., 2024).

Empirical studies have started testing the effects of AI- generated adaptive feedback. For 
example, AI- generated feedback for English language learners' writing performance was 
equally effective to tutor feedback, with comparable learner performance and perceptions 
of both feedback types (Escalante et al., 2023). Another study found that, compared with no 
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feedback, AI- generated feedback enhanced secondary students' text revision, motivation 
and positive emotions (Meyer et al., 2024). Some studies explored rather generic chatbot 
applications that deliver feedback alongside further learner support functions, such as an-
swering questions or providing hints (eg, Ma et al., 2024). However, research specifically 
comparing AI- generated adaptive feedback to other feedback types remains limited. Thus, 
further studies need to assess its effects on outcomes like student performance and inter-
est, particularly in comparison to other feedback types, such as static feedback.

The present field study

This experimental field study examines the effects of AI- generated adaptive feedback versus 
static expert feedback in a digital learning environment used during a regular statistics lecture 
for educational sciences students. The study focuses on two key outcomes: (1) students' 
task performance when reporting statistical results as an indicator for their statistical skills 
and (2) students' interest in statistics. Previous research indicates that adaptive feedback 
can outperform static feedback in enhancing reasoning performance both during a learning 
phase with feedback and in a posttest without feedback (Bauer et al., 2025; Sailer et al., 2023). 
However, this previous research did not yet employ generative AI, but was based on analytic 
AI approaches to adaptively combine predefined feedback paragraphs. While AI- generated 
adaptive feedback compared with peer feedback has shown positive effects on the related 
outcome of intrinsic motivation (Fidan & Gencel, 2022), its effects relative to static feedback 
on subject interest remain unknown.

H1. Based on prior research (Bauer et al., 2025; eg, Sailer et al., 2023), we hy-
pothesise that adaptive feedback enhances performance in statistical tasks more 
effectively than static feedback, observable both (1a) during a learning phase 
with feedback and (1b) in a posttest phase without feedback.

H2. We hypothesise that adaptive and static feedback differ in their effects on 
students' interest in statistics. However, as these feedback types may have vary-
ing effects on perceived autonomy, competence and relatedness, the direction of 
the feedback difference is unclear.

METHODS

Sample and design

The sample consisted of first- semester bachelor's students in educational sciences at a 
German university. Data collection occurred under field conditions, in a lecture on empirical 
research methods. Of the initial 118 participants, those with incomplete posttest data were 
excluded, resulting in a final sample of N = 90 students. Participants had an average age of 
M = 21.6 years (SD = 6.3).

Participants were randomly assigned to one of the four groups in our field experiment 
with a 2 × 2 Solomon four- group design, including the factors feedback type (adaptive vs. 
static) and pretest participation (yes vs. no). This design, developed by Solomon (1949), ex-
tends the classic pre- post two- group design to control for potential training and sensitisation 
effects from pretests, especially when pretest tasks resemble intervention tasks (as is the 
case in our study; see Procedure section). Comparing pretested and non- pretested groups 
allows us to differentiate effects of the feedback treatment from pretest- induced changes. In 
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the present study, this design was employed to account for potential training effects or test-
ing fatigue resulting from the pretest tasks, as these would influence students' engagement 
with the feedback types and the outcome variables. A main effect of pretest participation 
would indicate that the pretest either facilitated learning (training effect) or caused cognitive 
strain (testing fatigue). An interaction effect with feedback type would suggest that these 
effects were either amplified or compensated for by adaptive or static feedback. This design 
ensures that observed differences in the outcome variables can be attributed to the feed-
back intervention rather than to confounding influences related to the pretest.

Procedure

The study was conducted under field conditions during a regular first- semester lecture 
session on empirical research methods in an educational sciences bachelor's programme. 
Students were informed in advance about a training session on t- test interpretation, involving 
voluntary, anonymous data collection for a study. However, before and during the experiment, 
students were not specifically informed about the experimental feedback variation to avoid 
expectancy effects that could bias their engagement with the feedback. Using their personal 
laptops or tablets, students participated in the lecture room.

The session began with a briefing explaining the study procedure and aims, followed by 
a recapitulation of t- test interpretation and reporting. Students accessed a testing and learn-
ing environment implemented on the SoSci Survey platform. Participants first completed a 
questionnaire on prior interest in statistics (see Measurements) and then worked on several 
tasks requiring them to interpret and report t- test results. Each task included a brief, fictional 
study description, a tabular t- test output and an open- ended question for reporting findings 
in APA format (see Figure 1). The t- test tasks, which were randomly assigned to measure-
ment points and experimental groups, had an identical structure and varied only in variable 
names and numerical outputs to ensure high task similarity and equal task difficulty. The 
pretest groups completed three t- test tasks without feedback as a performance pretest. All 
groups participated in the learning phase, completing five t- test tasks with feedback that 
varied by group (AI- generated adaptive feedback or static expert feedback; see Feedback 
intervention). Students did not revise their responses based on the feedback; however, due 
to the high task similarity, we assumed that they could easily transfer insights from the feed-
back on one t- test task to the next. Finally, all participants completed a performance posttest 
of three additional t- test tasks without feedback and a questionnaire on posttest interest in 
statistics (see Table 1 for an overview of the study procedure). A debriefing at the end dis-
closed that the purpose of the study was to compare the effects of AI- generated adaptive 
feedback and static expert feedback.

Students worked at their own pace, with the measurements and tasks lasting about 
45 minutes for those without performance pretest and 60 minutes for those with performance 
pretest (see Table 1). As compensation, all students were given access to an online tool with 
similar t- test tasks with static expert solutions for the rest of the semester.

Feedback intervention

Static feedback

The static feedback consisted of a standardised expert solution for each task that reported 
the t- test results in APA format (see Figure 2). The expert solutions for each task were devel-
oped collaboratively by the two senior lecturers of the empirical research methods course, 
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ensuring consistency and high quality through expert agreement. The static feedback was 
shown immediately after participants completed a t- test task, regardless of the quality of 
their response.

F I G U R E  1  Screenshot of a t- test task, including a brief information about a fictional study, a fictional t- test 
output and an open response question for writing a report of the findings. Translated from German.

TA B L E  1  2 × 2 Solomon four- group design (Solomon, 1949) with the factor feedback type (adaptive vs. 
static) and the factor pretest participation (yes vs. no), additionally including questionnaire measurements of 
students' interest in statistics.

Experimental 
group (n)

Pre- interest 
in statistics 
(2 min)

Performance 
pretest 
(12 min)

Learning 
phase with 
different 
feedback 
types (30 min)

Performance 
posttest 
(12 min)

Post- interest 
in statistics 
(2 min)

1 (18) Q T TF1 T Q

2 (24) Q T TF2 T Q

3 (24) Q TF1 T Q

4 (24) Q TF2 T Q

Abbreviations: T, measurement tasks; TF, learning tasks with feedback (TF1 = with adaptive feedback; TF2 = with static 
feedback); Q, questionnaire measurement.
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Adaptive feedback

The adaptive feedback was generated by ChatGPT, which delivered personalised mes-
sages tailored to students' responses (see Figure 3). This feedback was integrated into the 
digital learning environment via API calls linking the SoSci Survey platform with GPT- 3.5 
Turbo (OpenAI, 2022).

F I G U R E  2  Screenshot of a static expert feedback for one of the t- test tasks. Translated from German.

F I G U R E  3  Screenshot of an artificial intelligence (AI)- based adaptive feedback for one of the t- test tasks. 
Translated from German.
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The feedback was created using a standardised prompt based on best practices from 
Heston and Khun (2023). ChatGPT was instructed to act as a tutor specialising in empir-
ical research methods, particularly in reporting t- test results in APA format. It compared 
students' responses to the expert solution (also used as static feedback) and provided con-
structive guidance, highlighting areas for improvement. The prompt remained consistent 
across tasks and was adapted only for each task's specific expert solution. The prompt had 
two components:

For the context and role definition, ChatGPT was instructed to adopt the role of a tutor and 
compare the student's interpretation with the expert solution: ‘You are acting as a tutor for 
empirical research methods, specialising in reporting t- test results in APA format. Compare 
the user's interpretation with the correct APA- style solution: [Expert solution]. Below is the 
user's interpretation: [Student's answer inserted here]’.

For specifying the required action and output format, ChatGPT was instructed to evalu-
ate the student's response, identify discrepancies and provide actionable suggestions for 
improvement: ‘Evaluate the user's interpretation by comparing it to the correct reporting 
solution and provide feedback on how it can be improved’.

The adaptive feedback prompt and integration were pretested and refined for clarity, ac-
curacy and consistency. The prompt development process involved evaluating and itera-
tively refining several prompt versions, which were tested for the resulting feedback using 
fictitious student responses. These fictitious student responses ranged from a few- word 
response, to intermediate answers that were assumed to resemble typical responses, to 
a response that closely resembled the expert solution. The feedback was piloted with two 
educational sciences students, suggesting high face and content validity for the feedback 
messages. Embedded into the digital learning environment, the system provided adaptive 
feedback immediately after each task.

Measurements

Performance in statistical tasks

As an indicator for statistical skills, we assessed students' performance on the t- test tasks, 
based on their written responses. Responses were manually coded using a scheme devel-
oped by decomposing relevant entities from the expert solution. The scheme consisted of 
10 items per task (see Table 2), indicating whether relevant statistical values were reported 
and interpreted correctly. Each task was scored from 0 to 10, with higher scores indicating 
better performance in statistical tasks (ie, greater statistical skills). To ensure consistency, 
two raters underwent training and interrater reliability was assessed by double coding 10% 
of the data, yielding good reliability (κ = 0.86), before one rater coded the remaining data. 
Reliability scores for each group and measurement point were satisfactory: McDonald's 
ω ranged from 0.77 to 0.78 for students' performance in the pretest, from 0.86 to 0.91 for 
students' performance in the learning phase, and from 0.77 to 0.85 for performance in the 
posttest. Mean scores with a possible range from 0 to 10 were calculated for each measure-
ment point.

Interest in statistics

The variables pre- interest in statistics and post- interest in statistics were assessed using 
an adapted version of the situational interest questionnaire by Rotgans and Schmidt (2011b) 
designed to measure subject- specific interest. Three of the scale's six items were selected 
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because their wording was suitable for both pretest and posttest measures (‘I want to know 
more about today's topic’; ‘I enjoy working on today's topic’; and ‘I think today's topic is 
interesting’). We translated the items into German and modified them to make their content 
more specific by replacing ‘today's topic’ with ‘empirical research methods’ (eg, ‘I want to 
know more about empirical research methods’) and ‘t- tests’ (eg, ‘I want to know more about 
t- tests’), resulting in a measurement of six items. Responses were rated on a 5- point Likert 
scale from ‘Strongly disagree’ to ‘Strongly agree’.

The scale for pre- interest in statistics was administered before the performance pre-
test, showing satisfactory reliability (McDonald's ω = 0.87). Post- interest in statistics was 
measured after the performance posttest, with high reliability (McDonald's ω = 0.93). Mean 
scores with a possible range from 1 to 5 were computed for both interest measurements.

Statistical analyses

The statistical analyses followed the recommendations of Braver and Braver (1988) for 
evaluating the Solomon four- group design. First, we tested for interaction effects between 
pretest participation and feedback type to assess whether pretest effects (eg, training or 
sensitisation) influenced feedback outcomes. If no interaction effects are found, it is recom-
mended to interpret the treatment main effects (ie, of the feedback types).

To test H1, we used a MANOVA to analyse the effects of the feedback type (adaptive vs. 
static feedback) on performance in (a) the learning phase and (b) the posttest. As an ex-
ploratory follow- up analysis, we performed a repeated- measures ANOVA on the subsample 
with available pretest data to explore how students' statistical task performance changed 
across the three measurement points depending on feedback type. To test H2, an ANCOVA 
with the covariate pre- interest in statistics was used to control for the effects of prior interest 
in statistics on post- interest in statistics.

Assumptions of homogeneity of variances and normality were tested prior to the analy-
ses. Levene's test confirmed homogeneity for all outcomes. Shapiro–Wilk tests indicated 
some violations of normality in a few experimental groups. However, given ANOVA- based 

TA B L E  2  Example coding scheme for participants' responses to a t- test task, with task- general criteria and 
an example of task- specific details for one of the t- test tasks.

Item Criterion description Example specification for one t- test task

01 The mean for Group 1 is correctly reported M = 2.70

02 The standard deviation for Group 1 is correctly 
reported

SD = 0.88

03 The mean for Group 2 is correctly reported M = 3.13

04 The standard deviation for Group 2 is correctly 
reported

SD = 1.12

05 The means of both groups are correctly compared Group 1 < Group 2

06 The t- value is correctly reported. t = −1.6

07 The degrees of freedom are correctly reported t(58)

08 The p- value is correctly reported p >.05 or p = .115

09 The p- value is correctly interpreted in words For example: ‘Not significant’, ‘not 
statistically supported’, ‘above the 
significance threshold’

10 The effect size is appropriately interpreted in 
words

For example: ‘Weak’, ‘small effect’, ‘low 
effect size’
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methods' robustness to moderate normality violations (Glass et al., 1972), we proceeded 
with the planned parametric analyses. For the repeated- measures ANOVA, Mauchly's test 
indicated that the assumption of sphericity was violated, W = 0.45, χ2(2) = 31.00, p < 0.001, 
which is why Greenhouse–Geisser corrected results (ε = 0.65) were used for the within- 
subjects analysis. For the ANCOVA, homogeneity of regression slopes was tested using 
an interaction model. The interaction effects of feedback type and pre- interest in statistics 
(F(1, 83) = 0.02, p = 0.891), pretest participation and pre- interest in statistics (F(1, 83) = 1.31, 
p = 0.256), as well as feedback type, pretest participation and pre- interest in statistics (F(1, 
83) = 0.73, p = 0.396) were all not significant, indicating that the assumption was met. All 
analyses were conducted in SPSS 29 with an alpha level of α = 0.05.

RESULTS

Effect on students' performance in statistical tasks

Descriptive statistics of students' performance in the learning phase and in the posttest 
indicated that students in all groups showed similar performance, with minor descriptive 
advantages in the AI- generated adaptive feedback groups (see Table 3). Overall, all stu-
dents showed mediocre performance relative to the maximum of 10 achievable points per 
task. Following the recommendations by Braver and Braver (1988), we initially confirmed 
that there was no pretest sensitisation as there was no significant interaction effect of the 
factors feedback type and pretest participation on the performance in the learning phase, 
F(1,86) = 0.80, p = 0.374, �2

p
 = 0.01 (main effect of pretest participation on the learning phase 

performance was F(1,86) = 0.97, p = 0.328, �2

p
 = 0.01), or on the performance in the posttest, 

F(1,86) = 0.43, p = 0.514, �2

p
 = 0.01 (main effect of pretest participation on the posttest perfor-

mance was F(1,86) = 3.83, p = 0.053, �2

p
 = 0.04).

The MANOVA used for investigating H1 found no significant difference between the two 
feedback types in their effect on students' performance in the learning phase, F(1,86) = 2.83, 
p = 0.096, �2

p
 = 0.03, or on the performance in the posttest, F(1,86) = 0.90, p = 0.347, �2

p
 = 0.01. 

These results suggest that the effects of the two feedback types on students' performance 
were not significantly different.

In an exploratory follow- up analysis, we conducted a repeated- measures ANOVA on the 
subsample of groups that participated in the pretest to examine the changes in students' sta-
tistical task performance across the three measurement points depending on the feedback 
type. The performance trajectories of this subsample exploration are shown in Figure 4. 
Although both types of feedback produced a very similar end- point performance in the 
posttest, adaptive feedback appeared to produce a more rapid initial increase in statistical 
task performance that subsided by the posttest, whereas static feedback produced smaller 
gains that also levelled off but appeared to follow a more consistent pattern.

There was no significant main effect of feedback type, F(1,40) = 1.71, p = 0.198, �2

p
 = 0.04, 

no significant main effect of measurement point, F(1.29,51.68) = 2.11, p = 0.147, �2

p
 = 0.05 

(Greenhouse–Geisser corrected), and no significant interaction effect between feedback 
type and measurement point, F(1.29,51.68) = 1.12, p = 0.312, �2

p
 = 0.03 (Greenhouse–Geisser 

corrected), suggesting no consistent performance changes. To investigate a possible non- 
linear trajectory (performance increases followed by a plateau or decrease; see Figure 4), 
we decided to further examine polynomial trends. Consistent with the non- significant omni-
bus effect, the within- subjects contrasts indicated no significant linear trend, F(1,40) = 0.35, 
p = 0.559, �2

p
 = 0.009. However, a significant quadratic trend was found, F(1,40) = 13.93, 

p < 0.001, �2

p
 = 0.258, supporting the descriptive finding that performance increased from 

pretest to the learning phase and then levelled off at the posttest. The interaction between 
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1748 |   BAUER et al.

feedback type and measurement point likewise indicated no linear trend, F(1,40) = 0.49, 
p = 0.488, �2

p
 = 0.012, but a significant quadratic interaction, F(1,40) = 5.30, p = 0.027, 

�
2

p
 = 0.117, suggesting that the overall curvature of the trajectory differed by feedback type.
To further explore these effects at adjacent time points, we conducted within- subjects 

contrasts, which showed a significant performance improvement between the pretest and 
the learning phase, F(1,40) = 6.75, p = 0.013, �2

p
 = 0.14, while no significant performance 

difference between the learning phase and the posttest was observed, F(1,40) = 2.46, 
p = 0.125, �2

p
 = 0.06. There were no significant interactions between measurement point and 

feedback type for the more localised adjacent contrasts between the pretest and learning 
phase, F(1,40) = 0.50, p = 0.484, �2

p
 = 0.01, and between the learning phase and posttest, 

F(1,40) = 3.39.75, p = 0.073, �2

p
 = 0.08. Bonferroni- adjusted pairwise comparisons showed no 

significant performance differences between feedback conditions at any measurement point 

TA B L E  3  Descriptive statistics of the outcome variables.

Feedback type
Pretest 
participation

Performance in the 
learning phase

Performance in 
the posttest

Post- interest in 
statistics

M (SD) M (SD) M (SD)

Adaptive Yes 5.09 (3.10) 3.70 (4.06) 2.28 (1.00)

No 5.15 (3.48) 5.65 (3.56) 2.78 (1.18)

Total 5.12 (3.29) 4.82 (3.86) 2.56 (1.12)

Static Yes 3.38 (2.84) 3.49 (3.11) 3.01 (0.83)

No 4.63 (3.07) 4.46 (3.40) 3.06 (0.87)

Total 4.00 (2.99) 3.97 (3.26) 3.04 (0.84)

F I G U R E  4  Exploratory subsample analysis of performance trends in the subsample assigned to the 
conditions with pretest participation.

Measurement point

Performance in the 
posttest

Performance in the 
learning phase

Performance in the 
pretest
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(pretest: Mdiff = 1.15, SE = 0.90, p = 0.206; learning phase: Mdiff = 1.71, SE = 0.92, p = 0.070; 
posttest: Mdiff = 0.22, SE = 1.11, p = 0.845), confirming the absence of initial group differ-
ences and suggesting that the feedback types did not lead to significant between- group 
differences at any time point. The significant quadratic trend confirms a non- linear trajectory 
in the feedback conditions, with performance improving from pretest to learning phase and 
then levelling off. Although the curvature of this trajectory differed by feedback type, no sig-
nificant between- group differences emerged at any individual measurement point.

Effect on students' interest in statistics

To test whether adaptive and static feedback differ in their effects on students' interest in 
statistics (H2), we conducted an ANCOVA with pre- interest in statistics as the covariate, 
F(1,85) = 68.61, p < 0.001, �2

p
 = 0.45. Again, we initially confirmed that there was no inter-

action effect of feedback type and pretest participation, F(1,85) = 0.36, p = 0.551, �2

p
 < 0.01 

(main effect of pretest participation was F(1,85) = 0.96, p = 0.329, �2

p
 = 0.01).

In line with H2, there was a significant difference between the two feedback types in their 
effect on students' interest in statistics, with a medium- sized effect, F(1,85) = 5.69, p = 0.019, 
�

2

p
 = 0.06. Students in the adaptive feedback condition showed significantly lower interest 

than students in the static condition (see Table 3). Therefore, the results support the hypoth-
esis that adaptive and static feedback differ in their effects on students' interest in statistics, 
suggesting a favourable effect of static feedback compared with adaptive feedback.

DISCUSSION

The role of different feedback types for fostering students' 
statistical skills

Prior research has shown significant benefits of adaptive feedback over static feedback for 
reasoning tasks in simulation- based environments, with positive effects on justification quality 
but not on overall judgement accuracy (Bauer et al., 2025; Sailer et al., 2023). In the present 
study, however, we found no evidence that AI- generated adaptive feedback significantly out-
performed static feedback in supporting students' statistical skills, as indicated by their perfor-
mance in tasks on reporting statistical results. An exploratory subsample analysis indicated a 
non- linear trajectory: performance increased significantly from pretest to the learning phase 
and then levelled off by the posttest in both feedback conditions, without significant changes 
between learning phase and posttest. Trend analyses confirmed a significant quadratic trend 
and suggested a differential quadratic interaction by feedback type. Descriptive results indi-
cated that the adaptive feedback seemed to produce a slightly higher initial gain in perfor-
mance that subsided in the posttest, whereas static feedback yielded more gradual gains 
that then plateaued. However, these differences were not significant in the within- subjects 
contrasts at individual time increments, nor were there significant between- group differences 
at any discrete measurement point. Together, these results suggest that, despite slightly dis-
tinct learning dynamics, adaptive and static feedback produced comparable performance 
outcomes. While other studies found positive effects of adaptive feedback, they lacked con-
trol conditions or had no- feedback control groups (eg, Butterfuss et al., 2022; Escalante 
et al., 2023; Fidan & Gencel, 2022; Horbach et al., 2022; Lim et al., 2021; Meyer et al., 2024), 
making their results difficult to integrate with our findings, but not necessarily contradictory.

Discrepancies in the findings might stem from differences in task complexity, that 
is, the amount and ambiguity of the information that needs to be processed (Stadler 
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1750 |   BAUER et al.

et al., 2019). Simulated reasoning tasks, as studied by Bauer et al. (2025) and Sailer 
et al. (2023), involve processing large, ambiguous information where personalised guid-
ance is essential—particularly for achieving high- quality justifications, which require in-
tegrating multiple pieces of evidence into coherent arguments (Bauer et al., 2022). As 
such learning contexts can involve higher cognitive load, adaptive feedback might play a 
bigger role in preventing learners' cognitive resource depletion in these learning contexts 
(Chen et al., 2018; Fyfe et al., 2015). In contrast, the technical and structured nature of the 
statistical tasks in the present study may allow learners to self- assess effectively using 
the static expert feedback without necessarily needing adaptive support to relieve their 
cognitive resources. This aligns with findings from digital game- based learning, where 
feedback adjusted to task complexity—simple hints for easy tasks and detailed explana-
tions for complex ones—improved learning and engagement over standardised feedback 
support (Mao et al., 2024). Thus, matching the feedback type to the complexity of the task 
may help to achieve optimal outcomes.

Although, as indicated by the descriptive findings, AI- generated adaptive feedback 
may have offered minor benefits through additional guidance (Deeva et al., 2021; Maier & 
Klotz, 2022; Plass & Pawar, 2020), these benefits might have been counterbalanced by en-
hanced cognitive engagement through self- assessment processes in the static feedback 
condition (Black & Wiliam, 2009; Nicol, 2021). Static feedback prompts learners to actively 
compare their responses with the expert solution, which might foster knowledge construction 
(Chi & Wylie, 2014). Feedback effectiveness may therefore depend on task characteristics—
whether learners can independently understand areas for improvement or need adaptive 
support. Therefore, while adaptive feedback seems critical for complex, ambiguous tasks, 
static feedback may suffice or even promote beneficial engagement in highly structured tasks.

Findings from the exploratory subsample analysis support the interpretation that students' 
performance in both feedback conditions improved during the learning phase, but perfor-
mance then levelled off—attenuating but not significantly declining—by the posttest where 
no feedback was provided, as indicated by a significant quadratic trend and within- subjects 
contrasts. Given that feedback can serve as a reward (Jansen et al., 2025), its absence 
during the posttest may have contributed to a motivational decline (Deci & Ryan, 2000).

Static feedback for supporting students' interest in statistics

Our findings suggest that static feedback was favourable over AI- generated adaptive feed-
back for students' interest in statistics. Given the reciprocal relationship between learners' 
interest and task performance, the emerging differences in interest might have contributed 
to the descriptive trends observed in the exploratory subsample analysis, where the per-
formance attenuation appeared descriptively—though not significantly—more pronounced 
in the adaptive feedback subgroup than in the static feedback subgroup. Since interest is 
considered a driver of intrinsic motivation, lower interest levels might have amplified motiva-
tional declines (Deci & Ryan, 2000). However, since the subgroup differences in learners' 
performance were not statistically significant, these trends should not be overinterpreted.

Interest development progresses from triggered to maintained situational interest under 
supportive conditions (Hidi & Renninger, 2006; Krapp, 2002), driven by fulfilment of basic 
psychological needs—autonomy, competence and relatedness—which promote positive 
emotional and cognitive engagement (Deci & Ryan, 2000; Krapp, 2005). The results indi-
cate that, in structured statistical tasks, static feedback may better support these needs than 
adaptive feedback.

Static feedback might have fostered autonomy by providing a clear expert solution, en-
abling students to self- assess, compare their responses at their own pace and autonomously 
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    | 1751EFFECTS OF AI- GENERATED ADAPTIVE FEEDBACK

decide about the depth of their assessment (Black & Wiliam, 2009; Nicol, 2021). This flexi-
bility allowed learners to control their effort in understanding mistakes, potentially facilitating 
a sense of independence. In contrast, adaptive feedback, though personalised, might have 
constrained autonomy by directing learners towards specific areas of improvement, limit-
ing independent exploration, which may have been pronounced in the structured statistical 
tasks where students might not have been overwhelmed by complexity.

The potential effect of feedback on perceived competence appears more nuanced. 
Adaptive feedback can reinforce correct elements and can thereby enhance perceived 
competence and interest (Jansen et al., 2025). However, considering it also emphasises 
mistakes, it can as well undermine perceived competence, especially in our study context 
of learning statistics where students often face difficulties (Berndt et al., 2021). Research 
shows that feedback on errors can lower perceived competence and affective outcomes 
(Kuklick et al., 2023). In our study, participants' mediocre task performance suggests that 
adaptive feedback often had to correct mistakes and propose improvements, which might 
have negatively impacted students' perceived competence. Positive effects of AI- generated 
adaptive feedback can potentially be achieved through enhancing its affective design and 
exploring how to generate encouraging corrective feedback.

Although adaptive feedback offers higher interactivity through personalised responses 
(Plass & Pawar, 2020), in our study, this likely did not compensate for the known issues with fos-
tering students' sense of relatedness in digital learning environments (Salikhova et al., 2020). 
However, prior research found no difference in intrinsic motivation between adaptive feedback 
and digital peer feedback (Fidan & Gencel, 2022), indicating that digital feedback—regardless 
of its source—may not fully replicate the relational benefits of face- to- face interactions with 
teachers or peers, which seem to be vital for fostering relatedness in learning environments.

The overall pattern of our findings suggests that while adaptive feedback offers person-
alised guidance, static feedback may better foster interest in structured yet challenging 
subject contexts like reporting statistical results, possibly by more effectively supporting 
autonomy and competence needs. However, as this study did not directly measure psycho-
logical needs, these interpretations require further investigation.

Generative AI for providing adaptive feedback in higher education

This study suggests that AI- generated adaptive feedback in higher education is not superior 
to alternative feedback options, such as static expert feedback in the context of learning 
with structured statistical tasks, as we found no significant differences in task performance 
and a relative disadvantage for adaptive feedback on students' interest in statistics. While 
both feedback types seemed to have similar effects on students' task performance, initially 
increased performance levelled off in the posttest without feedback, suggesting no consistent 
pattern in the performance changes. While prior research has shown advantages of adaptive 
over static feedback in complex and ambiguous reasoning tasks within simulations (Bauer 
et al., 2025; Sailer et al., 2023), this might be explained by task characteristics, such as 
complexity and structure, moderating the effects of feedback adaptivity.

While adaptive feedback can be technically well- implemented for structured tasks with 
clear solutions, this does not necessarily translate into higher learning outcomes. Structured 
tasks provide well- defined reference points (eg, expert solutions) that facilitate the align-
ment of AI- generated feedback with expected responses, although ensuring high- quality 
AI- generated feedback still requires good prompt engineering (Heston & Khun, 2023; 
Jacobsen & Weber, 2025; Stamper et al., 2024). However, in learning contexts comparable 
to our study, learners may be able to self- assess effectively using static feedback, reducing 
the added value of adaptive feedback. Thus, while AI can generate feedback for structured 
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tasks, its added benefits for learning outcomes depend on whether adaptive support offers 
advantages beyond what well- designed static feedback already provides.

Although using a transformer- based LLM may have improved the alignment of adap-
tive feedback with student responses compared with earlier studies (Bauer et al., 2025; 
eg, Horbach et al., 2022; Sailer et al., 2023) that relied on less advanced algorithms (see 
Gombert et al., 2024), the present study highlights that analytical accuracy alone is not suffi-
cient. Task context, feedback design and especially its affective elements might be relevant 
factors. Therefore, using generative AI for adaptive feedback requires thoughtful implemen-
tation, considering task complexity, learner needs and feedback design.

Practical implications of this study are that for highly structured statistical tasks, static 
expert feedback may be preferable to AI- generated adaptive feedback because static feed-
back achieves the same learning outcomes while better maintaining student interest, mak-
ing it a scalable, resource- efficient choice for large courses. In addition, when exploring 
generative AI for feedback in digital learning environments, instructors may need to pay 
close attention to the affective design of the generated feedback messages, which might 
help maintain student interest and motivation in the learning tasks.

Limitations and future research

This study offers insights into the effects of AI- generated adaptive feedback in higher ed-
ucation, though several limitations must be acknowledged. Students did not revise their 
responses after receiving feedback, which could have offered the opportunity for deeper 
engagement. Additionally, students' revisions could have provided valuable insight into the 
direct feedback uptake and its impact on students' outcomes, which could not be directly 
assessed with the data collected in this study. However, we assumed that students would be 
able to transfer insights from one task to the next given the high similarity between the t- test 
tasks. The study did not capture the AI- generated feedback messages given to students, as 
the field experiment relied on students using their own devices. This lack of direct evidence 
assessing feedback accuracy is a limitation. However, prior research highlights the strong 
performance of LLMs (Gombert et al., 2024) and careful prompt engineering with a clear 
expert solution as a reference point likely ensured accurate and relevant feedback. While 
newer LLM versions beyond the employed GPT- 3.5 turbo model may exhibit even greater 
performance, the structured and clear nature of the tasks and reference information facili-
tated high feedback accuracy. Additionally, although students were not explicitly informed 
about the feedback variation before or during the experiment to prevent expectancy effects, 
some may have inferred the use of LLMs to generate the adaptive feedback. If so, this 
awareness could have influenced their response behaviour, either positively due to novelty 
effects associated with innovative technology or negatively due to algorithm aversion.

The relatively short intervention time, limited to one lecture session due to the field set-
ting, may have restricted the ability to observe differential effects of adaptive versus static 
feedback. Possible benefits of adaptive feedback might emerge more clearly over extended 
intervention periods or with more opportunities for practice. A longer duration could also 
improve the stability and replicability of findings, as short- term measurements may be more 
vulnerable to situational influences and transient performance fluctuations, affecting reli-
ability. Additionally, delayed posttest measures could help differentiate between participant 
fatigue and sustained performance declines.

The sample size, while sufficient for analysing the main effects of feedback type, was 
constrained by the available cohort size, potentially limiting the power to detect nuanced 
interaction effects, such as pretest sensitisation. Similarly, in the exploratory follow- up anal-
ysis of the subsample with pretest, the fewer observations per condition limited the power 
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to detect more subtle within- subjects and interaction effects; consequently, non- significant 
effects in the follow- up analysis should be interpreted with caution, and future studies with 
larger samples will be needed to confirm the exploratory findings. Additionally, the general-
izability of this study is limited by the fact that our sample only included education sciences 
students at a German university. It is therefore uncertain whether our results generalise to 
other social sciences study programmes or geo- cultural contexts.

This study also emphasised the role of psychological needs (competence, autonomy and 
relatedness) in explaining differences in students' interest in statistics. However, to mini-
mise measurement time during the lecture session, these needs were not directly assessed. 
Future studies should address psychological needs more systematically to better under-
stand how the influence of AI- generated adaptive feedback on student interest is explained 
by these mechanisms.

Despite its constraints, the field setting ensured high ecological validity by conducting the 
experiment under authentic learning conditions within a university lecture. This approach pro-
vides ecologically valid insights into the effects of AI- generated versus static expert feedback 
on educational sciences students' statistical skills and interest in a single- session intervention.

Future research should investigate how task complexity moderates the impact of feedback 
adaptivity on learning outcomes. While adaptive feedback may be less critical for structured 
tasks like statistical interpretation, it could play a more significant role in complex, ill- defined 
tasks. Additionally, refining the affective design of AI- generated feedback to ensure that 
corrective guidance remains encouraging could enhance both performance and interest 
outcomes. Finally, further studies should explore how these factors interact with learner 
characteristics and instructional contexts to optimise the cognitive and affective benefits of 
generative AI in diverse educational settings.

CONCLUSION

This study investigated the effects of AI- generated adaptive feedback and static expert 
feedback on educational sciences students' statistical skills and interest in statistics when 
learning in a digital environment. While performance outcomes showed no significant 
differences between the two feedback types, static feedback demonstrated an advantage in 
fostering students' interest in statistics. Building on previous findings that highlight significant 
performance benefits of adaptive feedback in other contexts, our study suggests that the 
effects of the feedback types might depend on task characteristics, which influence students' 
need for personalised guidance. Additionally, in structured statistical tasks, static feedback 
may better support autonomy and competence needs.

Our study highlights that factors beyond analytical accuracy—such as task complexity, 
learner needs and the feedback design, including affective components—might be crucial 
for achieving added benefits for learning outcomes through AI support. Future research 
should explore these interacting factors to optimise the use of AI- generated feedback for 
both cognitive and affective outcomes in diverse educational contexts.
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