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Abstract

Introduction: The effective and meaningful use of anonymized personal data, including
open data, is globally significant across various sectors. Enhancing data utilization aims
to generate substantial societal benefits and added value through innovations, products,
and services. However, several legal, ethical, and technical challenges currently hinder the
development and broader adoption of open data. Furthermore, the availability of technical
support tools with high usability is especially desirable to facilitate the anonymization pro-
cess effectively. Methods: As part of the EAsyAnon research project, preliminary insights
were gathered through a scoping review that identified factors promoting or impeding the
anonymization and use of personal data. Based on these findings, a structured interview
guide was developed. Following a pretest, 19 interviews were conducted with diverse stake-
holders from healthcare institutions, research organizations, public authorities, and private
companies. The collected data were analyzed using Kuckartz’s structural content analysis
methodology, supported by qualitative analysis software. Results: The content analysis
yielded five overarching categories and 21 subcategories. These encompassed stakeholder
experiences related to anonymization and open data processes, the various types and
formats of personal data, identified barriers and enabling factors, support services, and
the ethical and legal considerations associated with anonymization. Discussion: The find-
ings highlight significant uncertainty among stakeholders regarding the anonymization of
personal data. Although the importance and potential applications of open data for innova-
tion and continuous improvement are widely acknowledged and supported, numerous
challenges persist at both the macro and micro levels. The results emphasize a clear need
for targeted support measures to address these challenges effectively.

Keywords: open data; anonymization; personal data; data use; data value creation

1. Introduction

Open data (OD) initiatives have increasingly influenced a wide range of industries
and sectors globally [1]. The release of anonymized, in the sense of Recital 26 of the GDPR,
previously personal data (PD), within the meaning of Article 4 of the GDPR, is often
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perceived as a significant challenge, necessitating a balance between protecting individual
privacy and maximizing the utility of anonymized data [2].

Advances in OD and big data technologies have exponentially expanded the potential
for fully automated data collection and analysis in recent years. As a result, the management
of such data has become a critical aspect of contemporary societal transformation, with
far-reaching implications for all facets of human life [1,3]. OD applications are regarded
as vital drivers of progress across society, business, science, and medicine [4], prompting
ongoing efforts to develop innovative applications for OD [5,6].

While there is a societal demand for fostering an open data culture, increasingly
stringent laws designed to protect PD present practical barriers to its reuse [7]. Currently,
the protection of personal data remains one of the most pressing challenges, particularly
concerning health data [4]. The potential for PD to be repurposed beyond its originally
intended scope underscores the importance of adhering to legal frameworks governing
data usage [8]. Ensuring compliance with these laws is imperative [9], given the already
stringent ethical and data protection standards for PD utilization [10]. The General Data
Protection Regulation (GDPR), which facilitates the harmonization and portability of per-
sonal data across Europe, has made significant strides in this area. However, challenges in
implementing OD processes persist [8]. In parallel, European initiatives such as Gaia-X aim
to establish a European data infrastructure, enabling digital sovereignty, interoperability,
and the successful adoption of open-source principles through collaborative efforts from
business, academia, and government representatives [11].

The main contribution of this article is to qualitatively explore the practical experiences,
challenges, and requirements encountered by stakeholders in diverse sectors in Germany
during PD anonymization processes intended for OD publication. Although the existing
literature highlights numerous technical, legal, and ethical barriers to the anonymization
and reuse of PD as OD, detailed expert perspectives from practice remain underrepresented.
Most international studies focus on general organizational, legal, and ethical barriers
without considering the specific regional and national implementation challenges [12].

To address this gap and build an empirical foundation for practical anonymization
approaches in Germany, we conducted a dedicated regional baseline study on expert
experiences related to anonymization and data publication. Specifically, this article provides
insights into the following key areas: (1) the diversity and complexity of PD handled
across sectors, (2) stakeholders’ actual experiences and misconceptions regarding PD
anonymization (e.g., confusing anonymization with pseudonymization or underestimating
re-identification risks), (3) the identification of economic, technical, legal, ethical, and
organizational barriers, and (4) the critical support mechanisms needed to effectively
anonymize PD (i.e., ensuring that the risk of re-identification is minimized and compliance
with the relevant legal standards, such as those outlined in GDPR Recital 26, is achieved)
and promote its broader utilization as OD.

2. Relevance and Problem Definition

In research, alongside the advancements in OD, the concept of Open Science em-
phasizes free access to scientific publications and raw research data [13]. As early as
2021, UNESCO (United Nations Educational, Scientific, and Cultural Organization) iden-
tified Open Science as a critical tool for enhancing the quality of scientific outcomes and
processes [14]. In particular, the research sector anticipates substantial benefits from big
data analyses [13,15]. To support this vision, the European Commission introduced the
European Open Science Cloud (EOSC), a strategy aimed at enabling data exchange and
advanced analyses of publicly funded research data while conserving resources [14]. Simi-
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larly, Germany is implementing its National Research Data Infrastructure (NFDI) as part of
its digital strategy to make existing research data more findable and interoperable [16].

The global COVID-19 pandemic has underscored significant challenges in data ex-
change within the healthcare sector, as PD had to be collected globally, integrated, and
made accessible to researchers [17,18]. The demand for international collaboration in data
exchange has grown steadily, with calls over recent years to fully leverage the opportunities
provided by artificial intelligence (AI) and big data in medicine [19]. Complementing
the EOSC, there are increasing demands at the European level for cross-border data ex-
change in electronic health services to optimize care pathways [8,19]. This initiative is
politically supported by the European Health Data Space (EHDS). For years, experts have
advocated for a stronger emphasis on technology and big data utilization in healthcare [20].
The application of big data in healthcare offers vast potential: it can enhance prognosis
and diagnostics, enable innovative prevention strategies, improve treatment quality, and
increase efficiency [3,19–21]. However, training AI models in medicine often requires
substantial volumes of specific data [22]. Access to scientific health data is critical for
advancing scientific progress and fostering innovation [23]. A key component of medical
research involves the ability to link individual data sets, which is viewed as central to
unlocking new insights [24]. Nonetheless, this capability raises social and ethical dilemmas,
as it necessitates balancing individual data protection with potential societal benefits [2].
Moreover, linking health-related data from diverse sources can provide profound insights
into highly intimate aspects of individuals’ lives, posing significant ethical risks [1]. As a
result, much health data remain stored in isolated “data silos”, rendering them inaccessible
for scientific purposes [25].

Furthermore, the disclosure of government data, so-called Open Government Data
(OGD), has also become an important topic in OD worldwide [26–28]. OGD is recognized
for its transformative potential [28], and governments across the globe are striving to
establish OGD ecosystems that are expected to deliver substantial cultural and institu-
tional benefits [26]. Integrating the extended use of data into political decision-making
processes is particularly emphasized at the local level [29]. Many OGD initiatives stem
from inclusive governance philosophies that promote citizen participation, positioning
them as co-producers with access to official information [30]. Moreover, the publication
of government data can foster service innovation and enhance the transparency of public
authorities [31]. While public authorities already release significant volumes of data, the
analysis and utilization of these data present considerable untapped potential [28].

In the economic sector, there is broad consensus across industries that big data and
OD will play a pivotal role in the future, necessitating the development of employee capac-
ities and expertise in these areas [26,32]. Specifically, the healthcare and pharmaceutical
industries view data analysis as a promising avenue for securing or enhancing competitive
advantages [32]. Furthermore, studies have demonstrated a positive correlation between
OD and economic growth [26]. The continued reuse and processing of data are therefore
regarded as critical drivers of future economic development and value creation [27]. Fa-
cilitating big data analyses is considered a collective responsibility of all stakeholders [6].
However, achieving this requires the development of numerous supporting tools and
frameworks, many of which are currently unavailable [6].

The EAsyAnon research project (Recommendation and Audit System for the
Anonymization of Data) addresses this issue, highlighting the dual challenge faced by
many industries: while OD offers substantial benefits and added value, there is a notable
lack of effective tools for the anonymization of PD. Funded by the German Federal Ministry
of Education and Research (BMBF) and the European Union’s Next Generation Programme,
this initiative is being developed at the Deggendorf Institute of Technology. The project
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aims to provide a secure and user-friendly solution for anonymizing PD while maximizing
its utility. The proposed system comprises three components: an intelligent recommen-
dation system that suggests appropriate anonymization techniques for specific data sets
while considering legal and ethical implications; an audit system that evaluates the risk of
data re-identification; and a trust service that transparently certifies the confidentiality of
the anonymization process.

3. Methods

3.1. Research Questions and Objectives

The present qualitative results address the following research questions:

1. What types and forms of personal data under the GDPR are collected, processed
and stored by healthcare organizations, research institutions, public authorities, and
companies in Germany?

2. What experience has been gained so far by healthcare institutions, research institutions,
authorities, and companies in anonymizing the personal data they collect voluntarily
and publishing it as OD?

3. What barriers and promoting factors do healthcare institutions, research institutions,
authorities, and companies mention to anonymize the PD they collect and subse-
quently publish it as OD?

4. What necessary support services are mentioned by healthcare institutions, research
institutions, authorities and companies in order for them to anonymize the PD they
collect voluntarily and publish it as OD?

5. What specific legal and ethical aspects do healthcare institutions, research institutions,
public authorities and companies consider necessary to anonymize the PD they collect
voluntarily and publish it as OD?

The aim is to develop recommendations for the further establishment and dissemina-
tion of PD anonymization and its further use as OD.

3.2. Research Design

The EAsyAnon project employs a mixed-methods approach (Figure 1), integrating
qualitative and quantitative research methodologies [33,34]. The research questions are
addressed through the triangulation of a systematic literature analysis, a qualitative in-
terview study, and a final quantitative questionnaire survey. This approach facilitates
a comprehensive investigation of the research object by incorporating diverse perspec-
tives and methodological frameworks [34,35]. Within this mixed-methods framework,
an exploratory sequential design was adopted. In this design, the two sub-studies are
conducted sequentially, with the results of the first sub-study informing and influencing
the subsequent survey [35].
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Figure 1. Empirical research process (own illustration). The blue-filled points indicate completed
research steps. The systematic review has been previously published in [12]. This article presents the
qualitative study, which forms the basis for a subsequent quantitative survey. Finally, the lessons
learned and recommendations for action will be derived.

3.3. Method of Data Collection

For the qualitative sub-study, episodic interviews were selected as the method of
data collection. This approach generates open, narrative accounts of participants’ experi-
ences while enabling the definition and correlation of key terms [36]. The interviews were
conducted using a structured guideline developed based on the literature research and a
systematic approach to questionnaire creation [37]. A cognitive pretest of the interview
questions was conducted beforehand to assess the linguistic clarity and content comprehen-
sion of the items, ensure their relevance to the underlying research questions, and identify
any redundancies [38]. Five pretests were carried out with relevant experts, after which
the guidelines were revised accordingly. The finalized interview guide is provided in the
Supplemental Material.

3.4. Sample and Implementation

After defining the inclusion criteria for the interviews (Table 1), experts were recruited
through a sampling process based on these predefined criteria. Relevant networks focusing
on anonymization and open data were contacted within the research group. Additionally,
snowball sampling was employed, with interviewees asked to identify other experts with
relevant experience at the end of their interviews.

Table 1. Inclusion criteria sample (n = 19 ).

Criteria for Participation in the Interviews

Age of majority

Capacity to consent

Sufficient knowledge of German to be able to conduct interviews in German, both in
written and spoken form

Anyone with relevant experience in open data and anonymization, particularly data
protection officers and other experts, could take part

Position in the institution associated with, e.g., open data/anonymization or processing
of data/data protection/data management/data administration (DPO, ISB, data
administration, etc.)
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Comprehensive clarification was provided through informed consent procedures [39],
and a reflection period was observed prior to participation. Recommendations for conducting
guided expert interviews were followed, with all interviewers receiving prior training [40].
Data collection spanned from October 2023 to January 2024, and only participants based in
Germany were interviewed. The entire data collection process was managed by the project
partner PASSION4IT due to their thematic proximity and shared expertise in the research
subject. Before conducting the interviews, all involved personnel were extensively trained
on the interview process, covering the preliminary discussion, introductions, interview
structure, specialized techniques, and potential challenges. PASSION4IT coordinated with
the recruited participants to schedule online appointments. The interviewer and intervie-
wees were unfamiliar with one another prior to the study. All interviews were conducted
online, with the audio recorded on a dictation device and subsequently transcribed using
the F4 software in accordance with established transcription rules [41]. No interviews
were canceled or prematurely terminated. The interview transcripts were not reviewed
by the participants. Following the principle of theoretical saturation [41], interviews were
conducted until data redundancy was achieved so that it can be assumed that a certain
generalizability of the statements is given.

3.5. Ethics and Data Protection

To proactively address ethical and data protection considerations for the research
project [42], an application was submitted to the Joint Ethics Committee of Bavarian
Universities (GEHBa) prior to the survey. The application received approval (No. GEHBa-
202309-V-124). A comprehensive data protection concept, aligned with legal requirements
and principles of good scientific practice, was presented to the ethics committee. In addition,
written data protection procedures were developed in collaboration with the responsible
data protection officers.

3.6. Qualitative Data Analysis

The interview data were analyzed using the software MAXQDA 2022, following the
inductive–deductive approach to structuring content analysis [43]. Initially, deductive
main and subcategories were derived from the interview guide during textual pre-analysis.
These categories were further refined and supplemented through inductive coding based
on an initial analysis of six interviews. Subsequently, the revised category system was
applied to all interviews [43]. To ensure intersubjective comprehensibility, selected data
passages were collaboratively analyzed by multiple project participants [44]. The category
system was further revised following these collaborative evaluations.

3.7. Quality Criteria

The quality of the research process was guided by four core criteria in qualitative
research: trustworthiness, transferability, reliability, and confirmability [45]. The trust-
worthiness of the results is based on the data collected and is achieved by making the data
available in an open repository (see Data Availability Statement). The transferability of
the results was made clear by the heterogeneous sample and the existing redundancies
in the interviews, regardless of the specific institution or organization. The transpar-
ent procedure ensured the reliability of the qualitative work according to the COREQ
criteria [46] and the confirmability of the results was achieved by the involvement of sev-
eral researchers in the data analysis and the implementation of internal validations of the
category system. Additionally, characteristics such as the appropriateness of the subject,
empirical saturation, theoretical depth, textual performance, and originality were carefully
considered [47]. Key elements of qualitative empiricism—including comprehensibility,
methodological transparency, empirical anchoring, study limitations, reflexive subjec-
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tivity, interpretive coherence, and relevance—were integrated throughout the research
process [45]. International guidelines for qualitative research, including COREQ [46], were
followed to ensure methodological rigor and adherence to best practices.

4. Results

4.1. Socio-Demographic Data

A total of 19 expert interviews were conducted, with 79% of the participants being
male (n = 15) and 21 % female (n = 4). The majority of interviewees were from the
business sector and identified themselves as representing companies (n = 6). Additionally,
participants were drawn from the research and healthcare sectors (n = 5 each) and from
government organizations and authorities (n = 3) (see Figure 2).

The interviewees were based in various federal states, including Bavaria (n = 11),
Berlin (n = 3), Baden-Württemberg (n = 2), Saxony (n = 1), Lower Saxony (n = 1), and
North Rhine-Westphalia (n = 1). The average age of respondents was 40.7 years (range:
28 years; median: 41 years), and their average professional experience in data management
was 15.2 years (range: 36 years; median: 14 years). The interviews had an average duration
of 30.11 min (range: 20 min; median: 32 min). In total, 572 min of audio material were
collected, all of which were fully included in the analysis.

0 1 2 3 4 5 6
Company

Research

Health Care

Authorities

number

Figure 2. Origin of the interviewees (n = 19).

4.2. Content Analysis

Using the questions from the structured interview guide (Supplemental Material),
the initial deductive main categories were developed a priori [43]. The entire interview
material was coded into these deductive categories. In a subsequent analysis, all codes
were inductively refined, leading to the creation of corresponding subcategories as well as
definitions for the categories and codes. Three researchers participated in the coding and
analysis process, fostering extensive discussions and exchanges of information. Ultimately,
five main categories and 21 subcategories were established (Table 2). The interviewees did
not evaluate the results.

Table 2. Main and subcategories of the interview analysis.

Main Category Subcategory

Types and forms of PD Types of PD in data collection
Forms of data collection
Data origin
Purpose of data collection
Structure of the data
Format of the data
Data processing
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Table 2. Cont.

Main Category Subcategory

Experience with anonymization and OD Understanding OD
Understanding PD
Assessment of the sensitivity of PD
Experience with OD
Experience with anonymization

Barriers and facilitators Promotion factors
Obstacles

Support services Systemic support
Personnel support
Technical support

Ethical and legal implications Ethical aspects
Legal aspects
Institutions

4.3. Types and Forms of Personal Data

All the institutions and companies surveyed stored PD, such as customer data, con-
sumption data, participant data, research data, protocols, or even sensitive health data and
socio-demographic data of customers and employees. Depending on the sector and focus of
activities, there was enormous heterogeneity in the scope and level of detail of existing PD.
A quantitative comparison was not the objective; the focus was on capturing the diversity
of data types and formats to inform the design of a broadly applicable anonymization tool.

Furthermore, there was great diversity in the form of data collection, with a combina-
tion of handwritten and electronic data collection usually taking place and purely electronic
collection of PD hardly being established (“You cannot do it completely without paper yet”;
transcription IP4, pos. 37). In some cases, handwritten data were subsequently digitized in
a resource-intensive process.

As a rule, the PD in health, companies, and authorities were constantly collected by
the person responsible for the process. Particularly in the area of research, and to some
extent in the area of health, several people often collected the data.

The purposes of data collection were also very different and industry-specific. PD was
frequently used for internal purposes and statistics due to legal obligations or for external
services, as well as for research, training, and marketing, where marketing purposes, in
particular, were seen as very critical in the sample. In some cases, too much PD was also
collected in the opinion of the interviewees (“Yes, much data is collected, and nobody looks

at it anymore”; transcription IP4, pos. 129). Other uses of PD included passing it on to
customers, registers or archives following specific agreements, and for training purposes or
quality assurance. In some cases, PD was even passed on in non-anonymized form or used
for purposes that were not originally intended (“They are not only processed for the respective

purposes”; transcription IP18, item 57, and “we would like to work with it, we know that we

are not allowed to do so, we are now in a grey area, but we also do not want to address anyone,

because if we address them, we are not allowed to do anything with the data”; transcription IP17,
item 119). The involvement of ethics committees was only mentioned in the area of research.

Furthermore, many specific data formats were found across all sectors, particularly
in the healthcare system with the specific Hospital Information System (HIS), and for
image and audio formats. Microsoft Office formats, CSV, and PDF formats were named
as generally standard in the sample. The underlying data structure of the raw data was
often described as unstructured, with a lot of handwritten data, which was processed in a
resource-intensive manner (“Yes, semi-structured, so we have different sources, we have interview
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data [. . . ] transaction data [. . . ] ultimately it is always manual work to bring them together”;
transcription IP19, item 48). Structured data, often collected by machine, were scarce and
often due to legal requirements.

In addition to the many data formats, many software systems were reported in data
processing, primarily from Microsoft and SAP. However, internal data management systems
and special software for machines, statistics, and internal purposes were also used. In
addition to internal infrastructure, cloud solutions were also used for data processing. In
some cases, the software could only be used via access regulations and in compliance with
security concepts (“the data protection concept always makes it clear who the data processing

centres are”; transcription IP19, item 62).
Furthermore, the data were processed, stored, and deleted for the specific purposes in

compliance with internal deletion concepts and legal requirements, although there were
isolated reports of incomplete data cleansing (“So you always have a project start and a project

end, [. . . ] okay, which data have we collected, which can we delete now, which not, and that is often

the case, that it takes place with a bit of a delay[. . . ], and I find that extremely difficult [. . . ] to do

all this management, from where the data is now”; transcription IP17, pos. 89). In some cases,
limitations in data processing became apparent due to the poor quality of the raw data.
The data were digitally and physically stored, mainly at the data collector’s premises and
on other internal employee devices or external structures (cloud and data center). External
storage service providers, in particular, were presented to support small institutions in
compliance with specifications and standards.

4.4. Experiences with Open Data and Anonymization

The understanding of the term OD was very heterogeneous, even within the sectors.
Depending on the institution and company, open access or certain restrictions on use were
associated with it (“I know open data from the context that you want to make government data or

research data [. . . ] generally accessible, often with the idea that this is taxpayer-funded data and

that it should flow back somehow”; transcription IP1, pos. 9). Aspects of the anonymity of
PD, consent procedures, and data protection were also discussed differently. While open
access was formulated in research and public authorities, the focus in business and the
healthcare system was on restricted access. OD was generally seen as an opportunity for
digital participation.

In contrast, there was a homogeneous and GDPR-compliant understanding of PD,
with only very isolated conceptual difficulties. All characteristics that make a person
identifiable and enable statements to be made at an individual level were considered
personal data. There was a high level of awareness of PD, particularly in health and
research, although cooperation with ethics committees was reported only in the area
of research.

When PD was published, it was typically in aggregated form. However, in some cases,
data aggregation was rejected due to concerns about reduced data quality or was only
feasible to a limited extent.

It also became clear that the sample had little experience in the use or provision of OD
from PD while being highly interested in the topic. The few people with a background of
experience with OD were predominantly from the field of research. Here, positive experi-
ences with new perspectives through OD were described, as well as a high willingness to
provide data and a high demand for OD, as well as to increase the quality and transparency
of research. Negative experiences with OD processes across all areas involved included
a lack of recognizable benefits, insufficient data quality, and unresolved ethical and legal
issues. Internal guidelines, external obligations of journals and clients, and legal regulations
were described as reasons for the provision and anonymization of PD.
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Overall, the sample had little experience with processes for anonymizing PD.
Anonymization concepts were often unknown or the data type was not considered suit-
able. In some cases, an imprecise separation of pseudonymization and anonymization
was evident.

In the few known cases of anonymization of PD, anonymization was mainly carried
out using aggregation. However, limitations were also discussed here (“Aggregations can be

made, but in some places it is not possible because the exact statement is important, for example

in the case of an indication it is important that it is not just an abnormality in the neurological

area, but that it is really the indication multiple sclerosis or Alzheimer’s”; transcription IP2,
item 57). The anonymization of PD was described both manually and using software. In
addition to managers, specialists from data protection and law were primarily involved in
the anonymization process, as were some cooperation partners, customers, and external
service providers. In addition, it was occasionally described that non-anonymized PD was
passed on to clients or customers based on contracts and obligations.

If people had no experience with anonymization and OD, this was often justified by
the fact that OD was not relevant for their area, that the data was not suitable due to its
high sensitivity, or that economic disadvantages would result from competitive situations
(“because it makes us vulnerable [. . . ], we are very interested in these open data scenarios; I think they

are absolutely right, but our data is simply excluded due to its structure and content”; transcription
IP19, pos. 70).

4.5. Barriers and Support Factors

Several barriers and facilitating factors were mentioned in the interviews that can
occur during the collection, anonymization, and publication of PD.

Barriers to further use of PD and OD were described in terms of economic, personal,
technical, data, legal, and ethical aspects.

Economic aspects, in particular, were seen as a hurdle for OD, with possible costs in
material resources and personnel, safeguarding, and liability for anonymity in the case of
commercial use being mentioned. The companies also mentioned the unwanted transfer of
knowledge through OD as an obstacle, which could mean increasing economic competition
and losing innovation.

Personnel barriers were also identified due to a lack of interest and sensitivity to the
topic of OD, with a lack of trust in anonymization techniques also becoming apparent.

Furthermore, inherent data aspects could represent a hurdle for OD, for example, if
data were classified as too sensitive, content and structure were considered unsuitable,
or there were uncertainties regarding possible data manipulation. In addition, some
respondents reported a lack of overview of their data situation and few conceivable uses
for OD.

A lack of technical infrastructure and anonymization techniques perceived as inade-
quate were described as technical hurdles, as well as a general lack of specialist staff and
expertise on anonymization and OD.

Challenges were also described on unclear and unknown legal bases, particularly
about processes for publishing PD and consent procedures. In some cases, PD was also
seen as the personal property of the person collecting the data. In addition, legal obligations
can have a negative effect on the use of anonymized data and are partly favored by the
federal legal structure in Germany (“In this area, federalism is annoying because every federal

state has its own data protection officer, its own data protection law, and now in the healthcare sector

we still have the state hospital laws”; transcription IP24, pos. 77 ).



Data 2025, 10, 105 11 of 21

Ethical hurdles were seen in OD’s irreversibility and lack of control options. Further
obstacles included a lack of transparency about what happens to the data, possible action
against the interests of the data donor, and the presentation of undesirable results.

In addition, many uncertainties regarding liability and responsibility for potential
damage in the event of cyberattacks, re-identification or data merging became clear. A
lack of ethical guidelines and structural problems on the part of the state and authorities
were cited as obstacles to innovation for institutions and companies in the OD spectrum.
At the same time, the interviewees addressed an unfair reciprocity principle of OD, as
organizations that do not donate OD themselves can use the OD of others. It was also
discussed that although there have already been many positive political commitments to
OD, these have not yet led to binding regulations.

Economic, personnel, technical, institutional, ethical, and legal aspects and a positive
expectation of the outcome were described as promoting factors.

Economic incentives from the state, support for the publication of OD, and sufficient
resources available in the institution or company were considered beneficial. Incentive
systems for data donors were also described as beneficial.

In the area of personal aspects, positive experiences and attitudes towards OD, es-
pecially about recognizing the benefits and willingness to donate data, were considered
beneficial (“I would say [. . . ] knowledge is the only good that increases when you share it, I would

also make use of that with open data”; transcription IP25, pos. 68). In the area of research in
particular, an increased reach of data was also associated with an increase in reputation.

In technical terms, an existing infrastructure, the high usability of existing software, and
the data collection and structure standards were beneficial. The use of special techniques that
facilitate anonymization (e.g., differential privacy) was also described as beneficial.

In institutional support factors, an active and strategic decision on OD processes at
the management level, with a vision for the publication and usability of OD, supplemented
by internal support about implementation and equipment.

Ethically conducive factors included regulated accessibility and usability of OD, trans-
parency at all levels, and proactive reporting of findings to data donors.

A clear legal framework regarding the implementation of anonymization, access
to data, the transfer of liability issues, and commercial protection of innovations were
also described as beneficial (“Especially for a medium-sized company, it can be an issue that

funding might be something because then you have to build up infrastructure first [. . . ] Legal

certainty is the most important thing [. . . ] otherwise nobody would do it”; transcription IP1,
pos. 97). Liability in particular was highlighted as important across all sectors and should be
transferable externally.

The expected positive outcome of OD and existing best practice was considered
particularly beneficial across the entire sample.

For example, OD could promote overarching social goals at a macro level, such as
through innovations and increased research, which are expected through OD, or improve
internal institutional processes and reduce bureaucracy. Billing data, movement data, and
health data in particular were seen as having great potential.

4.6. Support Services

In addition, questions were asked about possible and necessary support services for
the further establishment of OD.

State support was requested through the establishment of standards, particularly in
the processing of health data, as well as through the expansion of guidelines and checklists
and the presentation of best practice examples.
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Financial resources for the process as well as the establishment of an infrastructure and
the assumption of legal liability risk, for example in the form of legal expenses insurance,
were also described as necessary and important support services (“especially for a medium-

sized company, it can be an issue that funding may be something, because you have to build up

infrastructure first”; transcription IP1, pos. 97).
Furthermore, personnel support from specialists and departments for anonymization

was considered important (“So an employee position that takes over and then takes care of it,

I think that would be pretty good [. . . ] a specific human contact person, and if this person then

uses software for this, then that is fine too, but I would always prefer to correspond with a person”;
transcription IP23, pos. 151–153), whereby support from external service providers was
also mentioned.

Furthermore, technical support in the form of software was requested above all. On the
one hand, this should carry out anonymization securely and following the guidelines and
at the same time provide information on OD aspects and have maximum interoperability
(“so definitely better via software, so the process that is currently being used is, of course, very

labour-intensive for people, and what I think is the biggest obstacle for us is that there should be

software where personal data can be entered” Transcription IP2, pos. 93). An open-source
solution that allows specific settings was discussed here. In addition, data processing from
OD portals was requested to facilitate research.

4.7. Ethical and Legal Implications

In addition, questions were asked about specific ethical and legal aspects in the partic-
ipating sectors that play a role in the voluntary anonymization of PD and its publication
as OD.

In ethics, the high importance of individual voluntariness in participating in OD was
considered a priority. In addition, data protection principles in accordance with Art. 5 of the
GDPR, such as data minimization or ensuring data integrity, should be fully considered. OD
can also avoid unreasonable duplication of data collection and the associated duplication
of resources and burdens for individuals.

The ethical aspects of technical progress were also discussed, which requires a broad
social consensus, as risks always accompany progressive developments. The dangers posed
by OD were described across all sectors, for example, through stigmatization or inherent
potential for abuse. The great importance of trust and transparency at all process levels
and, above all, to reduce fears among data donors was emphasized, as was a broad social
awareness of OD and the existence of an ethical code for OD.

In order to build trust, the anonymization process should be carried out with the
greatest possible transparency regarding methods and results. As a residual risk of re-
identification will always remain—especially given future technological developments—it
is essential to implement anonymization processes with maximum transparency regarding
methods and limitations. Only in this way can the remaining risk be minimized. At the
same time, some level of risk acceptance is necessary to enable progress. If you want
progress, you must take a particular risk (“I always think that if you want medicine to be

advanced [. . . ] and if you have nothing better to do than spend all day trying to make sure that your

data cannot be decrypted, then you are wrong because any anonymised data can also be decrypted

with the right tools”; transcription IP24, pos. 81).
OD was also presented as an instrument of power, and it was explained that OD

should, as far as possible, benefit society as a whole and not be used for purely economic
purposes, which is why ethical issues and objectives must be consistently taken into
account when using OD. An ethical code including defined access and usage restrictions
for OD was described as important, as insecure anonymization poses a high potential
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for abuse, especially in the case of critical infrastructure. Companies emphasized that
OD enables digital participation in the data ecosystem and that monopoly positions of
large corporations could be avoided, which should be in society’s interest. In addition,
the German mentality in particular was characterized as very cautious, and that complete
security will never be possible with OD. In addition, financial burdens for the solidarity
community were described as a result of the establishment and use of OD, such as license
fees for software or necessary certifications.

Regarding specific legal aspects, the federal German structure, with many additional

data protection laws at the state level, was described as complicated. In particular, federal
data protection regulations were perceived as a hindrance in the healthcare sector. In
addition, there are sometimes conflicting regulations, for example, when a general right to
data erasure and the legal obligation to provide data come together. Furthermore, Europe-
wide regulatory provisions on the use of AI (EU AI Act) were seen as a way of preventing
the threat of misuse and the risk of re-identification. Possible risks due to liability issues
should be externalized in OD processes, and the software should assume potential damages
from external service providers or the state.

On a personal level, education and self-determination for data release, personal
responsibility for self-protection among data donors, consent to OD, and the clarification of
ownership claims were emphasized as important legal foundations. The use and integrity
of data trustees were also discussed in the areas of health and research.

Furthermore, many personal uncertainties regarding legal understanding and
anonymization became clear. Across all sectors, the sample revealed great uncertainty as to
whether their anonymization processes are legally compliant and, at the same time, little
legal knowledge was reported.

From a legal and technical perspective, it was emphasized for the anonymization
processes that the raw data should not leave the place of origin. Additionally, it was noted
that small data sets can pose specific re-identification risks, especially when they contain
unique or rare attribute combinations. Smaller data sets often require higher levels of
generalization to ensure privacy, which in turn can reduce the utility and interpretability of
the data. In addition, regular technical checks were called for without creating additional
bureaucracy, which are based on EU law and include checks using the latest anonymization
techniques. A renewed security check of OD was seen as resource-intensive and technically
difficult across all sectors, especially due to future technical developments. In this context,
a certain period of validity of anonymization and OD was also addressed, whereby contra-
dictions became clear, as OD in circulation was considered no longer controllable. Synthetic
data sets in certain areas and an increased use of differential privacy would therefore be
more suitable.

In addition, state certifications and seals based on known DIN ISO standards and
procedures were considered important across the entire sample to demonstrate quality
standards in processing and control access to OD. At the same time, the demand for a clear
overview of certifications and seals was emphasized. In addition, the use of digital identity
in Germany for OD purposes was described.

Regarding the institutions responsible for checking anonymization, both the state
and companies were named as suitable. Verification by neutral bodies was described as
confidence-building. The state was often described as more trustworthy and reliable in
the areas of health, research, and authorities, as there is no profit motive from OD. In the
case of a review of anonymization by a state-commissioned body, it was stated as positive
that responsibilities and procedures would be better known and that the profit motive of
potential data users could be monitored more closely.
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However, the companies surveyed argued that state institutions are less competent
and less flexible compared to the digital agility of neutral bodies or companies (“Well, if

something should going ahead, then it should not be the state”; transcription IP22, pos. 63).
For this reason, companies were sometimes seen as more suitable, as they have more
competencies and aspects relating to international liability.

5. Discussion

In this discussion, the results are reflected concerning the research questions.
Research Question 1: The first question addressed the types and forms of PD col-

lected, processed, and stored by the groups involved in Germany, in accordance with the
GDPR requirements.

The analysis revealed a considerable heterogeneity of existing PD in all sectors, specif-
ically depending on the activities and processes of the individual sectors. Synonymously, a
significant variation in the current data structure was revealed, whereby a combination of
handwritten and electronically collected, semi-structured data was predominantly reported
across all sectors. Even within individual sectors, a wide range of structures and formats of
PD were indicated, especially in the research and health sectors. Furthermore, a wide range
of uses became apparent, primarily for internal purposes or external obligations, whereby
legal omissions in the disclosure of PD also became apparent. The data were processed
using many different software systems, particularly in the healthcare sector, with different
software being used for PD in all sectors. Internal infrastructures and cloud systems were
predominantly used for processing and storing data, although fewer cloud services were
used in the sample, particularly in the healthcare sector. Internal security and deletion
concepts for handling data were reported in some cases, but not in a sector-specific manner.
For smaller companies in particular, an advantage in data management was mentioned in
cooperation with external service providers.

Research Question 2: Here, the experiences of the sectors involved in anonymizing
PD and publishing it as OD were to be investigated.

While individual experiences with anonymization techniques for PD and publication
as OD were predominantly reported in the research sector, there was little or hardly any
previous experience in health, public authorities, and companies. At the same time, there
was a lack of knowledge regarding anonymization concepts and clarity regarding the terms
anonymization and pseudonymization, which was often evident among the interviewees.
If PD was anonymized, it was usually performed with aggregation, both physically and
with software support. Internal specialists from data protection and law were predomi-
nantly involved, but external service providers were also mentioned. Furthermore, the
understanding of OD, anonymization processes, and consent processes was unclear and
indifferent among many respondents. In health and companies, OD tended to be discussed
with access restrictions in the sample. In contrast, in the areas of research and public
authorities, open access was understood. Concerning the assessment of PD, there was a
GDPR-compliant understanding, as was the assessment of the sensitivity of PD, especially
in health and research. In addition, it became clear that, except in research, almost no
experience in the use of OD was reported in the sample. Although the sample indicated
a great interest in OD, there was often a lack of specific and personal recognition of the
benefits of using OD, or there were clear uncertainties regarding possible disadvantages or
the existing data quality.

Research Question 3: In the sample, possible barriers and facilitators regarding the
anonymization of PD and its subsequent publication as OD were to be identified.

The barriers identified were described in terms of economic, personal, technical, data,
legal, and ethical aspects. Using money and personnel resources for the necessary infras-
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tructure was identified as a significant barrier across all sectors. Possible compensation
payments in the event of liability claims were also a barrier, with the benefits of OD being
unclear in some cases. In addition, fears of a possible loss of innovation due to OD were
reported, particularly in the corporate sector. A lack of interest, a lack of expertise in
anonymization techniques, and a lack of personnel expertise about OD were described
as personnel barriers across the sample. In addition, challenges regarding the necessary
technical infrastructure and the underlying data quality were identified across all sectors.
Further challenges arose due to unknown or unclear legal bases and Germany’s federal
data protection law structure. Ethical hurdles were formulated primarily due to the irre-
versibility of OD, a lack of control options, possible misuse, and future re-identification
through technical possibilities. In addition, a lack of ethical guidelines and insufficient
political efforts regarding OD were discussed across all sectors. Economic, personnel,
technical, institutional, ethical, and legal aspects, as well as a positive expectation of the
outcome, were described as support factors. Economic incentive systems of the state for the
establishment of OD and data donation were described as important support factors in the
entire sample. Previous personal experience and a positive attitude towards OD were also
identified as important personal support factors. In addition, an existing infrastructure and
high usability of the systems used were described as supportive, as were established OD
portals and platforms that support data discovery. Furthermore, institutional focus and
support at all levels across all sectors were important factors in establishing OD processes.
Ethical clarity and transparency regarding access and use, and a clear legal framework
that regulates anonymization and protects innovation were also considered beneficial. The
regulation of liability issues was described as particularly beneficial across all sectors. In
addition, a proven positive outcome and the existence of best-practice examples in using
OD generated a conducive ecosystem for further OD use.

Research Question 4: A further question addressed the desired support services so
PD can be anonymized voluntarily and published as OD. Above all, government support
through further standards and guidelines was formulated, as was the provision of financial
resources. In particular, the assumption of liability risk was described as an essential form
of support across all sectors. Furthermore, personnel support from specialists with the
relevant technical expertise was described as important and included technical support.
Interoperable software solutions that provide targeted support for anonymization and OD
and, if possible, inclusive OD platforms that facilitate data access were particularly desired
as technical support.

Research Question 5: A further question addressed specific legal and ethical implica-
tions in the sectors involved, regarding the willingness to anonymize PD and publish it
as OD.

Ethical implications arose above all about informed consent, particularly the voluntary
nature and clarification of data use in the case of data donation. In addition, an ethical
necessity for OD was seen on the one hand to minimize social burdens caused by duplicate
surveys and the financial resources required for data collection. OD should benefit society
and not be driven by monetary motives. To this end, a comprehensive ethical code was
called for, especially in the areas of health and research, which enables access and use as
well as comprehensive security, while at the same time ensuring the greatest possible digital
participation for all. On the other hand, the potential for misuse of OD was identified
across all sectors, as progressive technical developments can always go hand in hand with
as-yet unforeseeable risks in the future. The authorities, in particular, saw far-reaching
dangers here with critical infrastructure. Furthermore, there were cross-industry fears of
financial burdens due to license fees and certification costs, which would ultimately have to
be borne by the community. Therefore, the consensus of the sample was that a focus should
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be placed on confidence-building and transparent processes regarding anonymization and
OD to convince data donors.

Legal implications arose throughout the sample due to the federal German legal
structure with many additional data protection rules to be observed at the state level,
particularly in the healthcare system. In addition, authorities recognized contradictory
legal bases when data were to be published on the one hand and an individual right to data
deletion was guaranteed on the other. Liability clarification was presented as a priority
task to be solved across all sectors, with solutions being hoped for in European regulations
such as the AI Act. Furthermore, personal self-determination for data release and the legal
basis must remain fully protected. Data trustees from the research and healthcare sectors
were also called for. Significant legal uncertainties were identified across all sectors when
evaluating OD processes and anonymization. Furthermore, a legal requirement for regular
technical control and protection measures was discussed in the sample, whereby companies
in particular emphasized that no additional bureaucracy should be created. The process of
complying with standards and controls should be as resource-efficient as possible.

In some cases, synthetic data sets and differential privacy were also described as a
solution to potential data protection conflicts. Furthermore, government certifications
and seals were considered beneficial across all sectors to prove OD’s quality, security,
and anonymization. An independent institution was generally preferred as the verifying
institution, with the health and research sectors considering state control to be more
important and companies in favor of private sector responsibility, as they were considered
to be more agile than the state.

6. Conclusions

Based on the literature analysis and the evaluation of the interviews, the following
guiding principles can be derived from the research questions. The planned recommenda-
tions for action will be formulated after the quantitative data collection is completed and
an initial implementation of the EAsyAnon system in practice using realistic use cases.

The present qualitative survey showed a high variability of existing PD and the
associated data structures and processing systems in the sectors involved in the sample.
This is already known from other international studies and is therefore not a unique
German challenge [6,12,48]. Therefore, the intention to establish OD processes worldwide
requires further harmonizing file systems and software. This is seen as an important
step in tackling the technically challenging diversity of files. A consistent and politically
and institutionally supported establishment of the FAIR principles (findable, accessible,
interoperable, reusable) in the steps of data collection and processing therefore seems
essential, which has also already been postulated by international studies [12,17].

In addition, access to software should be made as inclusive as possible, and it should
ideally be designed as an open-source system to enable participation in OD worldwide.

Furthermore, it became clear in the sample that there is hardly any experience with
anonymization techniques in Germany and that OD has hardly been used to date, with a
few exceptions in the research sector. This raises eyebrows, as the great importance of OD
processes for future value creation has been emphasized politically worldwide for years. At
the same time, the political commitments to support and promote OD do not seem to have
reached a broad audience. The present German sample confirms a global lack of expertise
on the topic [49]. Especially for a large, industrialized country like Germany, which has the
third largest economy in the world, OD offers great potential for launching innovations,
improving services at all levels, and thus securing future value creation and the associated
social prosperity. In addition, the survey revealed many uncertainties regarding OD and
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the necessary anonymization, which requires a clear need for further education and training
and integration of knowledge on the topic into the curricula of training and studies.

It can be assumed that knowledge about data protection and integrity and the ethically
responsible handling of data will continue to grow in the future. Such awareness-raising
towards a data-oriented culture has long been called for [9,26,50].

The national barriers and support factors identified in this study are in line with
international challenges [12]. They can form the basis for concrete approaches to action at a
personal, institutional, and societal policy level. Ways must be found to secure the necessary
resources in all sectors and create motivation to participate in OD. This includes concrete
solutions for the as-yet-unresolved important issue of liability for potential damage caused
by OD and comprehensive protective measures for individuals and institutions involved
in OD developments to establish trust and security across the board. Targeted incentive
systems are needed to motivate the anonymization of PD and subsequent data donation
on the one hand, and a clear, supportive ethical and legal framework that provides the
necessary security for all those involved on the other.

The federal structure in Germany is particularly challenging in terms of data protection,
as the GDPR contains numerous opening clauses for national regulations. The national
Federal Data Protection Act (BDSG) takes these up and contains opening clauses for the
legislation of the federal states. This means that different legal requirements may exist in
individual federal states, such as hospital data protection regulations. This heterogeneous
legal situation makes uniformly implementing data protection measures considerably more
difficult. In addition, significant uncertainties regarding legal responsibility and liability
in the event of data protection breaches were discussed. Concerns about liability for data
protection breaches are not unfounded, as even minor breaches can lead to significant
compensation obligations for many affected persons. Companies with many customers, in
particular, face potentially far-reaching consequences. Ideally, such regulations should not
only apply nationally or throughout Europe, but should also be valid and implemented
worldwide, which would do justice to OD’s global usage requirements.

Directive (EU) 2019/1024 on OD and the re-use of public sector information has so
far only obliged public bodies in the EU to make sure data sets are available as OD, which
serves the further re-use of public data and thus creates a level playing field for companies.
At the national level, this has been implemented through the Data Use Act, among other
things, although far-reaching international regulations are required. Furthermore, support
must serve the goal of anchoring OD in society. This also includes individual solutions and
services, and an inclusive design of OD platforms to ensure digital participation in the data
ecosystem for all interested parties.

This study clarified that discussing and resolving previously unresolved ethical and
legal implications represents a key moment for disseminating OD at all levels. Possible
benefits and risks need to be discussed at a broad level and brought to a final consensus so
that the challenges can be tackled on a secure compromise basis and the use of OD can be
further developed.

Consideration should be given here to neutral and trustworthy institutions that can
perform a control and security function in the OD ecosystem. There is an imminent potential
for abuse, especially due to unforeseeable technical developments in the context of the
strong technological acceleration in artificial intelligence and all the associated innovations.
Nevertheless, the great potential of OD must not play a lesser role in the argumentation
here. The concrete presentation of successes and innovations from OD processes that
provide benefits or make things easier for everyone can specifically support the acceptance
and understanding of OD developments in society at large.
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7. Limitation

This study has several limitations that should be considered when interpreting
the results.

Due to the small sample size, the generalizability of the categories and results is limited,
even if they overlap with international results. The qualitative interview survey conducted
as part of the project is not representative. The aim was not to develop a phenotype, but
to prepare for the implementation of a more extensive quantitative survey with a larger
sample in line with the chosen mixed-methods approach, which builds the quantitative
study on the hypothesis-generating answers from the interviews. The qualitative data
collection was carried out until the principle of data saturation was reached and only
ended when the interviews revealed many redundancies regarding the research questions
across sectors.

There were also challenges in recruiting specialists with the relevant expertise, which
does not rule out a selection bias. Due to the use of the snowball method, the recruitment
process of some interview participants was not completely transparent for the researchers.

As a result, selection and exit bias cannot be ruled out, especially for people with
technical expertise. Experts from four different professional fields were included to increase
the range of perspectives and achieve a consensus between the disciplines. The sample
may have an attrition bias due to a particular affinity and social desirability on the part of
people particularly interested in the interview. However, the high correlation of the present
results with other studies tends to attenuate any possible attrition bias. In addition, the
sample has a gender bias with a significantly higher proportion of male participants, which
may further limit the representativeness of the results.

In addition, significant national and international legislative changes were made after
the data collection period, which may impact the development and perception of OD
processes. In particular, the European Union’s Digital Services Act (DSA), which came into
force in all EU member states on 17 February 2024, marks a decisive change in regulating
the digital ecosystem. Although the study has considered these new regulatory frameworks
as far as possible, their impact may not yet be fully reflected in the analysis.

Furthermore, the interviewees used terms such as synthetic data, differential privacy,
and anonymization techniques such as data aggregation, although it is unclear how exactly
the interviewees’ understanding of the terms corresponds to the actual definitions. In
general, it should be noted that little specialist expertise has been presented in the study or
in international surveys to date. In future studies, an expansion about the requirements
and circumstances of specific institutions and facilities in terms of OD and anonymization
should continue to be a fixed component.

Some of the colloquial statements were challenging to translate. Therefore, the
translated quotes were linguistically smoothed for readability while preserving the
intended meaning.
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