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Abstract
Background  Virtual patients (VPs) are useful tools in training of medical students’ clinical reasoning abilities. 
However, creating high-quality and peer-reviewed VPs is time-consuming and resource-intensive. Therefore, the aim 
of this study was to investigate whether generative artificial intelligence (AI) could facilitate the planning and creation 
of a diverse collection of VPs suitable for training medical students in clinical reasoning.

Methods  We used ChatGPT to generate a blueprint for 200 diverse VPs that adequately represent the population in 
Europe. We selected five VPs from the blueprint to be created by humans and ChatGPT. We assessed the generated 
blueprint for representativeness and internal consistency, and we reviewed the VPs in a multi-step, partly blinded 
process for didactical quality and content accuracy. Finally, we received 44 VP evaluations from medical students.

Results  The generated blueprint did not meet our expectations in terms of quality or representativeness and 
showed repetitive patterns and an unusually high number of atypical VP outlines.
The ChatGPT- and human-generated VPs were comparable in terms of didactic quality and medical accuracy. 
Neither contained any medically incorrect information and reviewers and students could not discern significant 
differences. However, the five human-created VPs demonstrated a greater variety in storytelling, differential 
diagnosis, and patient-doctor interaction. The ChatGPT-generated VPs also included AI-generated patient images; 
however, we could not generate realistic clinical images.

Conclusions  While we do not consider ChatGPT in its current version capable of generating a realistic blueprint for 
a VP collection, we believe that the process of prompting, combined with iterative discussions and refinements after 
each step, is promising and warrants further exploration. Similarly, although ChatGPT-generated VPs can serve as 
a good starting point, the variety of VP scenarios in a large collection may be limited without interactions between 
authors and reviewers to further refine it.
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Background
Virtual patients (VPs) are interactive computer simula-
tions that provide a safe environment for medical stu-
dents to train their clinical reasoning (CR) abilities, such 
as gathering and interpreting information, generating 
differential diagnoses, and developing treatment plans 
[1–3]. The CR process is influenced by contextual fac-
tors related to the healthcare professional or student, 
the patient, and the setting of the encounter [4, 5]. Con-
sequently, when designing VPs a deliberate selection of 
contextual factors, such as key symptoms, diagnoses, or 
age and gender of VP is crucial to allow learners to train 
CR by comparing and contrasting common conditions 
and experiencing many VPs with varying levels of com-
plexity [6].

Despite the high costs required for the development 
[7], healthcare educators and collaborative initiatives 
have been engaged in developing VP collections for more 
than 30 years to facilitate the training of CR for stu-
dents. Examples include the European “Electronic virtual 
patient project” (eViP), which shared a pool of 300 VPs 
[8], the MedU initiative which created VP collections in 
pediatrics and internal medicine [9], or the New England 
Journal of Medicine project Healer [10].

Similarly, based on the experiences of such previous 
projects, the aim of the Erasmus + funded iCoViP (inter-
national collection of virtual patients) project was to 

create a collection of 200 open-access VPs representing 
a realistic proportion of the European patient popula-
tion in terms of sociodemographics, disease incidence, 
and reasons for consultation (= key symptoms) [11, 12]. 
The creation of a blueprint outlining the VP collection 
was completed within three months and required several 
rounds of consensus within the project consortium and 
careful refinement based on statistical population data to 
ensure its diversity and representativeness [13, 14].

The international project consortium started the VP 
creation process with a training workshop for the clinical 
educators, who created the VPs in the CASUS learning 
system. To facilitate CR, the VPs include quiz questions 
to help interpret findings, modeled patient-physician dia-
logs, that require students to identify and prioritize infor-
mation provided by the VP, an interactive concept map 
to visualize the CR process [15], and the formulation of a 
summary statement [16] (see Fig. 1). The VPs also include 
an image of the fictitious patient from a stock photog-
raphy collection and all relevant clinical images, such 
as X-rays and ECGs acquired with permission from the 
authors’ clinical setting. Such images are essential for the 
training of CR because they allow learners to interpret 
them and refine their differential diagnoses accordingly. 
Similarly, patient images provide clinically relevant infor-
mation, such as signs of being overweight or jaundiced, 

Fig. 1  Screenshot of an iCoViP VP with the CR concept map
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provide contextual information, and lead to high learner 
satisfaction and perceived authenticity [17, 18].

Each created VP underwent a language and gram-
mar check, followed by a thorough formal, didactic, and 
content review using review checklists and guidelines 
developed based on the aforementioned projects and 
frameworks [19, 20]. After the changes had been imple-
mented, the VPs were copied and translated from English 
into six languages using DeepL [21]. In total, the project 
involved one public health expert, more than 20 clini-
cians, two medical education experts, and two project 
managers, and it took two years to complete the project.

Since the implementation of iCoViP (2021–2023), stud-
ies have shown that large language models (LLMs), such 
as ChatGPT, can be used to create VPs or case vignettes 
[22–25] or at least assist educators in the creation pro-
cess [26]. Also, Moser et al. recently published 12 tips 
on how generative AI can create and optimize VPs [27]. 
However, ethical issues, such as biases, stereotyping, and 
false associations among patient characteristics need to 
be considered [23, 28–30]. For example, a study by Zack 
et al. found that GPT-4 exhibited deficiencies in accu-
rately modelling demographic diversity and generated 
clinical vignettes with stereotypical presentations. Con-
sequently, they emphasized the necessity for bias assess-
ments of LLMs [31].

Using ChatGPT, Cook developed a conversational VP 
supporting management reasoning. While the overall 
results were promising, they encountered challenges, 
such as patients using atypical language that seemed 
overly detailed or polite [22].

Wong et al. described an approach in which faculty 
members created and reviewed nine cases for CR based 
on contextual information such as age, learning objec-
tives, and discussion questions for three chief com-
plaints. They found that the cases showed a high degree 
of simplification and uniformity across the chief com-
plaints using standard formulations. Moreover, they sug-
gested developing a framework that educators can apply 
for efficient and high-quality prompting [32]. Bakkum 
et al. created 30 case vignettes including patient images 
with LLMs which accelerated the vignette development 
and enhanced diversity. They concluded that their eight 
prompts are easily re-usable; however, the process itself 
requires computer skills not all educators may possess 
[33].

Thus, studies have demonstrated the potential of gen-
erative AI tools to generate one or more VPs. However, 
to our knowledge no studies have investigated the poten-
tial of generative AI to support the entire process of plan-
ning, creating, and reviewing a high-quality, diverse, and 
representative VP collection.

Therefore, the aim of this study was to investigate the 
potential of generative AI tools to facilitate each step of 

such an endeavor. The iCoViP project with the well-estab-
lished process of planning, creating, and reviewing a VP 
collection and its publicly available guidelines and check-
lists served as a conceptual framework for this study.

Our research questions for this aim are:

1.	 Can ChatGPT develop a blueprint for a collection 
of VPs that represent the European (patient) 
population?

2.	 Can ChatGPT generate these VPs including the CR 
activities based on criteria established in the iCoViP 
project?

3.	 Can AI tools generate realistic patient and clinical 
images, that are aligned with the VP scenarios?

4.	 Which steps in the process of planning and 
developing a VP collection can be supported using 
generative AI and still be comparable in quality to 
VPs created by humans?

Methods
We deliberately chose ChatGPT (OpenAI, San Francisco, 
CA, United States) for answering the first two research 
questions as it is the most widely used generative AI tool 
in medical education [34, 35], which increases the like-
lihood that our results will be applicable to the medical 
education community.

Blueprint generation
Based on the metadata scheme of the iCoViP blueprint 
[13], we developed a series of prompts to generate a 
blueprint representing the European patient population. 
The blueprint includes sociodemographic data of a VP 
(age, name, gender, sexual orientation, migration back-
ground, disability), clinical data (diagnosis, key symptom, 
and acuity), and contextual data such as the encounter 
setting.

For developing the prompts, we adhered to best prac-
tice guides on prompt engineering and recommended 
prompt patterns [36, 37] and structured the task into sev-
eral steps with two manual preparatory steps. First, for 
the creation of the initial list of diagnoses, we had to sup-
port ChatGPT in obtaining the incidences for diseases 
by providing the MeSH categories. Secondly, to align the 
diagnoses with key symptoms, we provided ChatGPT 
with a list of 40 key symptoms created by the iCoViP con-
sortium [11]. We refined the prompts in an iterative pro-
cess based on the quality criteria provided in Appendix 
1. Apart from these two manual steps, no further manual 
interventions or corrections of the outputs were made.

Blueprint evaluation
Following the approach developed during the iCoViP 
project [14], we assessed the final blueprint concerning 
the representativeness of diagnoses, key symptoms, and 
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sociodemographic data of the population, in Europe and 
internal logic. To assess the representativeness of the 
final diagnoses in the ChatGPT blueprint we compared 
them to the most common reasons for encounter pub-
lished by Finley et al. [38]. Concerning the key symp-
toms, we assessed how well ChatGPT included the 40 
key symptoms it was given during the prompting. Finally, 
we compared the sociodemographic data (e.g. patient 
age, gender, or disability), with statistical sources (where 
available) covering the different aspects.

Two physicians (LM, VD) assessed the blueprint for 
inconsistencies in internal logic and documented their 
findings. Such inconsistencies were for example rare 
combinations of age or gender and diagnosis or unusual 
combinations of age and occupation. Two researchers 
(AM, JF) summarized these findings and clustered them 
into categories.

VP creation
From the blueprint we deliberately selected five VPs out-
lines representing a range of diagnoses, key symptoms, 
and VP sociodemographics (see Appendix 3 for details). 
Then, we developed a workflow to ensure the quality 
of the process for creating these five VPs manually and 
with ChatGPT (see Fig. 2). VPs were created manually in 

English in the CASUS VP system by five clinicians (NB, 
ND, NP, II, VD) during January-March 2025. They have 
experience in medical education and received a training 
session by healthcare educators (JF, IH). During the cre-
ation process we organized two online meetings to dis-
cuss the authors’ progress and answer any questions. The 
completed VPs included all text elements, quiz questions, 
suitable patient and clinical images, and a CR concept 
map. We retrieved anonymized clinical images from hos-
pitals or open access image databases.

The ChatGPT-supported creation of a VP included 
three steps: (1) the generation of the VP story and ques-
tions, (2) the creation or selection of the patient and 
clinical images, and (3) the development of the CR con-
cept map. First, we developed a prompt for the genera-
tion of a VP story that received the VP specification from 
the blueprint as input. We tested the prompt with a ran-
domly selected VP from the blueprint refining it until 
our criteria were met. Then, we prompted ChatGPT to 
generate each selected VP as an HTML file. The file was 
downloaded and imported into CASUS using an adapted 
pre-existing interface for file import.

For creating the patient and clinical images we selected 
and tested 11 freely available generative AI tools (see 
Appendix 4 for details) prompting them to create a 

Fig. 2  Workflow for the creation and multi-step review process of the human- and ChatGPT-generated VPs
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normal chest x-ray and a picture of a male patient. Based 
on these results, we selected Adobe Firefly for the cre-
ation of the patient images. Thus, we prompted Adobe 
Firefly to generate patient images for the five VPs dur-
ing February 2025. Three tools (DALL-E, Craivon, and 
Adobe Firefly) provided promising results for the chest 
x-ray, so we further tested them with a range of clini-
cal images including pathological findings. However, 
after evaluating the results, the clinicians on our team 
regarded them as insufficient for educational VPs. There-
fore, we retrieved anonymized clinical images from hos-
pitals or open access image databases.

Finally, we developed a prompt for the generation 
of the CR concept map that is included in each VP. We 
used the original prompt developed by Szydlak et al. [39] 
and refined it to be run based on an uploaded VP sce-
nario and to provide an output that we could import into 
CASUS. After the didactical review had been completed, 
we exported the five VPs from CASUS, uploaded them 
to ChatGPT and executed the prompts. The generated 
maps were imported into CASUS via a programmed map 
importer and were checked and refined in case some map 
elements were not imported automatically.

All prompts for the three phases, applied prompt pat-
terns, and quality criteria are included in Appendix 1. All 
prompts were executed between January and March 2025 
using ChatGPT-4o.

VP Review
All ten VPs underwent (1) a language & grammar check 
using DeepL (DeepL SE, Cologne, Germany) [21] fol-
lowed by a (2) formal and (3) didactical review by a medi-
cal educator (IH) using the templates and checklists from 
the iCoViP project [11]. It was not possible to blind this 
process as the reviewer also had to implement the neces-
sary changes into the VPs generated by ChatGPT. When 
information was missing in the ChatGPT-generated VPs, 
this information was obtained by specific additional 
prompts (e.g. to provide spirometry results for a child 
with asthma).

For the subsequent content review (4), five clinicians 
(AF, IP, MS, NB, TS) each reviewed two VPs (one human-
created and one ChatGPT-generated) based on the con-
tent review checklist from the iCoViP project [11]. They 
did not have any knowledge about the generation mode 
of the VPs they evaluated. After having completed their 
review in CASUS, they answered a 6-item questionnaire 
(see Appendix 2) about their overall impression of the VP, 
how much time they spent on the review, and whether 
they thought the VP was generated by a human or Chat-
GPT. Figure 2 summarizes this process.

To evaluate differences and similarities in the quality of 
human- and ChatGPT-generated VPs and concept maps 

we qualitatively analyzed and compared the VPs and the 
review documents.

VP evaluation by students
Based on previously implemented questionnaires [40, 41] 
to evaluate the quality of VPs for CR training by students 
we developed a 15-item questionnaire in LimeSurvey 
[42]. It included general demographic questions, ques-
tions about their overall impression of the VP concerning 
quality and difficulty, and whether they thought they VP 
was generated by a human or ChatGPT (see Appendix 2).

During May and June 2025, we distributed 84 access 
codes to medical students at Jagiellonian University, 
Poland, Bukovinian State Medical University, Ukraine, 
and University of Porto, Portugal. Each access code was 
randomly assigned to two different VPs (one ChatGPT-
generated, and one human created) in CASUS and stu-
dents consented to participate in the study upon logging 
into CASUS. After each completed VP session, students 
were asked to fill-out the questionnaire.

The study was approved by the ethics board of the 
Medical University Brandenburg Theodor Fontane 
(Waiver no 266012025-ANF).

Results
Blueprint
The blueprint covers 53 diagnoses, with the most com-
mon diagnoses being low back pain (n = 23), obesity (n = 
16), and osteoarthritis (n = 14) (Table 1). Despite a high 
estimated initial incidence provided by ChatGPT, other 
common diagnoses, such as bronchitis, sinusitis, and 
osteoporosis-related fractures are not included. Simi-
larly, diagnoses such as upper respiratory tract infections 
and hypertension are under-represented in the blueprint 
compared with the most common primary care encoun-
ters [38]. Notably, some diagnoses are less diseases and 
more signs and symptoms, such as low back pain (n = 23) 
or neck pain (n = 9) or a disease category, such as chronic 
liver disease (n = 4).

ChatGPT introduced 13 new key symptoms, such as 
stiffness, itching, or sneezing, despite being prompted 
with a list. Thus, 40 VP outlines are based on these newly 
introduced key symptoms. In addition, 13 key symptoms 
from this list, such as chest pain, constipation, or syn-
cope are not covered by the blueprint (see Appendix 3 for 
details).

Although the blueprint is representative of gender and 
sexual orientation distribution, it includes only two chil-
dren (1%) and too many adults between the ages of 15 
and 64. Furthermore, VPs with a migration background 
from non-neighboring countries are slightly overrepre-
sented (13.0% vs. 6–9%), while VPs with disabilities are 
slightly underrepresented (19% vs. 26.8%) (see Table 2 for 
details).
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Most of the VP encounters (47%, n = 94) take place in 
an urgent care facility/emergency department, less fre-
quent in a primary care facility (27%, n = 54) or a spe-
cialist clinic (21.5%, n = 43). Additionally, the blueprint 
includes home visits (3.5%, n = 7) and telemedicine 
consultations (1%, n = 2). In terms of acuity of the com-
plaints, 47% of VPs are classified as acute (n = 94), 45.5% 
as chronic (n = 91), and 7.5% as subacute (n = 15).

In terms of internal logic, we found two main aspects 
that make the blueprint less representative of the Euro-
pean population. First, it contains a high number (n = 82) 
of unusual combinations of final diagnosis, key symptom, 
and sociodemographic data. For example, diagnoses are 
combined with atypical key symptoms, such as mucosal 
ulceration in psoriasis (n = 4) without providing sufficient 
typical cases (n = 1) or the diagnosis is rare for the given 
age (e.g. acute myeloid leukemia in a 19-year-old VP 
(n = 2), or the onset is rare, such as stroke and a chronic 
onset. The blueprint also includes some impossible com-
binations of diagnosis and weight, such as obesity in VPs 
with a normal weight (n = 11 out of 16). Additionally, the 
combination of occupation and age is unusual, e.g. of 
the six university/college students, four are 30 years or 
older, and of the 49 retired VPs, eight are younger than 

60 years. Of the 26 VPs with a non-European migration 
background, only five are of a “non-European” ethnicity.

Second, we noticed repetitive patterns and a lack of 
variety. For example, the blueprint provides only 21 dif-
ferent occupations, including being retired, a student, 
or unemployed, and the variety of the fictitious names is 
also limited. Diagnoses are repeatedly combined with the 
same key symptom, such as obesity with sleep disorders 
(n = 11 out of 16) or acute myocardial infarction with dys-
pnea (n = 3 out of 3). The full list of atypical presentations 
is included in the blueprint in Appendix 3.

VPs
All ten VPs are available in CASUS as a demo course at 
https://icovip.casus.net. They are similarly structured 
and of comparable length and underwent formal, didac-
tical, and content review with adaptations implemented 
after each review round.

During the formal review, DeepL suggested more adap-
tations for the VPs created by human authors (non-native 
speakers) and found more misspellings but also suggested 
a few improvements for the ChatGPT-generated VPs.

During the didactical review we found that the human-
created VPs more often did not match the specifications 
from the blueprint, the dialogs between physician and 
patient were not continued till the end of the scenario, 
and the CR concept map was not well aligned with the 
case progression. For the ChatGPT-generated VPs some 
clinical data were missing, the scenario offered options 
for the diagnostic and therapeutic process, and in general 
the scope of the scenario was often too narrowly focused 
on the final diagnosis. In general, the manually created 
VPs showed a greater variety.

Neither the human- nor the ChatGPT-generated VPs 
contained any medically inaccurate information. How-
ever, the content reviewers suggested changes to the 
diagnostic or management plan for both versions, recom-
mending either additional or fewer tests or treatments 
(Table 3).

Our findings of the didactical and content review were 
consistent across the five VPs, and the review of the fifth 
VP did not provide any additional results. Therefore, we 
agreed on having reached theoretical saturation for this 
step.

Image creation
For the five generated patient images several rounds 
of prompting were required, as some images included 
obvious inconsistencies such as six fingers or a blend of 
patient and physician. With the current version of Adobe 
Firefly, we found an increased likelihood of inconsisten-
cies the more persons were depicted. Therefore, most 
images are relatively simple, showing only a patient.

Table 1  Frequencies of diagnoses estimated by ChatGPT
Diagnosis Incidence 

during 
prompting

Frequency 
in blueprint

Finley 
et al. 
- rank 
[38]

Low Back Pain 5.0% 11.5% 
(n = 23)

9

Obesity (BMI ≥ 30) 1.5% 8.0% (n = 16) -
Osteoarthritis 3.5% 7.0% (n = 14) 4
Neck Pain 2.0% 4.5% (n = 9) -
Anxiety Disorders 1.0% 4.0% (n = 8) 6
Type 2 Diabetes Mellitus 0.5% 3.5% (n = 7) 5
Chronic Obstructive Pulmonary 
Disease (COPD)

0.13% 3.5% (n = 7) -

Depression 1.0% 3.5% (n = 7) 6
Peptic Ulcer Disease 0.15% 3.0% (n = 6) -
Gout 0.5% 3.0% (n = 6) -
Heart Failure 0.12% 3.0% (n = 6) -
Hypertension 1.0% 3.0% (n = 6) 2
Psoriasis < 0.1% 2.5% (n = 5) -
Stroke 0.18% 2.0% (n = 4) -
Acute Myeloid Leukemia (AML) < 0.1% 2.0% (n = 4) -
Chronic Kidney Disease 0.15% 2.0% (n = 4) -
Community-Acquired 
Pneumonia

1.5% 2.0% (n = 4) 7

Chronic Liver Disease < 0.1% 2.0% (n = 4) -
Parkinson’s Disease < 0.1% 2.0% (n = 4) -
Rheumatoid Arthritis 0.35% 2.0% (n = 4) -
The 20 most frequent diagnoses estimated by ChatGPT during step 2 of 
prompting and in the final blueprint in comparison to the rank of the diagnosis 
according to Finely et al. [38]

https://icovip.casus.net
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Evaluation
The evaluation of the content reviewer of the VPs con-
cerning quality, timeliness, and accuracy was comparable 
for the human- and ChatGPT-generated VPs. The time 
they spent for the review was on average four hours for 

both versions and depended more on thoroughness and 
expertise as a reviewer than the type of VP they reviewed.

Five content reviewers responded that they do not 
know whether they had reviewed a human- or a Chat-
GPT-generated VP, three reviewers guessed correctly, 

Table 2  Overview of sociodemographic distribution of VPs
Criterion Values % and n References
Age 0–14 years 1.0% (n = 2) 14.7% [43]

15–64 years 81.5% (n = 163) 63.8% [43]
≥ 65 years 17.5% (n = 35) 21.5% [43]

Gender4 Female 49.5% (n = 99) 51.7% [44]3
Male 49.0% (n = 98) 48.3% [44]3
Transgender (male & female) 1.5% (n = 3) 3.7% (survey 

data) [45]
Sexual orientation4 Heterosexual 91.5% (n = 183) N/A

Homosexual 4.5% (n = 9) Approx. 9% 
LGBT+ [46]Bisexual 2.5% (n = 5)

Not stated (children, other) 1.5% (n = 3) N/A
Ethnicity4 European 86.0% (n = 172) N/A

African 3.0% (n = 6)
Asian 2.0% (n = 4)
Middle Eastern 7.5% (n = 15)
Other 1.5% (n = 3)

Occupation Most frequent occupations retail worker (n = 11), factory worker (n = 
10), driver (n = 10), self-employed (n = 10), 
construction worker (n = 9), farmer (n = 9), 
teacher (n = 9)

sales workers, 
office associ-
ate profession-
als, teaching 
professionals, 
office profes-
sionals, per-
sonal service 
workers [47]

Unemployed1 4.3% (n = 6) 5.9% [48]
Retired 24.5% (n = 49) 23.5% (2017) 

[49]
Student (University/College) 3.0% (n = 6) Approx. 2.5% 

[50]
Disability2,4 Physical 11.5% (n = 23) 26.8% [51]

Mental 6.0% (n = 12)
Sensory 1.5% (n = 3)

Migration background4 East Asian 2.5% (n = 5) Approx. 6% 
non-EU citi-
zens, 9% born 
outside the EU 
[52]

South Asian 3.5% (n = 7)
Latin American 2.0% (n = 4)
North African 4.5% (n = 9)
West African 0.5% (n = 1)
Neighboring country 9.0% (n = 18)

Body Mass Index (BMI) [53] Underweight 0 3% [54]
Normal weight 56.0% (n = 112) 45% [54]
Overweight 26.5% (n = 53) 36% [54]
Obese 16.5% (n = 33) 17% [54]

Overview of sociodemographic distribution of VPs in the blueprint and comparison to EU data where available

N/A Not applicable
1Referring to age group 15-74 years (n=134)
2Referring to age group ≥16 years (n=198)
3does not include non-binary gender
4categorizations suggested by ChatGPT
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and two were wrong. When looking at the comments 
the reviewers provided for their assessment similar argu-
ments for a VP being either human or ChatGPT gener-
ated. “It is a well-written case, which suggests that it may 
have been a human”, when indeed it was a ChatGPT-gen-
erated VP or “Story inconsistency [and] missing infor-
mation” led to the false assumption of having reviewed 
a ChatGPT-generated VP. The content reviewers’ assess-
ment concerning quality (3.4 for both versions), timeli-
ness (4.2 ChatGPT vs. 4.4 human), and accuracy (3.4 
ChatGPT vs. 3.8 human) was comparable for ChatGPT- 
and human-generated VPs.

In total, 31 students from Jagiellonian University (2nd 
year), University of Porto (3rd year), and Bukovinian 
State Medical University (5th and 6th year) participated 
in the evaluation. 23 students completed two VP sessions, 
and eight students completed one. Thus, we recorded a 
total of 54 VP sessions (26 ChatGPT-generated and 28 
human-created). There were no significant differences 
in time spent on ChatGPT- and the human-generated 
VPs, which averaged 31  min (range: 2–114). Diagnostic 
accuracy and richness of the concept maps created by the 
participants for the ChatGPT- and human-generated VPs 
were comparable.

We received a total of 44 survey responses regarding 22 
ChatGPT- and 22 human-generated VPs. 20 responses 
were from female, 22 from male, and two were from a 
non-binary participant.

Of the responses eleven (25.0%) indicated that they 
did not know whether the VP was created by ChatGPT 
or a human, 19 responses (43.2%) were correct, and 14 
(31.8%) were incorrect, mainly suggesting that a Chat-
GPT-generated VP was created by a human (n = 10) (see 
Table  4). There were differences between the VPs, with 
two VPs being mostly rated as human-created for both 
versions.

Students assessed the ChatGPT-generated VPs, or 
those they thought were created by ChatGPT often as 
“straight forward” and “typical” scenarios that are easy 
to follow and do not include irrelevant information or 

Table 3  Overview of the findings from the formal and didactical review
Aspect Review 

type
Human-created ChatGPT-generated

Alignment with 
blueprint

DiR Mismatches (n = 2)

Structure DiR Well structured Well structured
Storytelling & 
Patient

DiR Storytelling and use of dialog form not contin-
ued until the end

Consistent use of dialog form
Open variations of scenarios, e.g. stating “If the patient also had any 
abdominal ultrasound, you might see …” or “medication, such as…”

CoR More patient involvement
Unnatural patient language

Minor inconsistency of patient image and weight
Unnatural patient language

Questions DiR “Giving away” the final diagnosis
Feedback missing

“Giving away” the final diagnosis
Focused on background knowledge not supporting CR

Clinical data DiR Narrow lab values
Missing data

CoR Additional history questions, physical exam 
findings, tests, details of treatment, additional/
changed lab values

Additional history questions, physical exam findings, tests, details 
of treatment, additional/changed lab values

Unnecessary examinations (over-diagnostics)
Minor inconsistency in timing of treatment and diagnostics

Concept Map DiR Additional differentials
Connections missing
Not aligned with case progression

Additional Tests
Differentials too narrow
MeSH identifiers incorrect

CoR Additional connections Additional differentials
Minor inconsistencies
Better alignment with case progression

Additional findings
Additional treatments
Less connections
Minor timing inconsistencies

Summary 
Statement

DiR Minor inconsistencies

References DiR Links missing
CoR Additional/other references suggested Additional/other references suggested

Findings from the formal and didactical review (DiR) by a medical educator and the content review (CoR) by clinicians

Table 4  Overview of how students assessed the creation mode 
of the VP they worked on
Assessed by students as VP version

Human-created ChatGPT-generated
Human-created VP 11 10
ChatGPT-generated VP 4 8
Do not know 7 4
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details. For example, a student wrote “The language used 
was straight forward and it explained everything in an 
easy-to-understand way. The case presented typical a 
presentation of disease and was easy to follow”.

On the other hand, students associated human-created 
VPs or VPs supposedly created by humans with being 
realistic, providing details and emotional responses. For 
example, one student wrote that the VP “had some spe-
cific, field-related information, which was not obvious, 
and it stands out to me”. Another student, who believed 
a ChatGPT-generated VP was human-created, justified 
this by saying, “because it was realistic with emotions and 
real-life scenarios”.

Regarding the level of difficulty, eleven responses indi-
cated that the VP was too easy (n = 3 for human-created 
and n = 8 for ChatGPT-generated VPs). However, it 
appears that particularly one of the ChatGPT-generated 
VPs was rated as being too easy.

Ratings of the human-created VPs were slightly better 
in terms of helpfulness of questions and feedback, feeling 
better prepared for patient care, and considering the VP a 
worthwhile learning experience (see Fig. 3).

Discussion
Former research has shown a promising potential of 
generative AI, often ChatGPT, in creating educational 
content, such as multiple-choice questions [55, 56] 
assessment items [57], feedback to learners [58], and VPs 
and case vignettes [32, 33]. In our study we investigated 
the potential of ChatGPT for the entire process of plan-
ning and creating a VP collection for CR training.

Blueprint generation
Overall, the generated blueprint did not meet our expec-
tations in terms of quality or representativeness. A main 
issue arose in the first step of the prompt, when ChatGPT 

could not provide a reasonable list of common diseases, 
which led to inconsistencies in the subsequent steps. 
These findings are consistent with previous studies show-
ing that ChatGPT and generative AI in general has limi-
tations in differentiating between reliable and unreliable 
sources, recalling details, understanding conceptual 
relationships, and adhering to standardized guidelines 
[31, 59]. Another issue is the repetitive patterns and rela-
tively high number of unusual VP outlines. To evaluate 
ChatGPT’s capabilities, we deliberately did not manually 
adapt the prompt outputs and did not discuss necessary 
adaptations. However, such discussions about the blue-
print fostered a deeper understanding and awareness 
of the importance of a diverse VP collection among the 
research team in the iCoViP project. These discussions 
also led to fruitful conversations about differences among 
partner countries and enabled us to deliberately amend 
the blueprint for educational purposes. Furthermore, 
when discussing the blueprint, the VP authors developed 
some initial ideas for creating “their” VPs. This sense of 
ownership and responsibility for a VP did not emerge 
with the ChatGPT-generated VPs - a phenomenon that 
has also been described for essay writing in a recent study 
by Kosmyna et al. [60]. In summary, while we do not con-
sider the blueprint created by ChatGPT to be usable in 
its current form, we believe that the process of prompting 
combined with discussions and refinements after each 
step could improve quality and representativeness. Such 
an approach combines ChatGPT’s efficiency in quickly 
providing a basis for discussions with the involvement of 
educators and clinicians in the creation process. Given 
the rapid advancements in LLMs, the outputs could sig-
nificantly improve within the next few months or years, 
providing a more reliable foundation for discussions.

Fig. 3  Students responses (n = 44) concerning helpfulness, preparedness, and learning experience of the VPs. 1 = strongly disagree, 5 = strongly agree
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Creation of VPs
In contrast to a study by Wong et al., in which Chat-
GPT-generated cases included inaccurate information 
and hallucinations, neither the human-created nor the 
ChatGPT-generated VP scenarios and concept maps in 
our study contained any medically wrong information 
[32]. Furthermore, our analysis revealed that the results 
from the didactical and content reviews were similar and 
content reviewers and students could not reliably discern 
significant differences when presented with one human-
created and one ChatGPT-generated VP. These results 
are consistent with previous studies showing that LLMs 
can generate high-quality VPs or case vignettes [26, 33]. 
Unlike Takahasi et al., the ChatGPT-generated VPs in our 
study provided consistent and realistic patient-physician 
dialogs [25] as suggested by Moser et al. in their tip 4 
[27].

These improvements in the VP quality compared to 
previous studies are most likely due to technical advances 
and differences in the prompt design.

However, considering all VPs, the five human-created 
VPs demonstrated a greater variety in storytelling, dif-
ferential diagnosis, and patient and doctor interaction. 
Since five authors from three different countries created 
the VPs, there was naturally greater variety in how they 
wrote such scenarios than with ChatGPT. Therefore, 
when creating a large pool of ChatGPT-generated VPs, 
the collection may lack the variety of styles and story-
telling that each human author brings to the creation 
process.

Student evaluations confirm this, showing a tendency 
to rate the ChatGPT-generated VPs lower than the 
human-created VPs concerning aspects in terms of help-
fulness of questions and feedback, preparation for patient 
care, and overall rating. Additionally, students associated 
the VPs presumably generated by ChatGPT with typi-
cal presentations and an inability to generate complex 
scenarios.

We were able to generate realistic, albeit simple, patient 
images using Adobe Firefly, as was done by Bakkum 
et al. [33] and suggested by Moser et al. [27]. However, 
we were unable to generate medically accurate clinical 
images with the currently available AI tools, confirming 
previous findings by Moser et al. [27] and Benítez et al. 
[61]. Given the rapid development of AI tools, we antici-
pate that this will improve further and become feasible in 
the near future. Both the iCoViP project and this study 
involved significant efforts to retrieve real-world clini-
cal images, including legal discussions with healthcare 
institutions and obtaining patient consent. AI-supported 
generation could reduce this effort but would still require 
careful review by subject matter experts to assess the 
accuracy and appropriateness of the generated images.

Comparison of human-created and ChatGPT-generated 
VPs
After designing and piloting the prompts for the VP gen-
eration, the creation process initiated by executing the 
prompts was mostly automated. The resulting VPs and 
the concept maps could be imported into the VP system 
CASUS for further editing. Depending to some extent on 
their experience, VP creation by human authors is time-
consuming and resource intensive [62]. Clinicians need 
at least a few hours to create one VP, often spreading the 
work over a few weeks to fit into their busy schedules. In 
addition to the limited availability of clinical educators, 
they often feel more comfortable when basing a VP on 
patients they have encountered in their practice. This can 
make it difficult to recruit experienced authors for cer-
tain topics and increases the likelihood of an imbalanced 
VP collection. ChatGPT generates VPs independently of 
such preferences or experience. Therefore, we conclude 
that the initial VP creation process can be supported 
using ChatGPT.

However, all VPs (human- or ChatGPT-generated) 
need to be reviewed and refined regarding formal, 
didactical, and content-related aspects. For these steps 
the ChatGPT-generated VPs did not save time. Review 
processes benefit from interactions between review-
ers and authors, as new ideas arise that enrich the case 
scenario.

Thus, even when the initial VPs are generated by 
ChatGPT we suggest assigning dedicated authors to the 
VPs for refinement rounds based on the review results. 
Assigning different authors increases the variety lacking 
in the initial VP versions and enables fruitful collabora-
tion and exchange between reviewers and authors.

One aspect to keep in mind is the possibility of de-
skilling [63] and automation bias among VP authors and 
reviewers. To review and refine ChatGPT-generated VPs, 
they still need training and experience in creating and 
reviewing VPs, which could be lost by relying on Chat-
GPT [64].

Limitations
Despite careful planning, our study has some limitations. 
First, due to constraints in our team composition we 
could not blind the formal and didactical review, so we 
cannot exclude that the comments and feedback of these 
review steps might have been biased. However, the didac-
tical reviewer assessed the VPs based on a previously 
standardized guideline and a checklist of quality criteria.

Second, unlike in some previous studies [31], we 
deliberately did not run several rounds of the same 
prompts to choose the best output from. Instead, we 
piloted and iteratively refined the prompts based on 
quality criteria and then prompted ChatGPT once. 
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Although this might have improved the output, it would 
have been time-consuming to compare the outputs 
and would be an unrealistic endeavor for educators to 
do. Third, in some instances we were missing accurate 
references for some EU data items, which made it dif-
ficult to reliably judge representativeness. Additionally, 
some categories assigned by ChatGPT were unrealistic 
for comparison with EU references, e.g., ethnicity or 
disability.

Future research should investigate whether ChatGPT 
can support the didactical and content review and regu-
lar update process in addition to planning and creating 
VPs. Furthermore, it would be interesting to investigate 
how to avoid de-skilling and automation bias among 
authors and reviewers when AI tools are routinely used 
to create educational material, such as VPs. Finally, 
future studies could explore the potential of applying 
custom AI tools for specific steps in the VP creation 
process, such as generating clinical images, in order to 
improve the results.

Conclusions
The results of our study confirm the potential of genera-
tive AI in creating educational content on the specific 
example of a VP collection for CR training. In addition, 
the study provides relevant details on how to organize 
such a multi-step process and emphasizes the impor-
tance of combining ChatGPT’s ability to quickly gener-
ate blueprints and VPs with humans’ strengths, such as 
carefully assessing and refining ChatGPT’s outputs and 
providing cultural and contextual variety relevant for CR 
training.

Each step of the blueprinting and VP creation process 
including the CR concept map can be initiated by Chat-
GPT using and adapting our published prompts, but 
all subsequent steps of refining the outputs require the 
inputs of human experts. We recommend holding struc-
tured discussion rounds with stakeholders for each step 
and making adaptations accordingly before starting the 
next step. This way ChatGPT can support the process, 
while ensuring that the necessary and fruitful discussions 
take place to guarantee high-quality outputs. Although 
human factors make the VP creation process time-con-
suming, the variety of VP scenarios may be negatively 
affected without interactions between authors, didac-
tic reviewers, and content reviewers, and biases may be 
more likely to go undetected.
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