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 A B S T R A C T

We conducted a within-subjects study to examine how realistic faces and cartoon faces on avatars affect 
communication, task satisfaction, sense of presence, and mood perception in mixed reality meetings. Over the 
course of two weeks, six groups of co-workers (14 people) held recurring meetings using Microsoft HoloLens2 
devices, each person embodying a personal full-body avatar with either a realistic face or cartoon face. Half of 
the groups started with the realistic face avatar and switched to the cartoon face version halfway through (RC 
condition), and the other half with the cartoon-face avatar first (CR condition). Results showed that participants 
in the RC condition may have had higher expectations and more errors in perceiving their colleagues’ moods. 
Participants in the CR condition reported that the avatars’ appearance mattered less over time and experienced 
increased comfort and improved identification of their colleagues. Participants rated words, tone of voice, and 
movement as the most useful cues for perceiving colleagues’ moods, regardless of avatar rendering style. In the 
RC condition, participants rated gaze as more useful than facial expressions, while in the CR condition, both 
gaze and facial expressions were rated as the least useful. Results also suggested that participants had more 
errors when perceiving negative moods in their colleagues, with this trend appearing for most moods, but 
depending on conditions. Implications of these findings for mixed and virtual reality meetings are discussed. 
This work contributes to the field of remote collaboration by providing insights from longitudinal data on the 
impact of avatar appearance on various aspects of work meetings in virtual environments.
 

 

 
 

 

1. Introduction

As remote meetings have facilitated a significant increase in global 
collaboration, there has been a growing demand for 3𝐷 immersive 
systems that address the limitations of traditional 2𝐷 formats. The aim 
of these 3𝐷 systems is to connect remote users as if they were in the 
same location. This allows people to work more effectively on shared 
tasks because the value of mixed and virtual reality (MR/VR) meetings 
is the preservation of spatial relationships (Otto et al., 2006) and social 
behaviours such as proximity or gaze (Bailenson et al., 2001).

When people use this technology for remote collaborations, they 
embody an avatar. These avatars represent people’s identities, posi-
tions, interests, and activities (Benford et al., 1995). Avatars can have 
different representations, ranging from floating spheres with hands 
to full or partial humanoid bodies with different appearance render-
ing styles (e.g., cartoon, realistic). Thanks to advances in technology, 
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avatars can be highly customised to resemble a person and follow a
particular style. There are positive and negative aspects to different 
avatar rendering styles. For example, the use of realistic avatars may
make people feel uncomfortable and lower their feelings of affin-
ity (Shin et al., 2019). This is often due to the discrepancy between high 
expectations of nonverbal behaviour (such as body movement, facial 
expressions) and the avatar’s actual behaviour. Cartoon rendering style,
whether generic or customised, may lead to anxious feelings about
the appropriateness of non-realistic representations in a professional 
context (Bailenson and Beall, 2006). Most of the research on avatars 
focuses on presence, workload, or trust (Waltemate et al., 2018; Lugrin
et al., 2015; Latoschik et al., 2017; Yoon et al., 2019; Khojasteh and 
Won, 2021; Heidicker et al., 2017), with mixed results (see Section 2).

Furthermore, during studies, participants often look at only short 
animations or still images of avatars (MacDorman and Chattopadhyay, 
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2016; Shin et al., 2019) and/or have one-off interactions with oth-
ers (Lugrin et al., 2015; Waltemate et al., 2018; Jo et al., 2017; Yoon
et al., 2019; Zibrek et al., 2018; Heidicker et al., 2017), making the 
findings prone to novelty effects (Koch et al., 2018; Parmar, 2017).
However, real-life collaborative work in immersive environments in-
volves users who know each other and interact regularly, trying to get
real work done. The communicative functionality of avatars is essential
in these cases. Since the spatial audio common to most immersive
environments provides a highly naturalistic vocal representation, it is 
the nonverbal communicative functionality that is primarily at issue, 
such as the ability to identify each other, recognise facial expressions
and gestures (Burgoon et al., 2016), negotiate proxemics (Hall et al.,
1968), and, when presented virtually, trust that these are authentic
representations of their colleagues (Oh et al., 2018).

Finally, there is a small body of longitudinal research investigating 
how the impact of avatar appearance on participants’ behaviour, atti-
tudes, and interactions changes over time. Bailenson and Yee (2006) 
and Han et al. (2023) found that in avatar-mediated structured group 
interactions, task performance, subjective ratings, nonverbal behaviour,
entitativity, presence, enjoyment, realism, and synchrony changed over
time. Brown et al. (2024) and Latifi et al. (2024) demonstrated user–
avatar bond variation over time in the context of gaming. To our 
knowledge, there is no study investigating the effects of avatar realism 
in ecologically valid workplace conditions.

In summary, most research on avatar appearance in meeting settings
comes from one-off lab studies in virtual reality environments. We
know little about how these findings apply to MR, less about effects 
in real-world contexts, and very little about the longitudinal effects 
on avatar acceptance. To our knowledge, there is a gap in VR/MR 
literature regarding this combination of aspects.

This research addresses that gap by investigating how people feel 
about using avatars with different appearance styles in immersive 
meetings over multiple sessions. For two to three weeks, six groups of 
co-workers (14 people) from a global technology company conducted 
a series of virtual meetings using Microsoft HoloLens2 (HL2) devices. 
Each participant used a personalised avatar with either a realistic or 
cartoon face. Half the groups began with realistic avatars and the 
other half with cartoon avatars; all groups switched halfway through
the study period. Our main focus was to determine whether the ac-
ceptance ratings for both realistic and cartoon avatars would change 
over time as novelty waned. Specifically, we were interested in the 
functional communicative value, task satisfaction, presence, and the 
self-reported and perceived moods of individuals during immersive
virtual meetings. In the following sections, we report on relevant prior 
work (Section 2), introduce the research questions (Section 3) and 
detail our methodology (Section 4). We then present our data analysis 
(Section 4.6) and results (Section 5), before embarking on a discussion 
of these findings (Section 6). Finally, we offer a conclusion that outlines 
potential avenues for future work (Section 8).

2. Related work

The appearance, body representation, and resemblance of an avatar 
all play a crucial role in determining the level of trust, efficiency,
and presence experienced during virtual interactions. Prior research 
has shown that the use of avatars can enhance these aspects of social
interaction in Immersive Virtual Environments (IVEs), comparable to 
face-to-face interactions (Yoon et al., 2019; Pan and Steed, 2017). On 
the other hand, forgoing an avatar or being represented only by hands
or controllers can lead to a deterioration of communication and feelings 
of loneliness among participants (Smith and Neff, 2018). In this section, 
we delve into the related work on these factors and the importance of
temporality in the field of social interactions in IVEs.
2 
Avatar rendering style
Avatar rendering style can significantly impact the way users ex-

perience and perceive VR environments. The appearance of an avatar 
can greatly influence users’ sense of embodiment, social presence, 
and trust (Pan and Steed, 2017; Smith and Neff, 2018; Collingwoode-
Williams et al., 2021).

The most common way to represent avatars are in a realising or in a
cartoon rendering style (see Weidner et al. (2023)’s systematic review 
on avatars’ rendering in virtual environments). Realistic representations 
include avatars created via 3D modelling, 3D scanning, video-avatars 
(streaming the 2D video of a user to IVEs), or point-cloud avatars.
Realistic representations are both more difficult to create and may 
evoke the uncanny valley effect (Lugrin et al., 2015). This gives room 
to cartoon style avatars as they are more stylised and simplified.

Literature focused on different avatar rendering styles found no 
significant differences between them (Yoon et al., 2019; Garcia et al., 
2021; Fraser et al., 2024), or contradictory results (Pakanen et al., 
2022; Sakurai et al., 2021).

On one hand, research shows participants preferring realistic avatars
(Yuan et al., 2019; Pakanen et al., 2022; Arboleda et al., 2024), 
reporting higher quality of experience while using them (De Simone 
et al., 2019), or higher social presence and higher attractiveness rat-
ings (Amadou et al., 2023). Salagean et al. (2023) found that highly 
photorealistic and personalised avatars increased their embodiment, 
self-identification and had positive avatar perception effects. Latoschik 
et al. (2017) found that participants reported higher body ownership
when using realistic avatars compared to wooden-block-person ones.

On the other hand, realistic appearance have been reported as 
lacking in human spark (‘‘their eyes seemed empty’’) and lacking 
communicative flexibility (‘‘expressions were hard to read’’) (Sakurai 
et al., 2021), illustrating the issue of the uncanny valley effect. Lugrin
et al. (2015) conducted an experiment in which they compared the 
effects of using a robot avatar, a block-person avatar, and a realistic
avatar in a find-and-touch game set in a virtual forest environment.
They found that the use of realistic avatars led to a lower illusion of
virtual body ownership. McDonnell et al. (2012) compared different 
character render styles from short video clips, with the realistic render-
ing being preferred over the cartoon one. However, when large motion
artefacts were present, participants considered the cartoon rendering
more appealing and more pleasant than the realistic one. At the same 
time, Sonia et al. (2023) argue that a higher level of visual detail for
facial expressivity is essential for avoiding uncanny valley in VCs.

In addition to appearance, personality can also play a role in users’
affinity towards a virtual character (VC). Zibrek et al. (2018) found that 
the user’s affinity towards the VC was based on the VC’s appearance 
and personality, and that realism in VC’s appearance can be a posi-
tive choice in VR. Furthermore, Suma et al. (2023) discovered a link 
between facial expression intensity and the emotion recognition.

Avatar body
Several studies have examined the effects of various body structures

on VR and MR experiences, including full-body, upper-body, head and 
hands, and controller-only avatars (Yoon et al., 2019; Pan and Steed, 
2017; Smith and Neff, 2018; Herrera et al., 2018; Aseeri and Interrante, 
2021; Collingwoode-Williams et al., 2021; Pakanen et al., 2022). In 
general, participants preferred full-body avatars, which were associated 
with higher levels of social presence and co-presence (Yoon et al., 2019; 
Smith and Neff, 2018; Aseeri and Interrante, 2021), increased trust
and faster task completion (Pan and Steed, 2017), and overall higher
preference (Aseeri and Interrante, 2021).  Pan and Steed (2017), Smith
and Neff (2018) compared head-and-hands avatars to full-body cartoon
or robot style avatars. In both cases, the full-body avatar was preferred
against the simplistic head-and-hands representation, showing higher 
levels of social presence and trust. Similarly, in two surveys with 16 and 
87 participants respectively, Pakanen et al. (2022) asked participants 
to rank their first, second, and third preference for avatar appearance
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in VR and MR. Participants chose from 36 pictures of avatars with 
different representation styles. The preferred avatar for both VR and
MR was the realistic full-body avatar, with the full-body ‘hologram’ 
avatar (which had a translucent alpha effect) being the second most 
popular choice for MR.

However, this does not always hold. Herrera et al. (2018) con-
ducted a study in which only the movements of the hands and head 
were mapped from participants’ movements, with all other body parts
remaining static. Participants using head-and-hands avatars demon-
strated higher social presence, self-presentation, and interpersonal at-
traction compared to those using full-body avatars in the same cartoon 
rendering style.

Avatar–user resemblance
In many cases, researchers have recruited groups of participants 

who are unfamiliar with one another and observed their experiences 
while using pre-defined avatars (Yoon et al., 2019; Pan and Steed,
2017; Smith and Neff, 2018; Aseeri and Interrante, 2021; Freiwald
et al., 2021; Sakurai et al., 2021; Pakanen et al., 2022). However, this 
may not accurately reflect how avatars are (or will be) used in real 
life, as people often interact with acquaintances while using avatars in
virtual environments.

In Kim et al. (2023)’s work, participants played a shooter VR game 
while embodying avatars that resemble themselves or other people 
of the same gender. Their results show that avatar self-similarity in-
creases users’ embodiment and social presence, though it has low
effects on overall presence and slightly lowers immersion. Additionally,
they found voice to contribute the most to the avatars’ self-similarity, 
surpassing other representational factors.

Moustafa and Steed (2018) conducted an experiment in which they 
provided 9 groups of friends or family with VR headsets and asked
them to meet in VR regularly for a month. Participants were able 
to customise their avatars using the options available in the GearVR 
application. The researchers found that participants were influenced by 
the group dynamics to adjust their avatar appearance to fit a version 
that resembled them. De Simone et al. (2019) had dyads of acquainted 
participants embody both customised cartoon avatars and personalised 
realistic avatars (via video stream). They asked the participants to
watch a video together in VR and rate the quality of their experience in
comparison to watching a video together in person. The personalised
realistic avatars received ratings that were similar to those given for
the in-person condition, whereas the experience quality using cartoon
avatars was rated as the lowest.

Tasks and environment setting
Many studies have looked at the impact of avatar appearance on 

various tasks, such as playing games (Yoon et al., 2019; Moustafa 
and Steed, 2018; Khojasteh and Won, 2021; Langa et al., 2022; Pan 
and Steed, 2017; Smith and Neff, 2018; Herrera et al., 2018; Aseeri
and Interrante, 2021; Pakanen et al., 2022) or tasks requiring more
movement (Lugrin et al., 2015; Freiwald et al., 2021; Sakurai et al.,
2021). Other tasks that have been examined include listening tasks (Zi-
brek et al., 2018; Yuan et al., 2019; Garcia et al., 2021), waving in a 
mirror (Latoschik et al., 2017), and watching videos (De Simone et al.,
2019). However, fewer studies have focused on more formal tasks that
typically take place in professional settings, such as brainstorming (Sun
and Won, 2021), work meetings, conference networking (Nordin Fors-
berg and Kirchner, 2021), or classroom work and discussion (Han et al.,
2022).

Nordin Forsberg and Kirchner (2021) explored the use of avatars 
in virtual business contexts using semi-structured interviews with two
groups of participants: conference attendees using customised realistic
avatars and coworkers using personalised realistic avatars in a VR 
business meeting. The researchers found that the participants in the 
meeting did not feel restricted by the appearance of their avatars. In 
the conference scenario, participants reported that the avatars helped 
3 
them ‘‘break the ice’’ and initiate conversation, but also mentioned 
difficulties in recognising different people.

Sun and Won (2021) conducted a study in which dyads of par-
ticipants completed a brainstorming task in VR while using either a 
personalised realistic avatar or a cube avatar. The participants were 
strangers to each other. After the task, they were asked about their own 
emotional state and the perceived emotional state of their partner. The 
researchers did not find any differences in emotional state recognition
between the two different avatars.

Temporality in IVEs communication
Previous research on longitudinal studies in IVEs has shown that 

they are more ecologically valid and can provide insights into user 
behaviour changes, but they tend to take more time and resources to
conduct. For example, in a study by Bailenson and Yee (2006), partic-
ipants experienced less simulation sickness, had a stronger connection 
with their team over time, but they did not report significant changes
in the level of presence and co-presence. Moustafa and Steed (2018) 
report that friends and family members who met in GearVR 1–2 times
per week for a month updated their avatars to resemble themselves 
more accurately over time, at the request of others who found the 
interactions with the initial avatar uncomfortable and unnatural. The 
VR environment did not allow for nonverbal behaviours or facial
expressions, as the current technology might not be accurate enough for 
complex emotions and facial movements (Hartbrich et al., 2023). Thus, 
initially participants had difficulty interpreting social cues. However,
over time, they learned to rely on other cues such as voice tone.

Khojasteh and Won (2021) conducted a longitudinal study in Face-
book Spaces where participants in dyads met for 5 sessions and played
games in VR. Over time, participants became more comfortable using 
the controllers and the app, which allowed them to better connect 
with their partners. Again, since the system did not implement facial
expressions, the participants also learned to use voice tone and word 
choice to perceive their partner’s emotional state. Some participants
reported improvements over time in completing tasks, but there was 
no significant difference in workload over time.

Han et al. (2022) conducted a longitudinal study which compared 
customised avatars to generic avatars. Eighty-one students participated
in 8 weekly discussion sessions in the Engage VR platform, alternating 
between using platform-customised avatars and uniform upper-body 
avatars (bald avatars in school uniform clothing). Using growth models, 
the researchers found improvements over time in presence, enjoyment, 
entitativity, and realism. Groups that knew each other prior to the
study showed higher social presence and enjoyment. Participants using 
the generic avatars reported lower self-presence but higher levels of
enjoyment.

In sum, prior research results on the effects of realism versus cartoon 
styling of avatars are decidedly mixed, and they depend a great deal 
on the context and timing of participants’ engagement. It seems that
for body appearance there is a greater likelihood of preference for full-
body traditionally-proportioned ‘‘realistic’’ avatar bodies compared to
heads-and-hands, robot, block-style, or non-traditionally-proportioned 
cartoon style bodies (Aseeri and Interrante, 2021; Yoon et al., 2019; Pan
and Steed, 2017; Smith and Neff, 2018; Herrera et al., 2018; Pakanen 
et al., 2022). Results on realistic versus cartoon styling in facial appear-
ance are less clear cut, as are the interactions with gestural capabilities
of traditionally-proportioned ‘‘realistic’’ avatar bodies, especially over 
time and engaged in real-world tasks.

To the best of our knowledge, there have been no studies com-
paring personalised realistic versus cartoon face styles on the same 
full-body avatars in IVEs, over time, in the field, and especially in 
business contexts. Similarly, very few studies focus holistically on the
communicative encounter—the functional communicative value, task
satisfaction, sense of presence, and the self-reported and perceived 
emotional states of the individuals (Nordin Forsberg and Kirchner, 
2021; Garcia et al., 2021; Sun and Won, 2021). Given the emergent
popularity of meetings in IVEs, and the likely variety of choices that 
IVEs will provide users, it is crucial to compare and contrast the 
experiences afforded by realistic and cartoon styling.
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Table 1
Details on the groups size, participants’ demographic, avatar order, sessions 
nd questionnaires: the 12-item Likert-scale questionnaire (12 it. in table), the 
elf reported moods (Self ), the colleagues’ perceived moods (Perc.), and the 
ost useful cues) (Cues). There are 18(*) (instead of 20) questionnaires sets 
illed in for group 𝐺2 because, due to a technical error, there is a missing set 
f questionnaires from the last session using the cartoon avatars. G.-Group,
en.-Gender, P-Participants, Sess.-Sessions, f -Female, m-Male, nb-Non-Binary,
-Dyads, T -Triads.

 Questionnaires

 G. W1 W2 Gen. P. Sess. 12 it. Self Perc. Cues

 G1 R C f, f 2 10 20 20 20 20  
 G2 R C f, m 2 10 18* 18* 18* 18* 
 G3 R C f, f, nb 3 8 24 24 48 24  
 G4 C R m, m, m 3 10 30 30 60 30  
 G5 C R m, m 2 6 12 12 12 12  
 G6 C R f, f 2 10 20 20 20 20  
 Total 3-R 

3-C
3-C 
3-R

7-f 6-m
1-nb

4-D
2-T

54 124 124 178 124 

3. Research questions

In this paper, we cover seven research questions (RQs) split into two 
sets. The first set of questions cover the effect of the avatar rendering 
style on communicative value, task satisfaction, and presence. The re-
maining set of research questions cover the ability to recognise others’
mood. For ease of expression in the paper, we cover the two RQ sets
separately in the Results (Section 5), but bring them together in the 
Discussion (Section 6).

RQs SET ONE
How do the avatar representations interact with:
RQ1: the functional communicative value based on (a) the iden-

tification of the other person (people); (b) the perceived authenticity 
of communications; (c) the perceived usefulness of expression and 
movement.

RQ2: the task satisfaction based on: (a) the level of task impact, (b) 
comfort and (c) engagement.

RQ3: the concept of presence based on: (a) co-presence and (b) 
social presence.

RQs SET TWO
RQ4: Does the avatar representation change the self-reported moods

(a) overall and (b) over time?
RQ5: Does the avatar representation affect how accurately people

perceive others’ moods (a) overall and (b) do they improve overtime?
RQ6: Does positive or negative moods affect how accurately they

are perceived by others?
RQ7: What are the most valuable cues available for identifying

moods and are these different depending on the avatar rendering
styles?

4. Methodology

4.1. Participants and tasks

Following ethics authorisation1 we recruited participants in groups 
of 2 or 3 from the same company by sending out recruitment emails. 
The requirements for participation were that the individuals must know 
each other, work together, be part of daily work meetings, and be 
willing to conduct one of their regular daily meetings in mixed reality
using HL2 for a period of 2 to 3 weeks (10 meetings). The number of
meetings and the timeline was decided in line with previous longitudi-
nal research (Han et al., 2022; Khojasteh and Won, 2021; Paulhus and 

1 Ethics authorisation was provided by Microsoft Research’s Institutional 
eview Board (IORG0008066, IRB00009672)
4 
Bruce, 1992). We offered a charity donation of 75.00 British Pounds
per person on their behalf as an incentive. A total of 32 participants
in 13 groups volunteered to take part, but 7 groups (18 participants) 
were unable to participate due to time and logistical constraints. As a
result, a total of 14 participants (7 female, 6 male, 1 non-binary; aged 
21−45) completed the study, forming 6 groups: 4 dyads and 2 triads. Out
of these 6 groups, 4 were same-gender groups (2 male-only, 2 female-
only), and 2 were mixed-gender groups. One of the 2 groups with 3
participants was a mixed-gender group, and the other was same-gender 
(see Table  1). All participants provided informed consent prior to taking 
part.

The members of each group remained the same throughout the 
study, and no participant missed a planned meeting. Some participants 
had the HL2 device at home (8 participants), while others were supplied
with a device (6 participants) for the duration of the study. None of the
participants had previously worked on remote MR meetings, although
some had used the HL2 before. We installed the application on all of
the HL2 devices. To maintain a high level of ecological validity, we did 
not ask the participants to perform a specific task. Instead, we allowed 
them to conduct their meeting as usual for at least 10–15 min. These 
meetings often took the form of daily stand-ups, status reports, or daily 
team catch-ups.

4.2. Avatars

Participants used full-body avatars in both a cartoon and a realistic 
rendering style. The avatar heads were personalised for each partici-
pant using a picture taken from the shoulders up. We used the local
version of Avatar SDK (https://avatarsdk.com) to create the heads for 
both types of avatars (Cartoon: version 1.2.4; Realistic version 2.0.5). 
The heads were then attached to the bodies using Autodesk Maya 
(https://autodesk.co.uk/products/maya).

Both the Cartoon and Realistic bodies had the same skeleton struc-
ture and naming conventions, and there were four bodies available
in total (two males and two females, one of each with a cartoon and 
realistic appearance). To minimise the impact of body variations, the 
bodies were very similar in appearance. Both types of avatars featured
traditionally-proportioned human bodies wearing long trousers and 
long-sleeved polo neck sweaters, with the primary difference being that 
avatars had different coloured clothing (as shown in Figs.  1c-d and Fig. 
2).

The avatars were animated in real time using inverse kinematics,
with the input being the HL2 hand and head tracking signals. The 
hands moved when the HL2 detected hand movement using its external 
cameras, and the legs moved when the headset detected location move-
ment based on the headset’s position. Head pose (pitch, roll, and yaw)
was animated based on IMU signals. Facial animation was generated
using a lip-flapping script based on voice amplitude, with an additional
periodic blinking animation. However, due to time constraints, the
avatars did not have a sitting/standing animation or seated static
position, so participants were instructed to stand for the duration of 
their meetings.

4.3. Device and application

The study was conducted using the Microsoft HL2 device (https:
//microsoft.com/en-gb/hololens). A networked MR application was de-
veloped using the Unity3D game engine [ version 2020.3.12f1] (https:
//unity.com) that allowed users to create, invite others to, and join re-
mote meetings. In this application, users were represented as full-body 
avatars with two rendering styles of heads: cartoon and realistic. Users 
could see a hologram of a blue table (Figs.  1c,d) and a control menu 
(see supplementary materials). The table, which was adjustable and 
served as the centre of the meeting, was surrounded by the participants 
in the meeting. The control menu provided options for users to return 
to the ‘Home’ menu, create a new meeting, see who is in the current
meeting, join a meeting, mute themselves, adjust their microphone
gain, switch their avatar, leave the meeting, and quit the application.

https://avatarsdk.com
https://autodesk.co.uk/products/maya
https://microsoft.com/en-gb/hololens
https://microsoft.com/en-gb/hololens
https://microsoft.com/en-gb/hololens
https://unity.com
https://unity.com
https://unity.com
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Fig. 1. Example of people interacting in remote meetings using the HoloLens Mixed Reality device (a,b). Example meetings where participants are embodying
realistic (c) and cartoon (d) full-body rendering style avatars.
 
Fig. 2. Example of rendering styles of (a) realistic and (b) cartoon full body avatars in their partner local space with part of the adjustable blue table marking
the centre of the shared space. (c): two examples of the same person embodying realistic (left) and cartoon (right) avatar rendering styles.
 
 

 
 
 

 

 

 
 

 
 
 
 
 

 

 

 
 
 
 

 

 

 

4.4. Procedure

After providing their consent, participants completed the demo-
graphic and on-boarding questionnaires and submitted a head and 
shoulders picture of themselves. This picture was used to create their
cartoon and realistic avatars. The application was then installed on
the HL2 devices and credentials were set up for each participant to 
access the application. Following this, the participating group and the 
researcher held a test meeting in MR to introduce the functionality
of the application and perform a walk-through. The researcher was
available to troubleshoot during each daily scheduled session, but not
part of the meeting.

The procedure for each session was as follows: the participants, in 
their personal space (i.e., not in the lab), switched on the HL2 device, 
placed it on their head. Next, they opened the meeting application
from the HL2 application menu, signed in with their credentials, and 
adjusted the blue table to ensure there was enough local space around
it. This is because the rest of the group appeared around the table 
once the meeting was started. One group member created a meeting
and added the other members to the meeting. The rest of the group
joined the meeting as they were invited and changed their avatar to 
the corresponding one for that week (either Cartoon or Realistic). They 
then held their meeting as usual, after which they left the meeting
and closed the HL2 application. The researcher was not present in this
meeting, however, the researcher was always available to troubleshoot
during the time the group’s meeting was held. The only technical
problem raised was with the HL2 application crashing. This was solved
by restarting the application. This happened at the beginning of 7
different meetings (out of 54). Afterwards, the meeting continued, and 
hence, the data from these meetings was included in the analysis.
Furthermore, the researcher could have joined the group meeting if this 
was needed. Following the meeting, the researcher reminded the group 
via text messages to complete the questionnaires for that session. This 
process was repeated until the final session.
5 
4.5. Data

The participants completed consent forms and the following ques-
tionnaires: demographic, on-boarding (covering their expectations of
having meetings in MR), and three daily questionnaire that they com-
pleted after each meeting.

Throughout the study, each group alternated between using one 
avatar type for half of their meetings and the other avatar type for 
the other half. In total 54 meetings were held, resulting in 124 daily
questionnaire responses. However, one questionnaire was missing due
to a technical issue during a meeting with cartoon avatars. This means
there were 63 questionnaire responses from meetings with realistic
avatars and 61 responses from meetings with cartoon avatars. Un-
fortunately, two groups were unable to complete all 10 sessions due 
to circumstances beyond our control: one triad had 8 sessions (with
realistic avatars first) and one dyad had 6 sessions (with cartoon avatars 
first). Both triads also balanced the order of avatar use, with one start-
ing with cartoon avatars and the other starting with realistic avatars 
(see Table  1). Half of the groups used first, in Week 1 (W1), Cartoon 
avatars, and then Realistic avatars in Week 2 (W2). The other half used 
Realistic avatars in W1 and Cartoon ones in W2. To avoid confusion 
about the starting avatar rendering style and the avatar rendering style 
used, we propose the following naming convention. We call the data
from participants who used the Cartoon avatar in W1 followed by 
the Realistic avatar in W2 the Cartoon–Realistic condition (abbreviated 
as CR in figures). The data from participants who used the Realistic 
avatar in W1 and then used the Cartoon avatar in W2 was called the
Realistic–Cartoon condition (abbreviated as RC in figures).

The daily questionnaire was divided into two parts. The first part 
contained 12 items with responses on a 1–7 Likert scale ranging from 
‘‘strongly disagree’’ to ‘‘strongly agree’’. These items were selected
and adapted from previous studies (Bailenson et al., 2003; Lombard 
et al., 2009; Harms and Biocca, 2004; Slater, 1999) to fit the design 
of the current study and to address RQs 1–3. This part focuses on 
communicative effects. For all questions see Table  2.
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Table 2
The items in the daily questionnaire. Participants answered on a 1–7 Likert scale. RQ stands for Research Question. m and sd stand for mean and 
standard deviation, showing the descriptive statistics for each question. The * shows a statistically significant result of repeated Measures ANOVA 
comparing Cartoon and Realistic avatar rendering styles.
 # RQ Questionnaire Item Cartoon Realistic

 m sd m sd  
 1 2c I felt engaged in the meeting. 5.46 0.87 5.63 0.92 
 2 2c I felt that my colleagues were engaged in

the meeting.
5.41 0.95 5.55 1.04 

 3 1b The avatars communicated like my colleagues. 3.6 1.57 3.9 1.41 
 4 2a The appearance of the avatars affected the

meeting tasks.
3.86 1.56 3.77 1.19 

 5 2b The appearance of the avatars affected how
comfortable I felt in the meeting.

4.05 1.6 3.86 1.55 

 6 3b The appearance of the avatars mattered to me. 4.73 1.88 4.66 1.7  
 7 3a I felt that I was in the presence of my colleagues. 4.67 1.49 5.18 1.6  
 8 1a I could identify my colleagues. 5.12 1.54 5.78 0.98 
 9 3b I perceive my colleagues’ avatars as being only

computerised images, not real people.
6.17 1.11 5.78 1.2  

 10 3b There were obvious unnatural nonverbal behaviours
from my colleagues’ avatars.

5.34 1.27 5.48 1.23 

 11* 1b,c The avatars’ nonverbal behaviour was appropriate
for the context.

3.08 1.36 3.79 1.04 

 12* 1c The avatars’ nonverbal behaviour was useful for
understanding my colleagues.

2.72 1.15 3.55 1.26 
 
 
 

 
 
 
 

 
 

 
 
 
 
 
 

 

 
 
 
 
 

 

 

 

 

 

 

 

 

 
 

The second part of the questionnaire focused on the recognition
of moods and the usefulness of cues for perceiving these moods. Four
moods were selected based on the UWIST mood checklist from Matthews
et al. (1990): optimistic, focused, annoyed, and stressed. We define 
these moods as Matthews et al.: [...] mood being defined here as an 
emotion-like experience lasting for at least several minutes. This definition
distinguishes mood from cognitive evaluations per se, and from brief, phasic
emotional responses to evaluations (Mayer, 1986). In the present study,
participants were asked to rate their own moods and the perceived
moods of their colleagues on a 1–7 Likert scale ranging from ‘‘strongly 
disagree’’ to ‘‘strongly agree’’. This was done at the end of the meeting
for each moods covering the whole meeting. Participants in triads rated
the perceived moods of the other two participants. The purpose of 
this questionnaire is to assess how accurately participants perceive
moods based on the avatar rendering style. Hence, we include the
self-reporting moods and the perceived moods of the participants’
colleagues. Next, they were asked to rank 5 cues in order of their
usefulness for recognising moods in their colleagues. These cues were:
choice of words, movement/gesticulations, gaze, facial expressions, and
tone of voice. The second questionnaire was used to address RQs 4–7.

4.6. Data analysis

Reverse coding.
After each meeting session, participants filled out two question-

naires, one on communication and one on moods. For the moods 
questionnaire, participants had to rate their moods on a scale from 1:
Strongly Disagree to 7: Strongly Agree. They rated four moods: Optimistic,
Focused, Annoyed and Stressed. Two of these had a positive connotation 
(Optimistic and Focused), while the other two had a negative conno-
tation (Annoyed and Stressed). To calculate the overall self-reported
rating of their moods, we utilised a reverse-coding technique for the
negative moods (Annoyed and Stressed). This involved subtracting the
ratings of these negative states from the maximum value (7: Strongly
Agree) plus one (7 + 1 = 8). For instance, a rating of 5 for the mood
Stressed would be transformed into a rating of 3 (8–5). These reverse-
coded ratings were then utilised in our data analysis and to answer 
𝑅𝑄4, as detailed in Section 5.2.
6 
Accuracy of perceived moods.
We calculated the accuracy of the perceived mood by computing

the error that participants had when perceiving the moods of their 
colleagues. We determined the error by mapping the absolute value of
the difference between the self-reported mood and the perceived rating 
of the mood onto a scale of [0, 1]. With a maximum rating of 7 and a 
minimum rating of 1, the largest possible error was 6 (7−1), which was 
mapped to a value of 1. The smallest error, which occurred when the 
self-reported rating was the same as the perceived rating of the mood, 
was mapped to a value of 0. For example, if the self-reported rating was
6 and the perceived rating was 2, then the error was 4 (6 − 2); this was 
then mapped between [0, 1], gaining the value of .667.

We calculated this error for each pair of participants in a group. In 
dyads, we considered the error for each participant in perceiving the 
mood of their colleague: P1’s error in perceiving P2’s mood (𝑃1_𝑡𝑜_𝑃 2) 
and P2’s error in perceiving P1’s mood (𝑃 2_𝑡𝑜_𝑃 1). In triads, we con-
sidered each participant’s error in perceiving the moods of all other
participants in the triad. For example, in a group with participants 
P1, P2, and P3, we took into account all six possible combinations:
𝑃 1_𝑡𝑜_𝑃 2, 𝑃1_𝑡𝑜_𝑃 3, 𝑃 2_𝑡𝑜_𝑃 1, 𝑃2_𝑡𝑜_𝑃 3, 𝑃 3_𝑡𝑜_𝑃 1, and 𝑃3_𝑡𝑜_𝑃 2.

We used this error to compare the overall error for Realistic and 
Cartoon avatars in RQ5a (Section 5.2). We also used it to address 
RQ5b on participants’ ability to accurately perceive their colleagues’ 
moods over time (Section 5.2). Finally, we used it to test RQ6 and the 
relationship between negative self-reported emotions and higher errors
in perceived moods (Section 5.2).

5. Results

5.1. Communication, tasks and presence

Subsection Summary. In this subsection, we investigated how the
avatar appearance interacts with the way participants communicate 
with each other, perceived task satisfaction and perceived sense of
presence (RQ1-3). First, the participants perceived the realistic avatar’s 
nonverbal behaviour as more appropriate for the interaction and more 
useful for understanding their co-workers compared to the cartoon 
avatar. Second, when looking at these responses over time, there were
different insights for each avatar appearance based on which type the
participants embodied first.
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We first analysed the data from our within-group study by compar-
ing the averaged scores for each participant using Cartoon and Realistic
avatars. Next, we explored the effect of the passage of time on these 
scores by running regression models for each dependent variable and 
accounting for the temporal feature. A preliminary analysis of this data 
was presented in Dobre et al. (2022). In the current paper, we provide 
further work on this, covering the results in depth and putting them in 
relation to results from the moods analysis from Section 5.2.

Overview of the effect of realism
For each participant and for each question, we calculated two 

averages: one for all sessions (up to five) with the Cartoon avatar, and 
one for all sessions with the Realistic avatar. We then used a Repeated 
Measures ANOVA to assess the effect of realism on the data. The dataset 
did not violate the Repeated Measures ANOVA assumptions, including 
the Sphericity of the data. The descriptive statistics for this analysis can 
be found in Table  2, and a boxplot representation of the results for each
question can be found in Fig.  3A.

RQ1: Functional communicative value. On average, participants 
reported higher scores for all four functional communicative value 
questions (Q3, 8, 11, 12). A Repeated Measure One-Way ANOVA 
found a significant difference for Q11 and Q12. The Q11 (𝐹 (1, 13) =
7.14,𝐩 = .𝟎𝟏𝟗, 𝜂2 = .355) shows that users rated the nonverbal behaviour 
of Realistic avatars more appropriate for the context (mean ± standard
deviation: 3.79 ± 1.04) than the one of Cartoon avatars (3.08 ± 1.36),
and Q12 (𝐹 (1, 13) = 5.5,𝐩 = .𝟎𝟑𝟔, 𝜂2 = .296) shows that users rated the 
nonverbal behaviour of Realistic avatars more useful for understand-
ing their colleagues (3.55 ± 1.26) than the one of Cartoon avatars
(2.72 ± 1.15). However, Q8 (𝐹 (1, 13) = 3.53, 𝑝 = .08, 𝜂2 = .217) and 
Q3 (𝐹 (1, 13) = .718, 𝑝 = .41, 𝜂2 = .52) were not significant, see Fig.  3A 
RQ1.

There was a significant interaction effect between avatar rendering 
style and order of use on participants’ ratings of nonverbal behaviour
appropriateness in Q11 (𝐹 = 13.01,𝐩 = .𝟎𝟎𝟒, 𝜂2 = .52). This suggests 
that participants rated the Realistic avatars as more appropriate in
terms of nonverbal behaviour, but only when they used the Realistic 
avatar first (Realistic W1: 3.9, Realistic W2: 3.7). On the other hand, 
the lower rating for Cartoon avatars was driven by those who used
the Cartoon avatars first (Cartoon W1: 2.5, Cartoon W2: 3.6). These
findings can be seen in Fig.  3A, as well as in Q11 and Q12. This result 
indicates that participants found their colleagues’ nonverbal behaviour 
to be more appropriate for the context (𝑄11) and more useful for 
understanding their colleagues (𝑄12) when using the Realistic avatar 
rather than the Cartoon avatar.

RQ2: Task satisfaction. For task satisfaction, there were no signif-
icant differences between the two avatars in terms of the participants’
level of engagement (Q1: 𝐹 (1, 13) = .51, 𝑝 = .49, 𝜂2 = .04), the perceived
level of engagement of their colleagues (Q2: 𝐹 (1, 13) = .44, 𝑝 = .52, 𝜂2 =
.03), the impact of appearance on the task (Q4: 𝐹 (1, 13) = .08, 𝑝 =
.79, 𝜂2 = .01), or the reported level of comfort (Q5: 𝐹 (1, 13) = .50, 𝑝 =
.50, 𝜂2 = .04).

RQ3: Presence. Once again, there were no significant differences
between the two avatars in terms of the extent to which the avatar
mattered to the participants (Q6: 𝐹 (1, 13) = .07, 𝑝 = .80, 𝜂2 = .01), the 
level of co-presence they felt (Q7: 𝐹 (1, 13) = 2.1, 𝑝 = .17, 𝜂2 = .14), or 
their perception of their colleagues’ avatar as either digital images (Q9: 
𝐹 (1, 13) = 2.1, 𝑝 = .17, 𝜂2 = .14) or unnatural (Q10: 𝐹 (1, 13) = .44, 𝑝 =
.52, 𝜂2 = .03).

Overview of temporal effects
We were also interested in how participants’ judgements of the 

avatars changed over time during the week in which they were using 
each avatar type. For this we calculated a linear regression between 
time (in days) and each of the questionnaire responses considered 
above. We computed the data for each avatar type, combining W1 and 
W2 (shown in Fig.  3B). We then present the data based on the avatar 
7 
usage order (either Cartoon–Realistic (CR) or Realistic–Cartoon (RC)) 
in Fig.  3C and Fig.  3D.

RQ1: Functional communicative value. We found a significant 
positive correlation over time for being able to recognise their col-
leagues when participants embodied the Cartoon avatars (R2 = .06,
F (1, 59) = 4.25, 𝒑 = .𝟎𝟒), but not the Realistic avatars (shown in Fig. 
3B for Q8). When separating the data by the order in which the avatars
were used, the significance does not hold. The remaining questions for
RQ1 (Q3, 11, and 12) did not show significance.

RQ2: Task satisfaction. When the order is not taken into account, 
there is no significance over time for task satisfaction (Q1, 2, 4, and 
5; shown in Fig.  3B for RQ2). However, when considering the order,
we see a significant decrease in participants’ responses for the Cartoon 
avatars in the Cartoon–Realistic order (R2 = .13, F (1, 29) = 4.18, 𝒑 = .𝟎𝟓,
shown in Fig.  3C for Q5). This means that when embodying the Cartoon 
avatars first, their reported level of comfort was less influenced by the
avatar’s appearance over time. No other significant effects were found 
for Q5 or the other questions for RQ2 (Q1, 2, and 4).

RQ3: Presence. In terms of presence, the appearance of the avatar 
mattered less over time for participants using Cartoon avatars (R2 = 
.10, F (1, 59) = 6.67, 𝒑 = .𝟎𝟏, Fig.  3B 𝑄6). Additionally, participants 
using Realistic avatars reported fewer obvious unnatural nonverbal 
behaviours over time (R2 = .10, F (1, 61) = 6.22, 𝒑 = .𝟎𝟏, Fig.  3B 𝑄10). 
No other significant findings were discovered when examining data 
from both weeks (W1 and W2).

When examining the order in which avatar rendering styles were 
used, we found that the significance of Cartoon avatars in Q6 only
remained for the Cartoon–Realistic order group when Cartoon avatars
were used in the first week (W1: R2 = .27, F (1, 29) = 11.06, 𝒑 = .𝟎𝟎𝟐,
Fig.  3C 𝑄6). When Cartoon avatars were used in the second week
(Realistic–Cartoon order), there was a decrease but it was not sig-
nificant (W2: R2 = .03, F (1, 28) = .74, 𝒑 = .𝟑𝟗, Fig.  3D 𝑄6). For 
the Cartoon–Realistic order group, there was also a significant drop
for Realistic avatars in the second week (W2: R2 = .23, F (1, 29) = 
9.10, 𝒑 = .𝟎𝟎𝟓, Fig.  3C 𝑄6), with the opposite trend observed for 
the Realistic–Cartoon order group in the first week, but it was not 
significant (W1: R2 = .04, F (1, 30) = 1.38, 𝒑 = .𝟐𝟒, Fig.  3D 𝑄6). Simi-
larly, ratings of obvious unnatural nonverbal behaviours in the avatars
showed that participants using Realistic avatars reported fewer of these
over time during the Realistic–Cartoon order group in the first week 
(W1: R2 = .25, F (1, 30) = 10.06, 𝒑 = .𝟎𝟎𝟑, Fig.  3D, 𝑄10), but not during
the Cartoon–Realistic order group (W2: R2 = .07, F (1, 29) = 2.09,
𝒑 = .𝟏𝟔, Fig.  3C, 𝑄10). No other significant findings were discovered 
for RQ3 on the other questions.

5.2. Perceived and self-reported moods

RQ4: Self-reported moods
Summary. In this subsection we investigated how the participants 

self-reported their moods when embodying the Cartoon or the Realistic 
avatars. When considering the overall data, we found (1) that partic-
ipants reported more positive moods when embodying the Realistic 
avatars in the first week compared to the Cartoon avatars in the second 
week; and (2) that participants reported being more optimistic overall 
when embodying Realistic avatars. However, when we analyse the
temporal data, we found that participants felt less optimistic and more 
stressed over time when embodying Realistic avatars in the first week.

RQ4a: Self-Reported Moods Overall. Participants self-reported 
their moods daily after each meeting. We were interested in the self-
reported mood while participants embodied different avatar rendering
styles and how this changes over time. We calculated the self-reported 
score for each avatar for each participant, averaging the data from
Week 1 and Week 2. A paired t-test was conducted to compare the
scores from Cartoon and Realistic avatars, regardless of the Order or 
Mood, and no significant difference was found (p= .98; mean± variance 
- C: 4.27 ± 1.28; R: 4.26 ± 1.26).



G.C. Dobre et al.

 

International Journal of Human - Computer Studies 205 (2025) 103632 
Fig. 3. Questionnaire responses from Table  2. Each row represents the questions for a RQ. Y-axis: averaged score (1=strongly disagree; 7=strongly agree). A:
Boxplots per question separated by the avatar rendering style. B-D: Scatter plots showing each question score over time separated by the avatar rendering style.
X-axis: weekly sessions in chronological order. In C-D, the question score is separated by the order (Cartoon–Realistic and Realistic–Cartoon).
 

 
 

 

As the order in which participants experience an avatar could in-
fluence their subjective experience, we also conducted separate paired 
t-tests between Realistic and Cartoon avatars for each condition. We 
found no significant difference in self-reported mood for the CR order
(t (27) = .45, p = .65 C W1: 4.75±2.07; R W2: 4.69±1.83).  However, for 
the RC order, participants reported more positive emotions when using 
Realistic avatars in Week 1 compared to Cartoon avatars in Week 2
(t (27) = 2.81,𝐩 = .𝟎𝟎𝟗, R W1: 4.9±1.29; C W2: 4.23±1.81), see Fig.  4(A). 
We also conducted paired t-tests for each Mood and for each order, but 
no significant results were found.

For each participant, we calculated the average score for each avatar 
and each Mood separately. Here we did not reverse the ratings for 
Annoyed and Stressed (i.e., a high in annoyed would indicate negative 
emotion). A paired t-test was conducted to compare the self-reported
 

8 
mood ratings for Cartoon and Realistic avatars, regardless of condition. 
Participants self-reported feeling more Optimistic in meetings using 
Realistic avatars compared to Cartoon (t (13) = 2.53,𝐩 = .𝟎𝟐𝟓; C: 4.6±1.3; 
R: 5.06 ± 1.68), see Fig.  4B. There was no significant difference for the 
other emotions (Focused t (13) = −.11, p = .92, Annoyed t (13) = −.57,
p = .58, or Stressed t (13) = −.37, p = .71).

RQ4b: Self-Reported Emotions overtime. The data was split by 
avatar rendering style and weekly session of avatar use, and regression
analyses were conducted on the self-reported moods over time. We
found a significant result for Realistic avatars used in the first week. 
Specifically, while using Realistic avatars in week 1, participants self-
reported feeling less Optimistic (𝑅2 = .14, 𝐹 (1, 30) = 4.93,𝒑 = .𝟎𝟑𝟒) and
more Stressed over time (𝑅2 = .16, 𝐹 (1, 30) = 5.66,𝒑 = .𝟎𝟐𝟒), see Fig.  4C. 
There were no significant results for the Focused and Annoyed moods
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Fig. 4. Y-axis shows the self reported value: from 1 (Strongly Disagreeing) to 7 (Strongly Agreeing) of a certain mood. A: Average self-reported mood, with
reverse coding for Stressed and Annoyed. The data is split by the order of Cartoon–Realistic and Realistic–Cartoon, and by the avatar rendering style. The 𝑋-axis 
hows the avatar order. B: Average self-reported ratings from each participant by mood and avatar rendering style. The self-reported ratings are separated by the 
vatar rendering style (Cartoon or Realistic) that participants were embodying. C: Self-reported ratings from each participant by order (Cartoon–Realistic in the
top row and Realistic–Cartoon in the bottom row) and mood. The avatar rendering style is further represented by a fitted line. 𝑋-axis shows the weekly sessions
chronologically from 1 to 5.
 

 

 

 

 
 

or for the Cartoon avatars. See supplementary materials for detailed 
statistics.

RQ5: Accuracy of perceived moods
Summary. In this subsection we investigated how accurately par-

ticipants perceived their colleagues moods when embodying the two 
types of avatars rendering style. We found that, overall, there were 
higher errors when participants user Realistic avatars compared to 
Cartoon avatars. Higher errors came from participants embodied Real-
istic avatars in the first week compared to the second week, and from 
perceiving the negative moods (Annoyed and Stressed). Overtime, we 
found increasing errors for Annoyed and Stressed during the RC order.
When separating by the avatar rendering style, participants embodying 
Realistic avatars had increasing errors for Optimistic and Annoyed 
during the first week and decreasing errors for Annoyed and Focused
during the second week.

RQ5a: Accuracy of perceived moods overall.  We were interested 
in the effect of avatar type on the accuracy of people’s perception 
of their co-workers’ moods. As we performed a Repeated Measures
 

9 
ANOVA test, we checked that the dataset did not violate the mea-
sure’s assumptions, including the Sphericity of the data. Hence, a 
repeated measure 2 × 4 ANOVA on the Normalised Error using avatar 
rendering style (Realistic, Cartoon) and mood (Optimistic, Focused,
Annoyed, Stressed) as within-subjects factors, and order (CR and RC) 
as a between-subjects factor showed a significant difference in the 
error of perceived moods when using Cartoon versus Realistic avatars 
(F (1, 18) = 5.13, 𝒑 = .𝟎𝟑𝟔, 𝜂2 = .22). Specifically, participants perceived
their colleagues’ moods with fewer errors when using Cartoon avatars 
(M = .22) compared to Realistic ones (M = .25).

We found a significant interaction effect between the order and the 
type of avatar (F (1, 18) = 5.91, 𝒑 = .𝟎𝟐𝟔, 𝜂2 = .247). This is evident of
more errors for Realistic avatars when they were used in the RC order
compared to CR. Specifically, when participants used Realistic avatars 
in week 1, their mean error rate was .270, but .226 when Realistic 
avatars were used in week 2.

For the interaction effect between avatar rendering style and order, 
we conducted a post-hoc analysis using a paired t-test to compare errors 
made by participants in the CR and RC orders. No significant difference 
was found in the CR order (t (9) = .11, p = .91; C W1: .228 ± .006; R 
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Fig. 5. Boxplots showing the averaged mapping error of the perceived mood of each participant to that of their colleagues. The averaged mapping error on the
𝑌 -axis ranges from 0 (no error) to 1 (maximum error possible). Panel A: The error values are separated by order (Cartoon–Realistic or Realistic–Cartoon), and
the data from each order is further separated by avatar rendering style (Cartoon or Realistic). The shape of each data point indicates the week (W1 or W2) in 
hich the data was collected. Panel B: The data from each avatar rendering style is separated by order and by mood, with each boxplot showing the error of 
erceiving a specific mood (Optimistic, Focused, Annoyed, or Stressed), separated by avatar rendering style.
 
 

 
 

 

 

 

 

 
 

 

 

 
 

 
 

 

 

 

 

W2: .226 ± .003). However, in the RC order, participants made more 
errors in perceiving their colleagues’ moods while using the Realistic 
avatar in the first week and then the Cartoon avatar in the second week 
(t (9) = 3.79, 𝒑 = .𝟎𝟎𝟒; R W1: .27 ± .004; C W2: .21 ± .001), see Fig.  5A.

There was also an interaction effect between the order, the avatar
rendering style, and the mood of the participant (F (3, 18) = 3.71,
𝒑 = .𝟎𝟏𝟕, 𝜂2 = .171), see Fig.  5B. When examining the data by mood, we 
found that the error rates varied depending on the order and rendering 
style of avatar used. For Cartoon avatars, the error rate was generally 
higher for the positive moods (Optimistic and Focused) in the RC order
compared to the CR order.  However, for the negative moods (Annoyed
and Stressed), the pattern was reversed, with the error rate being higher 
for the CR order. For Realistic avatars, the error rate was higher for 
almost all moods except for the Optimistic state.

A two-factors ANOVA with avatar rendering style (Cartoon and 
Realistic) as the dependent variable and order as the between-subjects 
factor revealed significant differences between Cartoon and Realistic 
avatars for the Annoyed (F = 4.41, 𝐩 = .𝟎𝟓) and Stressed (F=5.32, 
𝒑 = .𝟎𝟑𝟑) moods, but no significant differences were found for the 
Optimistic (F=2.77, p = .11) or Focused (F = .11, p = .74) moods.

RQ5b: Accuracy of perceived moods over time. We were in-
terested in checking whether people got better at perceiving their
colleagues’ moods over time. To test this, we used the normalised 
error of the perceived mood as presented in Section 5.2. As we also
considered the time variable, in this case we did not average the error 
over time as in RQ5a. First, we considered all data regardless of which 
avatar the participants were using, then we separated this data based 
on the Order (Cartoon–Realistic or Realistic–Cartoon), and finally we 
presented the results for Cartoon and Realistic avatars.

We calculated the regression statistics over time for each mood for 
all 10 sessions over the two weeks, maintaining chronological order. 
There was no significant trend for any of the moods (Optimistic: 𝑅2 =
.007, 𝐹 (1, 178) = 1.21, p = .27, Focused: 𝑅2 = .002, 𝐹 (1, 178) = 0.44,
p = .51, Annoyed: 𝑅2 = .007, 𝐹 (1, 178) = 1.29, p = .26, Stressed:
𝑅2 = .007, 𝐹 (1, 178) = 1.2, p = .27). We also calculated the regression 
over all 10 sessions separated by order. There was no significant result
for the Cartoon–Realistic order for any of the moods (Optimistic: 𝑅2 =
.004, 𝐹 (1, 90) = .37, p = .54, Focused: 𝑅2 = .01, 𝐹 (1, 90) = 1.23,
10 
p = .27, Annoyed: 𝑅2 = .008, 𝐹 (1, 90) = .7, p = .40, Stressed: 𝑅2 =
.01, 𝐹 (1, 90) = 1.18, p = .28). However, for the Realistic–Cartoon order,
there was a significant increase in error over time for the moods
Annoyed (𝑅2 = .06, 𝐹 (1, 86) = 5.46, 𝒑 = .𝟎𝟐𝟐) and Stressed (𝑅2 =
.05, 𝐹 (1, 86) = 4.88, 𝒑 = .𝟎𝟐𝟗). There was no significance for Optimistic
(𝑅2 = .001, 𝐹 (1, 86) = .86, p = .36) or Focused (𝑅2 < .00, 𝐹 (1, 86) =
.01, p = .92). Fig.  6A shows the trends for the Cartoon–Realistic and 
Realistic–Cartoon orders.

Next, we separated the data by the avatar rendering style. We
calculated the regression for each avatar rendering style considering 
the order they were used in the weekly meetings, each of which had 
data from 5 meetings (see Fig.  6B). We found significant results for the
Realistic avatar only. For those who started using Realistic avatars in
their first week (W1), there was an increase in the error over time of 
perceiving others as Optimistic (𝑅2 = .086, 𝐹 (1, 42) = 3.96, 𝒑 = .𝟎𝟓) 
and Annoyed (𝑅2 = .11, 𝐹 (1, 42) = 5.48, 𝒑 = .𝟎𝟐). However, for those
participants who did not use Realistic avatars until their second week
(W2) (CR condition), there was a decrease in the error for Annoyed 
(𝑅2 = .13, 𝐹 (1, 44) = 6.43, 𝒑 = .𝟎𝟏) and Focused (𝑅2 = .3, 𝐹 (1, 44) =
19.91, 𝒑 < .𝟎𝟎𝟏). Results with non-significant p-values can be found in 
the supplementary material.

We conducted a repeated measure 2 × 4 × 4 ANOVA with avatar
rendering style (Realistic, Cartoon), mood (optimistic, focused, an-
noyed, stressed), and time (T1-T4). We only included the first four
meetings with each avatar rendering style in each week due to missing 
data on the fifth day (some groups of participants only completed four 
meetings with each avatar rendering style). We also removed data from
one group of two participants that only completed three sessions with 
each avatar rendering style. Therefore, for this analysis we used data 
from 12 participants over four sessions with each avatar rendering style 
(a total of eight sessions). We checked that the dataset did not violate 
the Repeated Measures ANOVA’s assumptions, including the Sphericity
of the data.

We found a significant result for avatar rendering style (𝐹 = 8.44, 
𝐩 = .𝟎𝟏, 𝜂2 = .33), with participants using realistic avatars having higher 
errors (𝑀 = .247) than those using cartoon avatars (𝑀 = .207). This 
result is consistent with the overall result from RQ4 in Section 5 and 
Fig.  5A, which showed that participants had higher errors with realistic
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Fig. 6. Scatter plots of the average mapping error of perceived mood from each participant to each of their colleagues. The mapping error on the 𝑌 -axis ranges 
rom 0 (no error) to 1 (maximum error possible). Panel A: The 𝑋-axis represents the order each group had chronologically, with W1 followed by W2, in 
artoon–Realistic order or Realistic–Cartoon order. The grey dotted lines separate the plots into weekly groups, with the first part being W1 and the second W2.
Additionally, the errors were separated into different sub-graphs by mood, from left to right: Optimistic, Focused, Annoyed, and Stressed. B: The 𝑋-axis represents 
he sessions each group had during one week (1 to 5). The data is separated into weekly groups: week 1 (W1) is shown in the top graphs and week 2 (W2) is
shown in the bottom graphs. The moods were also separated from left to right: Optimistic, Focused, Annoyed, Stressed. Additionally, trend lines are fitted for 
ach week and mood to show the errors for each avatar rendering style (Cartoon or Realistic).
 

 

 

 

 
 
 

 
 

 

 
 
 

 

 

 

 
 

 

 

avatars compared to cartoon avatars, even when not considering the 
fifth session with each avatar rendering style that had fewer data
points.

We also found an interaction effect on the mood and time (F=2.34, 
𝒑 = .𝟎𝟏𝟕, 𝜂2 = .12) and on the avatar rendering style, mood and time
(F=2.83, 𝒑 = .𝟎𝟎𝟒, 𝜂2 = .14).

The participants starting with Cartoon avatars had a significant 
lower error (M = .20) compared to those starting with Realistic avatars
(M = .25), hence the starting avatars having a significant between-
subjects effect (F = 5.7, 𝒑 = .𝟎𝟑, 𝜂2 = .26).

RQ6: Self-rated moods and co-workers’ perception errors
Summary. In this subsection we investigated the self-reported moods 

and the link to the co-workers’ perceived error of these moods. For the
negative moods, the results show a high error for when participants 
self-report high levels of these moods, and low errors for low self-
reported levels of Stressed (only CR order) and Annoyed (both CR and 
RC orders). This trend is reversed for Focused during the CR order: self-
reported high levels have a low error rate, and self-reported low levels 
have a high error rate.

Khojasteh and Won (2021) demonstrated a link between high levels 
of self-reported positive emotions and increased accuracy in perceiv-
ing those emotions by others. They also found an opposite trend for 
negative emotions, with high levels of self-reported negative emotions
leading to decreased accuracy in perceiving those emotions. We sought
to replicate these results and found similar outcomes. We observed
similar correlations for Focused, Stressed, and Annoyed, but no correla-
tion for Optimistic. To compute these results, we used the error of the
perceived mood and the self-reported ratings of participants’ moods.
We conducted regression analyses for each avatar and for each week 
(Fig.  7).

When participants self-reported high ratings of Focused, their col-
leagues had fewer errors in perceiving it. Conversely, when participants 
self-reported low ratings of Focus, their colleagues showed more errors 
in perceiving it. This trend was only significant for Realistic avatars in
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the second week (𝑅2 = .15, 𝐹 (1, 44) = 7.99, 𝒑 = .𝟎𝟎𝟕). No significance
was found for Cartoon avatars.

The trend was the opposite for Annoyed, and it was significant for
both Cartoon and Realistic avatars during the first and second week.
Specifically, when participants self-reported high ratings of Annoyance,
their colleagues showed more errors perceiving it. When the self-
reported ratings were low, their colleagues’ perception of that emotion
had fewer errors. This result was significant for Cartoon avatars (W1: 
𝑅2 = .15, 𝐹 (1, 44) = 8.11, 𝒑 = .𝟎𝟎𝟔, W2: 𝑅2 = .09, 𝐹 (1, 42) = 4.6, 𝒑 = .𝟎𝟑) 
and Realistic avatars (W1: 𝑅2 = .24, 𝐹 (1, 42) = 13.53, 𝒑 < .𝟎𝟎𝟏, W2:
𝑅2 = .39, 𝐹 (1, 44) = 28.8, 𝒑 < .𝟎𝟎𝟏).

Stressed had the same trend as Annoyed, but the results were 
only significant for the Realistic–Cartoon order (Realistic W1: 𝑅2 =
.12, 𝐹 (1, 42) = 5.84, 𝒑 = .𝟎𝟐, Cartoon W2: 𝑅2 = .14, 𝐹 (1, 42) = 7.02,
𝒑 = .𝟎𝟏).

RQ7: Most useful emotional cues
Summary. In this subsection we investigated the participants’ most 

useful cues. We found a difference only for the facial expression.
When participants started with Cartoon avatars, they rated the facial
expressions cue more useful than when they started with Realistic 
avatars (CR order vs RC order). 

Participants were asked to rank the usefulness of various cues
in perceiving the moods of their colleagues. On average, the cue of
choice of words was rated the highest, followed by tone of voice and
movements/gesticulations, for both Realistic and Cartoon avatars, and in 
both orders. The cues of gaze and facial expression were rated the lowest. 
In the Cartoon–Realistic order, both gaze and facial expression had a 
similar average score (both were equally the least useful). However, 
in the Realistic–Cartoon order, gaze was rated more useful than facial 
expression (see Fig.  8).

We compared the data from the first and second weeks for both Car-
toon and Realistic avatars based on the Order. We found a significant 
difference for the cue of facial expression. For Cartoon avatars in the 
first week, participants rated facial expression as more useful than in
the second week (𝑡(18) = −3.8, 𝑝 = .001; Cartoon W1: mean = 4.37, 
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Fig. 7. Scatter plots of mapped error of perceived mood from each participant to each of their colleagues. The mapped error on the 𝑌 -axis ranges from 0 (no 
rror) to 1 (maximum error possible). The 𝑋-axis represents the self-reported mood, 1 representing Strongly Disagree and 7 representing Strongly Agree with having 
 certain mood. The data is separated first by the order (Cartoon–Realistic (top row) and Realistic–Cartoon (bottom row)) and then split by each mood (Optimistic, 
ocused, Annoyed, Stressed), and the data points are fitted for each avatar rendering style (Cartoon and Realistic).
Fig. 8. Box plots of the ranked cues used to perceive the other’s moods. On the 𝑌 -axis, there is a 1 − 5 ranking, with 1 meaning the most useful cue and 5 the 
east useful.
 

 

 
 

 

 

 

 
 

 

 

variance = 0.27; Cartoon W2: mean = 5, variance = 0). Using Realistic 
avatars in the first week, the rating of facial expressions was lower than 
in the second week (𝑡(18) = 4.11, 𝑝 < .001; Realistic W1: mean = 4.9,
variance = .01; Realistic W2: mean = 4.3, variance = .2).

6. Discussion

The appearance of avatars in social interactions seems to have
various complex implications, some of which depend on the order in 
which the two avatars are used (i.e. Cartoon–Realistic or Realistic–
Cartoon). In the remainder of this section, we discuss three topics: 
the impact of high expectations when using Realistic avatars first; the 
process of becoming accustomed to the Cartoon rendering style of
the avatars; and finally, the greater occurrence of errors in perceiving
colleagues’ negative emotions. We then comment on the implications 
of these findings for the design and deployment of avatars for MR
meetings.

Realistic avatars may lead to high expectations

When participants embodied Realistic avatars, they perceived their
colleagues’ nonverbal behaviours as being more useful and appropri-
ate for the interaction compared to when they used Cartoon avatars 
(RQ1b 𝑝 = .019, RQ1c 𝑝 = .036). There was also an order effect for 
12 
appropriateness, showing that the high scores primarily came from
when participants used Realistic avatars in Week 1, rather than in 
Week 2 (𝑝 = .004). This result suggests that participants may have had
higher expectations when using Realistic avatars in meetings with their
colleagues. While there was no difference in the nonverbal behaviour of 
Cartoon and Realistic avatars, participants still rated the nonverbal be-
haviour of Realistic avatars as having more functional communicative
value (RQ1).

On average, participants rated their feelings of being in the pres-
ence of their colleagues higher for Realistic than for Cartoon avatars, 
although this difference was not significant (𝑝 = .17). When em-
bodied in Realistic avatars, being able to clearly identify their work-
colleagues right from the start of the study, as in real meetings, may 
have contributed to a higher sense of presence.

Participants self-reported feeling more Optimistic when using Real-
istic compared to Cartoon avatars (RQ4 𝑝 = .025). However, partici-
pants self-reported feeling more Stressed and less Optimistic over time 
when they used Realistic avatars in Week 1 of the Realistic–Cartoon 
order (RQ4 more Stressed 𝑝 = .024, less Optimistic 𝑝 = .034). Work 
meetings have their own stresses, so it may be that Realistic avatars
conveyed those stresses, or it may be the case that as participants 
found Realistic avatars not to live up to initial expectations, stress 
increased and optimism decreased. Given the lack of a pre-meeting, 
baseline mood questionnaire, we might inferred this from participants’ 
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comments such as: ‘Overall I was really impressed with the likeness of the
avatars to the real people’, reported after the first time using the realistic 
avatars in session 1 in R-W1. And the comment: ‘The voice part is ok, 
however the avatar does not match the expression of my colleagues. Having 
the ability to work with them face to face, I can easily tell when there 
are issues.’, from the last session in R-W1. This shows how the initial 
expectations did not last. However, other confounding variable could 
have impacted this result. Hence, further research is needed to separate 
the mood effects of avatar appearance from the mood effects of the
work/task being done.

The potential higher expectations of realistic avatars may have 
led participants to rate gaze cues as being more useful than facial
expressions for perceiving their colleagues’ moods (RQ7 𝑝 = .001). 
The avatars had neither true gaze cues from eye-tracking nor facial 
expressions from face-tracking or audio visemes, but they did have head 
pose relative to body pose and a blink animation. Participants in the 
Realistic–Cartoon order condition considered gaze to be more useful
than facial expression, which may be due to their higher expectations
when using Realistic avatars first, especially since heads could turn and 
eyes blinked, which may have conveyed an illusion of gaze.

Finally, participants embodying Realistic avatars first (in the
Realistic–Cartoon order) had more errors when perceiving their col-
leagues’ moods (RQ5a). There was an increase in errors over time
for the Realistic–Cartoon order for perceiving Annoyed and Stressed
emotions (RQ5b 𝑝 = .022 and 𝑝 = .029), as well as increased errors in
perceiving Optimism and Annoyed emotions (RQ5b 𝑝 = .05 and 𝑝 = .02)
for those who used Realistic avatars in Week 1. Nonverbal behaviour 
was implemented in the same way for both Cartoon and Realistic 
avatars. However, the higher expectations of avatars resembling their
colleagues in a Realistic manner may have led to an assumption that
they provided authentic and more useful expression and movement
(RQ1 (b) and (c)). Given that participants in the Realistic–Cartoon order 
also reported gaze behaviour as more useful than those in the Cartoon–
Realistic order (RQ7), the combination of effects could have led to more
errors in the perception of moods.

In summary, the Realistic avatars may have led participants to
have unrealistic expectations of the accuracy of the body language 
presented by those avatars, despite the fact that the body language was
identical in both Realistic and Cartoon avatar rendering styles. Errors 
in reading other participants’ emotions may have occurred because 
participants put too much trust in non-verbal cues relative to the more
accurate verbal cues. On the other hand, participants’ recognised their
colleagues’ identities more easily with Realistic faces, this could explain 
why Realistic avatars provided a greater sense of presence than Cartoon
avatars.

Participants may become accustomed to cartoon avatars over time

When using Realistic avatars, participants consistently rated their
ability to identify colleagues as a 5.8 on a scale from 1 to 7. However, 
when using Cartoon avatars, participants showed an improved ability
to identify their colleagues over time (RQ1a, 𝑝 = .04). These results held 
even though both the Cartoon and Realistic avatars were personalised 
for each participant using a picture of themselves (see Section 4).

At the same time, participants reported that the appearance of
the avatar mattered less to them over time, when taking part in the
Cartoon–Realistic order condition. When using Cartoon avatars in their
first week, their score on the question ‘The appearance of the avatars 
mattered to me’ dropped from a 5.7 (agree) to a 3.2 (slightly disagree) 
(RQ3b, 𝑝 = .002). A similar trend was observed when they then
switched to using Realistic avatars. On the first day using the Realistic 
avatars in their second week, the average score to Q6 was 5.6 (agree), 
falling to 3.2 (slightly disagree) by the fifth day (RQ3b 𝑝 = .005). Addi-
tionally, participants reported feeling more comfortable using Cartoon 
avatars over time in the first week (RQ2b, 𝑝 = .005). These trends 
were not observed when participants used Realistic avatars before 
13 
Cartoon avatars (Realistic–Cartoon order) or for Realistic avatars alone. 
It is possible that using Cartoon avatars first allowed participants to
become more accustomed to the appearance of the avatars, leading to
increased comfort and a reduced focus on appearance. This may also 
have contributed to the improved ability to identify colleagues and the
decreased reliance on facial expression and gaze as cues for perceiving 
moods (RQ7, 𝑝 < .001).

Overall, participants using Cartoon avatars made fewer errors in 
perceiving the moods of their colleagues compared to those using Real-
istic avatars (RQ5a, 𝑝 = .036). This trend was particularly pronounced 
in the first week of the study when using Realistic avatars (RQ5a).
In contrast, errors decreased over time for both Focused and Annoyed
moods when using Realistic avatars in the second week (RQ5a, 𝑝 < .001
and 𝑝 = .01, respectively). However, the use of Realistic avatars in the 
first week was associated with an increase in errors for both Optimistic
and Annoyed moods (RQ5a, 𝑝 = .02 and 𝑝 = .05, respectively). These
findings might imply that using the Cartoon avatars first did not lead
to as high expectations as might have happened in Realistic–Cartoon
order, with a subsequent sense that appearance mattered less over time,
and leading them to rank facial expression and gaze as equally not 
useful for perceiving moods (RQ7). Further, a decreased emphasis on 
visual appearance may have led participants in the Cartoon–Realistic 
order condition to focus more on the less-mediated auditory cues for 
moods, potentially leading to greater accuracy. Additionally, avatars 
were not implemented with gaze and facial expressions, which could
have affected these results. At the same time, the auditory cues were 
also the ones people relied the most on in two other prior longitudinal 
works (Khojasteh and Won, 2021; Moustafa and Steed, 2018).

In summary, time had an important impact on how avatar appear-
ance influenced participants, supporting the rationale for and further 
need for longitudinal studies. The appearance of the avatar mattered
less to participants over time. This could be for several reasons. Firstly, 
it could simply be that participants grew accustomed to the different
avatar rendering styles over time and were able to use them effectively. 
Secondly, given that the two avatar types did not have functionally dif-
ferent behaviour, the difference made little practical difference beyond 
an initial novelty effect. Finally, the main functional difference between
avatars seems to be in the ability to recognise other participants, which
matters less over time as participants get used to their colleagues’ 
avatars. This has been reported also in other longitudinal studies where 
participants were getting used to the environment and the avatars (Kho-
jasteh and Won, 2021; Bailenson and Yee, 2006; Moustafa and Steed, 
2018).

Use of avatars may lead to more errors perceiving negative emotions

Participants made more errors when trying to perceive their col-
leagues’ negative moods. This finding is consistent with the result of
Khojasteh and Won (2021). However, this trend was not observed for
all moods. For Annoyed, this trend was observed for both the Car-
toon and Realistic avatars, regardless of the order condition (Cartoon–
Realistic or Realistic–Cartoon). For Stressed, participants made more
errors in perceiving negative emotions only when in the Realistic–
Cartoon order. The opposite applied to Focused, in which there were 
more errors during the Cartoon–Realistic order. There was no trend for
errors in perceiving the Optimistic mood.

This result might explain some of the outcomes for errors of dif-
ferent avatar rendering styles, for instance, the higher error when 
perceiving colleagues’ emotions when they used Realistic avatars. These
errors might come from participants self-reporting more negative emo-
tions, hence colleagues making more errors when trying to perceive 
those emotions. However, while participants self-reported as more 
optimistic in Realistic avatars compared to Cartoon avatars (see Sec-
tion 5.2), this did not result in colleagues making more errors in 
perceiving optimism, as they did for negative emotions. There was no
significant difference between self-reported moods when using Realistic 
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and Cartoon avatars overall that would explain the higher error rate for
perceiving negative emotions in Realistic avatars.

Most of the error in perceiving moods occurred in Realistic W1, so 
we also compared the self-reported mood for each avatar and week. As 
shown in Section 5.2, there was no significant difference between Re-
alistic W1 and Cartoon W1, regardless of the mood or when each mood 
was considered separately. There was a difference in the self-reported 
moods between avatar rendering styles in the Realistic–Cartoon order.
Participants in Realistic avatars in their first week self-reported their
moods more positively than they did when using Cartoon avatars in
their second week (RQ4 p= .009). This contradicts the implication that 
the higher error when perceiving emotions while embodying Realistic 
avatars (RQ5a) might be a result of more negative moods.

In summary, errors in recognising emotions via avatars were not
uniform, with greater errors made for negative emotions. This may be 
due to people tending to mask negative emotions more (and masking 
being easier with avatars that show limited non-verbal cues). Errors
were greater when using Realistic avatars before Cartoon ones (with
the exception of Focused), perhaps because of the greater expectations
people had of realistic avatars (as discussed above). At the same time, 
Suma et al. (2023) showed that the avatar’s voice and facial expression 
could affect the capabilities to recognise emotions .

Implications

First Impressions. The findings above highlight a key issue: in
today’s early stages of mixed reality meetings in the workplace, the 
first impressions of avatars set expectations. Both realistic and car-
toon avatars are useful for establishing co-presence. However, with 
the current, limited abilities of avatars to visually convey the nuance
of communication or emotion, the communicative value of realistically 
rendered avatars is more fragile than that of cartoon avatars, leading
people to misplaced belief in their non-verbal behaviour such as gaze
and emotions.

Importance of technical maturity of the system. At this point 
in both research and commercial history of avatars, these findings are
probably indicative of an immature system of realistic avatar produc-
tion and their relative novelty to users. While there will be occasional 
potholes on the way up the recovery curve of the uncanny valley, 
given current advancements in methods for creating and animating 
realism, realistic avatars are on fast track to acceptability (Khakhulin 
et al., 2022; Zhang et al., 2022; Ma et al., 2021). The question for 
commercial systems will be how to set users’ expectations for avatar
use. One way could be to deliberately separate avatar rendering styles 
by context (e.g., cartoon for casual and realistic for business, as Mark 
Zuckerberg believes (Fridman, 2022)). The results of this study suggest
that having clear evaluations of how well avatars enable identification
of a unique individual, communicative functionality, and emotional 
trustworthiness may matter more than thresholds of accuracy in realis-
tic depiction. In particular, our participants made a range of errors in
perceiving positive and negative moods, and these errors were different 
for cartoon versus realistic avatars. These results show that it will be
important to disentangle issues of accuracy of likeness from issues of 
emotional trustworthiness of likeness.

Importance of Verbal Cues. This brings us to a related point 
about what participants were basing their perceptions on. Although 
the object of primary comparison in this study is differences in visual 
representation, it is also crucial to note how important verbal cues
were to participants. In the cartoon version, participants were highly
attentive to verbal cues. In traditional video meetings, voice is often 
the communicative stream of primary value, especially for some of the 
most common business needs (Standaert et al., 2021). This has two 
implications. First, in the short term, improving audio quality (e.g.,
designing even better spatial audio, which is already quite good in
VR and MR systems) may provide more impact than improving visual 
realism. Although recent studies by Immohr et al. (2023, 2024), Fink 
14 
et al. (2024), showed mixed results when it comes to improvements of 
social interaction while using spatial and non-spatial audio in dyadic 
settings, future work should further analyse this including in larger 
groups. Second, designing better cartoon and realistic avatars should
involve detailed consideration of the interaction between the visual
and the verbal. Specifically, new avatars must not be evaluated as still 
images only or silent video. Their value will come as a holistic system, 
and it is in that holism that useful trade-offs in visual realism will be 
found.

Importance of evaluation over time. Finally, in terms of holistic 
understanding, time also matters. Our results suggest that even fairly
short longitudinal studies, e.g., daily use for around two weeks, pro-
duce important changes in how people perceive avatars, especially
when those people know one another. More research will be needed
to determine how many instances of multiple exposures to different 
styles might be needed, over what time period, and to what extent of
acquaintance will provide the strongest results. We hasten to add that 
we are not claiming that all short-duration research between strangers
is problematic or has no ecological validity. There are many situations 
of short-duration communication between strangers in work contexts, 
ranging from fleeting transactional encounters (Félix-Brasdefer, 2015) 
to v-teams who come together under conditions of swift trust (Meyerson 
et al., 1996; Blomqvist and Cook, 2018). We would urge that future
research on avatars features multiple encounters over time, lest we 
over-index on first impressions instead of allowing that time will tell.

7. Limitations

Although we balanced the participants’ gender, group size and 
avatar order, we did not take into account the participants’ prior 
experience with MR devices. Six out of 14 of them never used a MR 
device before, whereas the rest had some experience with it in the
past six months (two participants – more than two times a week, two 
participants – once a week, four participants- 1–3 times a month). Given 
that this study has a relatively small number of participants, we could 
not test if the prior MR experience influenced participants’ responses.
Thus, another limitation is the relatively small number of participants. 
Further studies should look at larger sample sizes to investigate the
effect of prior MR experience and the interaction effects between 
different factors.

Additionally, the core contribution lies in the methodology of this 
study. We conducted a high ecological validity study where repeated 
real-world meetings were held in mixed reality for 2–3 weeks, using 
two different types of personalised avatars. Given the novel methodol-
ogy, the dataset has some limitations. First, this impacted the number 
of participants. Furthermore, as the data was collected during meetings 
between groups of co-workers, participants’ questionnaires responses
could be influenced by the interaction within the work meeting. Future
work should investigate similar settings to confirm our results.

All participants were part of a technology company. Hence, there 
might be a possibility that they were more accepting of innovations 
in IVEs. Further studies are needed to control for the likelihood that 
participants might be more open to novel technology systems.

Due to limited time, we did not implement into the avatars non-
verbal behaviour gaze or facial expressions. In particular, the results 
on RQ7 (What are the most valuable cues available for identifying moods
and are these different depending on the avatar rendering style) might 
have been different if more detailed gaze and facial cues had been
implemented. Additionally, participants were embodying avatars with 
similar simple clothing style, but with different coloured tops (see 
Fig.  1e). Although participants did not comment on the clothing style
or colour, they might have affected the way they perceived their 
co-workers.

Although we designed the study to answer the set research ques-
tions, we assigned 1–2 questionnaire items for each research question.
We took this decision to avoid a very lengthy questionnaire. This has 
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also led to rich but complex and dense results. Future studies are 
needed for further and more in-depth analysis of a similar longitudinal
field study design.

We consider the participants’ self-reported emotional states over 
time for RQ4b (Does the avatar representation change the self-reported 
moods over time?), however, we did not compare these to a pre-meeting 
baseline rating. Because of this, our results regarding the self-reported
moods could be influenced by external factors. This research question
should be explored in more detail in future studies that include pre and 
post questionaries. 

8. Conclusion

We presented the results from a longitudinal study on avatars’ ap-
pearance during work-related meetings between co-workers. We inves-
tigated how the avatar appearance interacts with: the way participants
communicate with each other, perceived task satisfaction, perceived 
sense of presence, emotional state perception, and useful cues in MR 
meetings. Over two-three weeks, 14 participants in dyads and triads
(6 groups) had their usual work meetings (54 in total) in MR while 
embodying two different avatar rendering styles. After each meeting, 
they answered a set of questionnaires.

In comparing the experiences of knowledge workers’ using person-
alised realistic or cartoon avatars over multiple real-world meetings,
we found that the avatar rendering style that they started with had an
effect on their experiences, as did the time using the avatars. Overall,
the study suggests that people have high expectations for the commu-
nicative and emotional value of realistic avatars, perhaps because they 
enable trust in the form of identification of the other, but that wanes
quickly if avatars do not live up to expectations for other cues. A crucial
finding was that avatars may be less effective for conveying negative 
emotions, especially realistic avatars. On the other hand, participants 
reported feeling more comfortable using cartoon avatars over time.
A key message for future research and commercial usage, then, is to 
prioritise features and deployment plans around communicative value 
for the situations in which avatars will be used over accuracy (or
perceived lack of accuracy) in likeness.
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