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Abstract
Artificial Intelligence (AI) technologies have exposed more and more ethical issues
while providing services to people. It is challenging for people to realize the
occurrence of AI ethical issues in most cases. The lower the public awareness, the
more difficult it is to address AI ethical issues. Many previous studies have explored
public reactions and opinions on AI ethical issues through questionnaires and social
media platforms like Twitter. However, these approaches primarily focus on
categorizing popular topics and sentiments, overlooking the public’s potential lack of
knowledge underlying these issues. Few studies revealed the holistic knowledge
structure of AI ethical topics and the relations among the subtopics. As the world’s
largest online encyclopedia, Wikipedia encourages people to jointly contribute and
share their knowledge by adding new topics and following a well-accepted
hierarchical structure. Through public viewing and editing, Wikipedia serves as a
proxy for knowledge transmission. This study aims to analyze how the public
comprehend the body of knowledge of AI ethics. We adopted the community
detection approach to identify the hierarchical community of the AI ethical topics,
and further extracted the AI ethics-related entities, which are proper nouns,
organizations, and persons. The findings reveal that the primary topics at the
top-level community, most pertinent to AI ethics, predominantly revolve around
knowledge-based and ethical issues. Examples include transitions from Information
Theory to Internet Copyright Infringement. In summary, this study contributes to
three points, (1) to present the holistic knowledge structure of AI ethics, (2) to
evaluate and improve the existing body of knowledge of AI ethics, (3) to enhance
public perception of AI ethics to mitigate the risks associated with AI technologies.

Keywords: AI ethics; Public perception; Wikipedia data; Community detection;
Knowledge structure; Visualization

1 Introduction
AI ethics is increasingly valued in the development of artificial intelligence (Siau and Wang
[37]; Tomašev et al. [42]; Stahl [40]). However, it is difficult to be aware of the potential risks
in most situations because of the complexity of AI technologies. For example, the wide use
of online social media has created a dependence on AI technologies. Many users have un-
consciously experienced privacy violations that can result in reputational and financial
damage (Srivastava and Geethakumari [39]). Companies progressively rely on algorithms
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for decision-making to screen job applicants, but have to face risks of hidden discrimina-
tion that deprives job seekers of equal employment opportunities (Köchling and Wehner
[21]). Social psychology research shows that public perception not only influence people’s
understanding of the world, but also shape their actual behavior (Ferguson and Bargh [9]).
Individuals with a high AI awareness are more likely to recognize its usefulness than those
without (Araujo et al. [1]). Conversely, a low level of AI perception amongst the public can
lead to skepticism or negativity, potentially impeding the development of AI systems on
the one hand, and undermining the need to defend human fairness on the other. Further-
more, the less the public knows about AI ethics, the more challenging it becomes to ad-
dress ethical issues. According to a Global AI Survey 2023 at the University of Queensland,
nearly half (49%) of individuals possess limited knowledge about AI (Gillespie et al. [13]).
This underscores the importance of addressing AI ethical issues, where the focus should
not just be on the measures or guidelines, but on the need to improve public perception
of AI ethics to prevent latent risks.

Most traditional studies on public perception rely on survey or social media like Twitter.
For instance, Kelley et al. [19] utilized statistical analysis to categorize the public sentiment
about AI by questionnaire (Kelley et al. [19]), while Fu et al. [12] identified the prevalent
topics of AI ethics discussed by the public through word frequency counting (Fu et al.
[12]). These studies only reflect a part of public perception, which is more like a simple
statistic of topics and does not reflect the knowledge involved behind the topics.

Knowledge structures are how individuals or groups understand, categorize, relate, and
express information. Revealing the knowledge structure of AI ethics can enhance public
perception and help them better understand AI ethical issues (Moy et al. [26]). The knowl-
edge structure in Wikipedia can be represented by a community structure (Lizorkin et al.
[22]). The community structure is usually constructed based on common characteristics
of complex networks, such as social networks and transportation networks. The network
graphs usually contain densely connected groups of nodes called communities, while they
in turn are sparsely connected. Community detection is an algorithm designed to extract
useful information hidden in the structure of myriad nodes and links (Bohlin et al. [2]),
which makes it possible to identify existing communities.

In this study, we employed a community detection method to analyze the hierarchical
knowledge structure related to AI ethics in Wikipedia, illustrating the relationships be-
tween these communities through visualization. Our findings, distinct from traditional
word frequency counting methods for popular topics, contribute to presenting a body
of knowledge of AI ethics, including the focus topics, related people, and research in-
stitutions. First, our results revealed a hierarchical structure of public perceptions of AI
ethics, highlighting critical topics like Corporate Social Responsibility and Information
Theory, enabling an evaluation of Wikipedia’s current knowledge structure on AI ethics.
Last but not least, our approach enhances public awareness of AI ethics by providing a
clear overview and links to in-depth definitions and discussions, addressing the public
knowledge gap, and mitigating potential ethical issues.

2 Related work
AI ethical issues have drawn much attention from different sectors of society. Govern-
ments, companies, and research institutions have proposed a range of measures to regu-
late AI technologies in ways that better serve humans. These studies and measures have
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concentrated on rule-making and public perception research. We summarize the state-of-
the-art research in these two parts and investigate the status of knowledge mining from
Wikipedia.

2.1 AI ethics and its public perception
AI ethics is a field that has emerged as a response to growing concerns about the impact
of AI. It is centered on ethical considerations and values throughout the entire lifecycle of
AI systems, encompassing design, development, deployment, and utilization. The over-
arching objective of this field is to guarantee that the evolution and implementation of
AI technologies adhere to ethical standards at both societal and individual levels, aiming
to optimize societal well-being. On the one hand, much research takes efforts to propose
AI guidelines to reduce ethical risks (Jobin et al. [18]; Microsoft [25]), but these guide-
lines are often too vague and theoretical to be translated into concrete action programs.
On the other hand, gaining an in-depth understanding of the public perception is equally
important.

The term “public perception” is challenging to define precisely. Dowler et al. [7] pro-
pose that public perception is essentially derived from public opinion surveys, which in-
volve questioning a group of individuals about their thoughts on a specific issue or event
(Dowler et al. [7]). Given that the essence of AI technology is to serve humans, under-
standing the public opinions of AI ethics can help to regulate AI technology. Fast and
Horvitz [8] examined 30 years of New York Times coverage to study public perceptions of
AI. They noted a significant rise in AI discussions since 2009, generally characterized by
optimism. However, ethical concerns peaked around 2017, amid a simultaneous increase
in optimism about AI’s potential in healthcare and education (Fast and Horvitz [8]). In a
global survey by Kelley et al. [19], public sentiment toward AI was characterized by four
themes, including exciting, useful, worrying and futuristic (Kelley et al. [19]). Additionally,
Ikkatai et al. [17] investigated public views on eight AI guideline themes, such as privacy,
accountability, safety, transparency, fairness, human control, professional responsibility,
and promotion of human values. Results showed that public opinions on AI usage dif-
fered across scenarios (including “Singer”, “Service”, “Weapon” and “Crime”) in an online
survey (Ikkatai et al. [17]).

Overall, previous research data on public perceptions of AI ethics is limited to surveys
or social media data, such as Twitter. These data can only reflect part of public percep-
tions, which is more like simple statistics on the topics, and cannot uncover the knowledge
behind the topics. Our paper opts for Wikipedia data to delve into the public perception of
AI ethics. This approach not only uncovers the topics of public concern but also elucidates
the knowledge gaps, contributing to enhancing public awareness of AI ethics.

2.2 Knowledge mining with Wikipedia
Wikipedia, most widely accessed online encyclopedia, has a significant user base and offers
a platform for users to freely express their opinions (Fichman and Hara [10]; Vieira Bernat
[44]). The diverse range of Wikipedia users spans all ages, ethnic, and socioeconomic
groups, reducing bias to some extent (Zickuhr and Rainie [46]). Central to Wikipedia’s
mission is the pursuing a “neutral point of view” (Majchrzak [23]), wherein multiple
viewpoints are presented alongside one another, ensuring the representation of all opin-
ions. For example, a survey examining the tendentiousness in U.S. political articles on
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Wikipedia reveals that although many articles possess inherent bias, Wikipedia’s exten-
sive history of accommodating diverse perspectives has resulted in a gradual decrease in
overall bias and a shift towards neutrality on numerous topics (Greenstein and Zhu [14]).
With its collaborative editing approach and extensive user base, Wikipedia transcends the
limitations of individual viewpoints and strives to present topics neutrally.

As a valuable knowledge base, Wikipedia provides good research stage for knowl-
edge mining. Nastase and Strube [27] presented an approach to extract knowledge from
Wikipedia categories and the category network, with results supporting the notion that
Wikipedia category names are a rich source of valuable and reliable knowledge (Nastase
and Strube [27]). Furthermore, Nguyen et al. [31] structured knowledge by analyzing the
entity relationships in Wikipedia, and eventually proved the method’s effectiveness by
manually annotating the data (Nguyen [31]). In addition, the vast knowledge base makes
Wikipedia a useful resource for question-and-answer tasks (Buscaldi and Rosso [3]) with
an essential role in the transmission and influence of knowledge (Medelyan et al. [24];
Di Lauro and Johinke [6]). As a universal tool for information search, Wikipedia has a
search pattern that reflects public interest and opinion on a topic, allowing it to influence
public perception broadly (Smith and Gustafson [38]). Halatchliyski et al. [16] found that
experts tend to contribute to core critical articles in their area of expertise (Halatchliyski
et al. [16]), which has a significant impact on non-expert access to knowledge. In addi-
tion, Das et al. [5] found a strong tendency of Wikipedia to overly “push” the spread of
ideas. They attempted to introduce new behavioral indicators and controversy scores to
create a favorable knowledge transfer environment (Das et al. [5]). Given these distinctive
attributes, Wikipedia emerges as a primary resource for examining the ethical structure
of AI knowledge.

3 Methodology
This study employs the community detection based on information theory and complex
graph theory to uncover the knowledge structure in Wikipedia data related to AI ethics
(van Steen [43]). The whole research process involves four steps: (1) Acquire Wikipedia
data related to AI ethics through web crawling. (2) Obtain the hierarchical communities
of AI ethics knowledge based on the Infomap method. (3) Evaluate the reliability of the
community detection algorithm. (4) Visualize the network structure for subsequent in-
depth analysis. The flow chart of the study is shown in Fig. 1.

3.1 Data acquisition
This study utilized the “ethics of artificial intelligence” as the seed source and took the
Infomap method to crawl the “see also” section of each Wikipedia entry. The “see also”
section contains terms that are associated with the field of AI ethics, as perceived by the
Wikipedia editors. The final dataset consisted of 983 nodes and 1399 links.

3.2 Community detection for AI ethics knowledge from Wikipedia data
3.2.1 Community detection
Wikipedia data presents complex network structures (Lizorkin et al. [22]), so we utilized
community detection to uncover multilevel structures and their relationships in networks.
In network science (Newman [28]), categorization of nodes into modules with community
detection algorithms is mostly limited to two levels (Fortunato [11]), but the real-world
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Figure 1 The workflow of detecting Wikipedia knowledge communities concerned with AI ethics

networks have much richer structures (Palla et al. [32]). Among all the hierarchical clus-
tering algorithms (Newman [29]), the Infomap algorithm is regarded as one of the best
performing non-overlapping clustering methods. In order to reveal the multiple levels of
interdependences in the nodes of Wikipedia network, we choose the Infomap community
detection method (Rosvall and Bergstrom [34, 35]; Bohlin et al. [2]).

Based on the complex graph theory and information theory, Infomap leverages random
walks as a proxy for real flows, and capitalizes on the duality between message compres-
sion and pattern recognition in the underlying structure (Grünwald et al. [15]). Infomap
method is described by giving a directed/undirected network, and then finding the opti-
mal “groupings”, that is, constructing the minimum information entropy. Huffman cod-
ing is applied in the Informap algorithm, which saves space by assigning short codes to
common events or objects and long codes to rare ones, similar to how words that occur
frequently in spoken languages are short (Zipf [47]). The minimum information entropy
corresponds to the shortest average encoding length. As such, the primary objective of In-
fomap is to identify the optimal coding scheme, which minimizes the total average coding
length. This method looks for a module partition M of n nodes into m modules to min-
imize the expected description length of a random walk. The average description length
of a single step is given by (Rosvall and Bergstrom [34]):

L(M) = q�H(Q) +
m∑

i=1

pi
�H

(
P i) (1)

The equation includes two terms: the first represents the entropy of movement between
modules, and the second the entropy of movement within modules. Exiting the module
is also treated as a movement. q� denotes the probability that the random walk transits
between modules during a given step. H(Q) is the entropy associated with the module
names. H(P i) corresponds to the entropy of within-module movements, and the pi

� is
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equal to the proportion of within-module movements for module i, including the proba-
bility of exiting module i so that

∑m
i=1 pi

� = 1 + q�.
To achieve a balance between effect and speed, the formula (1) can be calculated by a

fast stochastic and recursive search algorithm producing a two-level partition (Rosvall et
al. [33]). On this foundation, the hierarchical Infomap method removes the constraint of a
single index codebook and enables multiple nested index codebooks to define transitions
between modules, submodules, and more granular levels of modules. Therefore, we can
reveal rich multilevel organization and relationship with such a hierarchical Infomap. Each
level consists of different communities, with the top level representing the whole network
and the lowest level representing the smallest communities that cannot be subdivided
further. Communities at different levels are arranged in a hierarchical relationship, with
communities at higher levels encompassing those at lower levels.

3.2.2 Modularity
The algorithm outputs a tree diagram that represents the nested hierarchy of potential
community divisions in the network. Therefore, it is important to find out which of these
divisions is most suitable for a given network, that is, where to cut the dendrogram to ob-
tain a reasonable network division. To address this question, Newman et al. [30] proposed
a metric called modularity, which evaluates the quality of a specific portion of the network
(Newman and Girvan [30]).

The network is partitioned into κ communities, and a κ × κ symmetric matrix � is de-
fined, whose element eij is the fraction of all edges in the network that link vertices in
community i to vertices in community j, and eii denotes the fraction of all edges within
community i. The trace of the matrix, Tr(e) =

∑
i eii,indicates the total number of edges

within communities. A higher Tr(e) value means the community has more internal con-
nections, indicating a better community detection outcome. To prevent the entire network
from becoming a single community, the row (or column) sum ai =

∑
j eij is introduced to

represent all edges connected to community i. Modularity is expressed as:

Q =
∑

i

(
eii – a2

i
)

=
∑

i

(eii) –
∑

i

(
a2

i
)

= Tr(e) –
∥∥e2∥∥ (2)

Modularity Q is an accumulation operation for all communities in the network, and sub-
tracts the degree of nodes in the community from the degree of edges in the community.
It is a special form of generalization measure. The larger the Q value, the clearer the struc-
ture of the community, and its value range is [–0.5, 1). Moving down the dendrogram, the
Q for each split of a network into communities is calculated, and the local peak of its value,
which indicates a particularly satisfactory split, is looked for. The height of the peak is a
measure of the strength of the community division.

3.3 The evaluation of community detection
Named entity recognition (NER) is a fundamental task in natural language processing with
diverse applications. It involves identifying entities with specific meanings or strong refer-
ences in unstructured text, including person, location, organization, date, time, and proper
nouns (Cucerzan [4]). NER systems can extract these entities from text and identify ad-
ditional types based on specific requirements. In the context of Wikipedia communities,



Wei et al. EPJ Data Science           (2024) 13:26 Page 7 of 17

entities can be classified into person, organization, and proper nouns. To evaluate the re-
sults obtained by the community detection, we introduce the concept of mode. In statis-
tics, mode (also known as plurality) refers to the value that appears most frequently in
a dataset. Mode is usually used to describe the central tendency of a dataset. The term
“Mode proportion” was utilized in this study to describe the percentage of the most fre-
quent occurring categories in a community:

Mode proportioni =
Counti

Countj
(3)

Counti is the number of entities with largest proportion in community j, and Countj is the
total number of entities in community j.

4 Results
This results section will present the public concerns about AI ethics according to a hier-
archical structure from the top to the sub-level. Meanwhile, we explored the relationship
between these community topics. Finally, the community detection method was validated.

4.1 Hierarchical community structure
4.1.1 Top-level analysis of community structure
This study crawled Wikipedia data with depth value as two, three, four, and the quality of
the inferred network structure is compared to determine the optimal number of depths.
The depth value is the number of link extensions of each entry from the primary node
(ethics of artificial intelligence), e.g., the depth value of the entry (information society
project) to the primary node (ethics of artificial intelligence) is two. When the depth is
three, the network structure presents useful and non-redundant information, while the
number of links obtained is 1399 (Table 1). The results of hierarchical community de-
tection are shown in Table 2. Using Infomap method, an undirected network containing
983 nodes and 1338 links is constructed. The final best terminal modularization solution
is divided into four levels. Seven top-level communities have a codelength of 0.11, and
ninety-five total communities correspond to a total codelength of 4.76.

Table 1 Raw data crawled fromWikipedia data

Source Target Depth

Ethics of artificial intelligence Oxford internet institute 1
Oxford internet institute Information society project 2
Information society project Oxford internet institute 3

Table 2 The results of hierarchical community detection based on Wikipedia data
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Figure 2 The hierarchical community structure based on Wikipedia data related to AI ethics. (a) The
dendrogram figure. (b) Detailed display of Fig. 2(a) (green box). (c) The hierarchical tree

A hierarchical tree or dendrogram can help understand the community structure of
Wikipedia data related to AI ethics (Fig. 2). Fig. 2(a) demonstrates Wikipedia data, split-
ting from top to bottom into smaller and smaller communities, or connecting from bottom
to top vertices to form larger and larger communities. A cross-section of the tree at any
level, such as that indicated by the dotted line, will give the communities at that level. The
vertical height of the split points in the tree simply represents the order in which splits (or
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joins) occur. Fig. 2(b) is a detailed presentation of the area marked with green bounding
box in Fig. 2(a), where the blue dashed line represents the top-level communities, and the
red one corresponds to the perfect identification of the communities. The hierarchical tree
diagram in Fig. 2(c) displays the relationship expanded from the backbone nodes, where
those nodes most directly connected to AI ethics are “information theory”, “ai takeover”,
“corporate citizenship”, “global catastrophic risk”, “multi-agent system”, reflecting the high
level of public interest in these items. The comparison between (a) and (c) in Fig. 2 re-
veals that the left part of Fig. 2(a) corresponds to the red part in Fig. 2(c) with more nodes,
and more modules exist in the second layer (module = 84), which has a compression rate
of 44%. The compression rate measures the extent to which information in the network is
compressed after applying the Infomap algorithm for network partitioning. A higher com-
pression rate indicates a better partitioning result. The AI ethics-related Wikipedia data
present an unbalanced tree structure. When a tree structure is unbalanced, some subtrees
can be significantly deeper than others. The left part of Fig. 2(a) shows that the subtree in
Community A is deeper and farther from the node “ethics of artificial intelligence,” so it
does not present an explicit topic. Community B to Community G are the communities
that are closely related to the node “ethics of artificial intelligence,” and their topics reflect
the current public focus.

Figure 3 illustrates seven communities at the top level, demonstrating the division of
Wikipedia data related to AI ethics. Word clouds are used to depict the topics associated
with each community in Fig. 4. Community A, which has 496 nodes and 41 submodules
at the lowest level, lacks a cohesive theme. Conversely, Community B – Community G
feature significant topics that are elaborated on in detail below. We always use the center
node name of the communities as the community’s name.

• Community B (corporate citizenship): it highlights the importance of ethics at the
corporate level, with a focus on sustainable business development and social
responsibility.

• Community C (information theory): it addresses the theoretical knowledge of AI
ethics, drawing on mathematics, physics, and algorithms to explore the technical
theories behind ethical decision-making in AI.

• Community D (autonomous robot): it mainly focuses on ethical knowledge related to
robots and other automated machines, which shows that robot ethical issues have
attracted a widespread attention.

• Community E (semantic space theory): it is related to semantic space and model
theory in the field of natural language. From the analysis, this topic is transformed
from the field related to artificial intelligence cognition and the exploration of
knowledge related to computer language.

• Community F (copyright infringement): it is concerned with copyright infringement
issues related to the Internet, including illegal downloading, illegal copying by
dongles, and privacy violations by online piracy.

• Community G (philosophy of artificial intelligence): it collects knowledge related to
cognitive and consciousness issues, including philosophical cognition, quantum
thinking, and more. The brain is studied by interpreting consciousness as an
electromagnetic phenomenon, which can be applied to the field of artificial
intelligence.
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Figure 3 Community Detection results at the top level. The left table shows the correspondence between
community numbers and community center nodes

4.1.2 Sub-level community structure based on modularity
The raw Wikipedia data is presented as a disorganized network, making it difficult to de-
rive useful information from the graph. In the hierarchical community division obtained
by Infomap, we found that the modularity has a strong peak at 24 communities with a value
of Q = 0.805. These communities were extracted from the corresponding tree diagram
and visualized by VOSviewer, as shown in Fig. 5(a). Each community is represented by the
same color. The node size is determined by the degree, which is the number of edges con-
nected to the node within the community. A larger node generally indicates greater impor-
tance of the node within that community. In Fig. 5(a), the community’s name is based on
the name of the central node with the highest degree within the community. Between the
communities, starting from the branch node “ethics of artificial intelligence”, each branch
node is related to each other. The more connections, the stronger relationships between
the communities. For example, the community with the most connections to the node
“ethics of artificial intelligence” is the community whose branch node is “ai takeover”. In
Fig. 5(b), the network is reduced to groups, where each community is displayed as a circle,
whose size roughly corresponds to the number of individuals in the community. The lines
between the communities depict the connections between AI ethical knowledge, with the
thickness of the lines proportional to the association.

The 24 communities in this level exhibit a distinct thematic coherence when compared
to the seven communities in the top-level. For instance, in Fig. 5(b), the community whose
branch node is “global catastrophic risk” (dark purple section) and the community whose
branch node is “ai takeover” (red section) both originate from top-level Community A.
Figure 6 displays the word cloud of the two communities, showing that the topics of both
communities relate to risk. Nevertheless, the Community “global catastrophic risk” fo-
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Figure 4 Topics learned from Wikipedia regarding the AI ethics. Community B- Community G give clear
themes

cuses more on future risks, such as doomsday scenarios, human extinction, and the future
of the earth. On the other hand, the Community “ai takeover” mainly explores the current
risks in AI technology to ensure that machines serve humans better.

4.2 The evaluation of community detection
This study evaluates the results of community detection by calculating the mode propor-
tion of 24 communities based on three categories: proper nouns, person, and organiza-
tion. Communities are comprised of nodes with strong connections and similarities. In
general, nodes with the same category are more closely connected, resulting in higher val-
ues of mode proportion within a community. Moreover, communities with lower mode
proportion may reveal hidden information we can’t discover directly. Table 3 presents the
statistical results, which are further analyzed as follows.

Table 3 has a total of 971 statistical nodes, including 852 proper nouns, 52 persons,
and 67 organizations. Among them, only Community 1 (ethics of artificial intelligence)
and Community 4 (johns hopkins center for health security) had the mode proportion of
less than 80%. Upon further analysis, community 1 (ethics of artificial intelligence) mainly
consists of researchers in the field of AI ethics, such as computer scientists, sociologists,
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Figure 5 The detected communities in Wikipedia data related to AI ethics. (a) The coarse-grained structure
results of community detection based on the maximummodularity, where each community is represented
by a single node and the edges indicate the collaboration between communities. The table below shows the
corresponding central nodes of the 24 communities. (b) The elaborated demonstration of community
structure with node labels

Figure 6 Topics of Community “global catastrophic risk” and Community “ai takeover”

and philosophers, whose work is focused on topics such as AI ethics, machine ethics, al-
gorithmic discrimination, sexism, and fairness. The institutions in this community are
primarily research institutes associated with the researchers, and a few proper nouns that
are related to their research fields are also included. Community 4 (johns hopkins center
for health security) is mainly composed of proper nouns and research institutions, with
proper nouns being the dominant type. However, this community brings together almost
33% of research institutions related to AI ethics, whose number of institutions is similar
to community 3 (oxford internet institute), a community with 100% mode proportion of
institutions. Community 4 (johns hopkins center for health security) is primarily com-
prised of research institutions that specialize in brain and health, which is significantly
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Table 3 The mode proportion statistics for the 24 communities

different from the institutions in Community 3 (oxford internet institute), which mostly
focus on law and policy. Due to the proper nouns in Community 4 (johns hopkins center
for health security) being related to brain and health, the institutions associated with them
are also classified in Community 4 (johns hopkins center for health security), resulting in
a decrease in the community’s mode proportion.

5 Discussion
Wikipedia provides a good platform for recognizing the current state of knowledge about
AI ethics. Utilizing the community detection method to organize the knowledge into a hi-
erarchical structure, we can summarize current public concerns into seven communities
in a coarse intensity. Additionally, a more detailed knowledge division is presented layer
by layer to cater to a more refined understanding. At the top level, Community A (ethics
of artificial intelligence) coarsely includes persons, organizations, and proper nouns re-
lated to AI ethics. The six other communities, which are distinctly thematic, show that
public concerns focus on corporate social responsibility, mathematical-related technical
knowledge, automated robots, semantic space theory, internet copyright infringement,
and philosophical perception and mind. These topics not only expose public knowledge
needs but also reveal the current issues focusing on AI ethics. Community B (corporate cit-
izenship) reveals that major technology companies usually spearhead the promotion and
application of AI technologies. For each company, a better balance between the pursuit
of profit and social responsibility is needed to avoid the proliferation of AI ethical issues,
which affects the sustainable development of AI technologies. Community C (informa-
tion theory) and Community G (philosophy of artificial intelligence) reveal the fundamen-
tal knowledge behind AI technology development, which is supported by natural science
such as mathematics, physics, and algorithms on the one hand, and social science such as
philosophy and psychology on the other. The topics of these two communities reflect an
inquiry into the knowledgeable focus behind technology and the intellectual underpin-
nings of AI technology development. The topics of Community D (autonomous robot),
Community E (semantic space theory), and Community F (copyright infringement) in-
directly manifest the current AI ethical issues on Wikipedia, which are consistent with
the leading AI ethical issues obtained from news data. Notably, the three major areas of
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AI ethical issues obtained through content analysis are Intelligent Service Robots, Lan-
guage/Vision Models, and Autonomous Driving (Wei and Zhou [45]). The topic within
Community D (autonomous robot) indeed includes Intelligent Service Robots and Au-
tonomous Driving, which focuses on the issues raised by automated machines. Commu-
nity E (semantic space theory) is centered around the semantic space theory, providing
theoretical support for technologies like natural language processing, whose topic is com-
patible with AI ethical issues in the “Language/Vision Model” field. In contrast to news
data, the theme of Community F (copyright infringement) reveals a different issue from a
macro perspective, namely Internet copyright infringement. The development of AI tech-
nology has profoundly impacted individual privacy and monopoly rights. Technology has
made it easier to infringe on these rights, as seen with illegal online downloading and
copying, which is difficult to counteract. On the other hand, the relevant laws still need to
be established. The rapid development of technology has resulted in a certain degree of
lag in the law, which in turn has further exacerbated ethical issues.

Clipping the dendrogram when the modularity = 0.805 yields a reasonable community
division. An exciting finding is the understanding of current researchers and institutions
in AI ethics. Researchers around the central node of “ethics of artificial intelligence” are
mainly computer scientists, followed by philosophers and social activists. Most of them
hold research positions in universities or technology companies, whose research areas are
data, algorithms, and the fairness and sustainability of technology. Besides, one node in
this community extends to another small community of persons who share a common
characteristic of bringing widespread attention to unethical behavior in large technology
companies. For example, a data scientist once uncovered details of Facebook’s superficial
monitoring of online political manipulation (Susser et al. [41]). From the perspective of
institutions, the community detection results show that one group of institutions is the
“oxford internet institute” for law and guidelines on AI ethics, and the other group is the
“Johns Hopkins center for health security” for brain and health research. The distinct types
of institutions exist independently in two different communities. A finer granularity of
community detection can help us learn more detailed knowledge about AI ethics.

The development of AI aims to better serve human beings. Public perception of AI is
equally important in shaping its development (Kelley et al. [19]; Kieslich et al. [20]; Sartori
and Bocca [36]). Users’ inadequate knowledge of AI technology can exacerbate fears and
prevent them from effectively regulating AI technology for human benefit. Distinguished
from examining public concerns about AI ethics or identifying emotional categories (Fast
and Horvitz [8]), utilizing Wikipedia to investigate public perceptions not only highlights
the trending topics of public interest but also unveils the knowledge underpinning these
issues. This approach serves to enhance public awareness of AI ethics from a knowledge-
related perspective. We utilize a community detection approach to analyze and present
the AI ethical knowledge on Wikipedia in a structured way, which helps to fill the gap in
the public knowledge of AI ethics and minimize ethical issues.

6 Conclusion
This paper explores public perception towards AI ethics based on Wikipedia data, which
presents the hierarchical structure and the links among the detected nodes of AI ethics.
The hierarchical knowledge structure of AI ethics in Wikipedia data can be mapped, using
community detection. Specifically, we extracted seven communities at the top level and
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discovered six topics with high public attention, that is “corporate social responsibility”,
“information theory”, “autonomous robot”, “semantic space theory”, “internet copyright
infringement”, “philosophical consciousness and mind”. These topics reflect knowledge
related to AI technology and expose major AI ethical issues. We compared these results
with the AI ethical issues from news data statistics and found a good match. In addition, we
rationalized 24 communities based on modularity and visualized the connections among
these communities in depth. Finally, we identified the main research organizations, rele-
vant people, and proper nouns related to AI ethics, and assessed the reliability of the com-
munity divisions. Revealing the holistic knowledge structure of AI ethical topics and the
relations among the subtopics, contributing to better education on AI ethics. Our results
help improve the existing body knowledge of AI ethics and enhance public perception of
AI ethics to mitigate the ethical risks.

There are three limitations of this study. First, the only the texts in English were included
in our sample data, so we might lose some information from the texts in other languages.
Second, most of the Wikipedia content is contributed by experts. To better serve the goal
of reflecting the perception of AI ethics, more is needed to disseminate complete knowl-
edge to non-expert users. Third, our analysis of relationships within and between commu-
nities is limited to correlation, representing only the initial stage of the relationship (Pearl,
2018). To better regulate AI technologies and build ethical guidelines, we need to explore
intervening relationships between communities.

It should be noted that Wikipedia is not merely a dataset, but also serves as a dynamic
platform for disseminating knowledge and shaping public perception regarding AI ethics.
These changes may take time to become evident. Thus, it would be necessary to revalidate
Wikipedia’s AI ethics knowledge structure by comparing any shifts in public perception,
e.g., five years from now, to regulate the development of AI technology.
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